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The ratio of the \(\pi^-\) and \(\pi^+\) photoproduction cross sections from deuterium has been measured for 12 combinations of pion angle and momentum. In terms of the kinematics for \(\gamma + p \rightarrow \pi^+ + n\), the experiment covers photon energies from 165 to 200 MeV and center-of-mass angles from 40 to 145°. The results are corrected to obtain the \(\pi^-/\pi^+\) ratio for free nucleons, and, from comparison with theory, the \(\gamma\pi\pi\rho\) coupling constant \(A\) is estimated to be \(+0.1 \pm 0.3\).

INTRODUCTION

Comparison of the cross sections for the reactions \(\gamma + n \rightarrow \pi^- + p\) and \(\gamma + p \rightarrow \pi^+ + n\) is of particular interest because their ratio, \(R\), is mainly sensitive to the isoscalar photoproduction amplitude. In the notation of CGLN, \(^1\)

\[ R = \left| \frac{\sigma^-}{\sigma^0} \right|^2 / \left| \frac{\sigma^0}{\sigma^+} \right|^2, \]

where the isovector amplitude \(\sigma^-\) dominates the isoscalar amplitude \(\sigma^0\), so that \(R\) is \(\sim 1\) but is much more sensitive to variation of \(\sigma^0\) than to variation of \(\sigma^-\). Several authors\(^2–4\) have pointed out that \(\sigma^0\) is affected by the \(\pi\pi\) interaction in the \(T=J=1\) state (the \(\rho\) meson) and emphasized the usefulness of studies of \(R\) in this connection.

The reaction \(\gamma + n \rightarrow \pi^- + p\) can be studied by using target neutrons bound in nuclei or by measuring the inverse reaction. While the latter method is quite free of complications, it is experimentally very difficult and has just recently been attempted.\(^5\) Photoproduction from deuterium has long been used to obtain information about \(R\), although various corrections to the experimentally determined ratio \(R_d\) (\(\pi^-/\pi^+\) ratio from deuterium) are necessary. Instead of determining \(R_d\), it is also possible to study the reaction \(\gamma + D \rightarrow \pi^- + p + p\) and to observe all three particles in the final state. From these data, with corrections for both Coulomb and nuclear effects, the cross section for \(\gamma + n \rightarrow \pi^- + p\) can be inferred.\(^6\) Hogg has recently summarized the available experimental data for \(R\).\(^7\)

The measurements reported here determine \(R_d\) with improved accuracy for laboratory pion momenta of 59 to 98 MeV/c. For pions at a given angle and momentum a nominal gamma ray energy is specified by the two-body kinematics for \(\pi^\pm\) photoproduction from protons. With the pion momentum range noted above, a full angular distribution for \(R_d\) has been determined for 180-MeV photons, with more limited data at 165, 170, and 200 MeV. These energies are high enough to keep the corrections due to final-state interactions relatively small, and low enough to simplify the theoretical interpretation.

APPARATUS

A plan view of the experimental arrangement is shown in Fig. 1(a). The electron beam of the Stanford Mark III linear accelerator (with energy set at 1.25 times the photon energy of interest) was incident on a tantalum radiator 0.05 radiation-length thick. The sweeping magnet deflected positrons and electrons from the radiator in a vertical plane, and the gamma-ray beam struck a liquid deuterium target. The target cell

![Fig. 1. Plan view of the experimental layout.](attachment:image)
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was a horizontal duralumin cylinder, 6 in. long, \( \frac{3}{4} \) in. diam, with 0.003 in. walls. Since the long axis of the cylinder was kept at 45° to the beam, mesons at angles \( \leqslant 90° \) were detected with the spectrometer to the right of the beam, and mesons at angles \( \geqslant 90° \) were detected with the spectrometer to the left.

The beam current was measured and integrated with two monitors used simultaneously. A secondary emission monitor in front of the radiator recorded the electron-beam current, while a hydrogen-ion chamber behind the target measured the gamma-ray intensity. The integrated currents from the two monitors were in a constant ratio to within \( \pm 0.2\% \) during every determination of \( R_0 \).

The double-focusing "zero-dispersion" spectrometer has been described elsewhere. A lead collimator 10 in. from the target, with an aperture 1 in. high and 2 in. wide, was used to minimize the flux of electrons and positrons scattered into the spectrometer from various parts of the target vacuum chamber. The momentum spread, \( \Delta p/p \), accepted by the spectrometer was varied from 4\% at the lowest pion momenta to 2\% at the highest momenta, so that the pion range spread was kept small. The magnetic field of the spectrometer was set with a rotating coil flux meter, with an accuracy of better than 0.1\%.

Pions were detected at the focus of the spectrometer with the scintillation counter telescope shown in Fig. 1(b). Normally, the telescope consisted of counters A, B, and C in coincidence, preceded by a Polystyrene absorber. For counting pions, the absorber thickness was set so that pions just passed through the telescope, emerging with approximately 7-MeV kinetic energy. For subtracting the background of muons and electrons, the absorber thickness was increased to stop the pions but permit the muons and electrons to traverse the telescope. In view of the asymmetry in the behavior of stopped \( \pi^+ \) and \( \pi^- \) mesons, the pion detection did not utilize a range telescope based on coincidence and anticoincidence requirements. Pions stopped in the wall of the "counter house," approximately 2 ft behind the telescope, and the pulse-height distributions in all counters were observed to be identical for \( \pi^+ \) and \( \pi^- \). For the muon and electron subtraction, the pions were stopped sufficiently deep within the absorber so that, again, no asymmetry was observed in the pulse-height distributions.

Counter D and the absorber between C and D were used only in side experiments to study the relative proportions of muons and electrons in the background, and to study the variation as a function of front absorber thickness of the efficiency of muons in producing ABC coincidences. For these measurements counter, D was the anticoincidence counter of a range telescope.

Counters A, B, and C were 3 in. square, with thick-


\textsuperscript{8} The electron efficiency varied from about 50 to 100\%, with the absorber set for counting pions. The electron efficiency was \( \leqslant 10^{-4} \), as a result of three consecutive \( dE/dx \) requirements, and the background arising from particles penetrating the spectrometer shielding was always \( \leqslant 1\% \) of the pion rate.

The fact that the muon and electron background was subtracted by increasing the absorber thickness introduces a complication, since the ABC coincidence efficiencies can be expected to change. For the muons, the pulse heights increase, while for the electrons the probability of an associated secondary is increased. The variation of electron efficiency was easily studied by reducing the beam energy to below the photoproduction threshold and turning off the sweeping magnet. Electrons scattered from the target were counted at high rates in spite of the low efficiency.

The range telescope was used with counter D biased for 100\% electron efficiency under the following conditions: pions stopped in the second absorber, with the front absorber at the normal value for pion ABC coincidences; and muons stopped in the second absorber, with the front absorber set for the muon and electron subtraction. The (ABC) and (ABC-D) rates were recorded simultaneously. For the first condition, (ABC)–(ABC-D) gives the muon-electron rate with thin front absorber. For the second condition (ABC) gives the muon-electron rate with thick front absorber, while (ABC)–(ABC-D) gives the electron rate. From these data, and the known change in electron efficiency, the change in muon efficiency can be found. The relative proportions of muons and electrons in the background is also determined. As was expected, \( \pi^- \) stars sometimes caused trouble in the first condition, but the variation of muon efficiency could be satisfactorily determined from measurements with positive muons. The results of these studies will be discussed in the following section.

\section*{Data, Corrections, and Uncertainties}

\textbf{Experimental}

A sequence of data consisted of measurements of full and empty target yields with both thin and thick absorbers. Each yield was measured for \( \pi^- \) and \( \pi^+ \) mesons by frequent alternation of the spectrometer field direction. For either pion charge, the four rates, being full target, thin absorber; full target, thick absorber; empty target, thin absorber; empty target, thick absorber; were typically in the ratios 100:10:10:1. The absorber could be quickly changed, and the target quickly emptied and refilled by transferring the liquid.
deuterium to and from an auxiliary storage cell. As a result, data were accumulated by rapid cycling among the various yields, and the sensitivity to instrumental changes was minimized.

Each determination of $R$ is based on two or more sequences of data, with the exception of the point at 180 MeV, 145°. (Angles will always be given in the center of mass, and photon energies in the laboratory, assuming $\gamma+\pi^-\rightarrow\pi^+\pi^0$s kinematics.) At this point, the pion laboratory momentum was too low to permit the use of counter $C$, and it was not felt worthwhile to pursue the measurements to high statistical accuracy. The observed differences between repeated determinations of $R_d$ at identical kinematic conditions were consistent with statistical fluctuations.

Table I summarizes the experimental results. $R_d$ represents the measured $\pi^-/\pi^+$ ratio from deuterium, with purely statistical errors. The muon-electron background has been subtracted at face value. The quantity $\epsilon_{se}$ is equal to $(0.1)(\mu e)/(\pi\mu e)$, where $(\mu e)$ is the background rate and $(\pi\mu e)$ is the rate with the absorber set for counting pions, with empty target rates subtracted. Defined this way, $\epsilon_{se}$ represents a conservative estimate of the uncertainty coming from the background subtraction, and conveniently shows the magnitude of the subtraction at the various experimental points.

The estimate of $\epsilon_{se}$ is based on the following considerations: The electron and positron rates were in general $\leq 1\%$ of $(\pi\mu e)$, and $4\%$ in the worst case. The electron/positron ratio was in every case consistent with unity, with the measured electron-positron difference always $\leq 2\%$ of $(\pi\mu e)$. The electron efficiency with the $(\mu e)$ absorber varied over the range of the experiment from 1.1 to 1.6 times the efficiency with the $(\pi\mu e)$ absorber. Thus, the error in $R_d$ from the electron background subtraction was always $\leq 1\%$ and was neglected. In estimating the error arising from the background subtraction, we will now ascribe the rate $(\mu e)$ entirely to muons.

The muon efficiency with the thick absorber varied from 1.0 to 2.0 times the efficiency with the $(\pi\mu e)$ absorber, where the range includes rather large statistical errors in the determination of the efficiency changes. The worst change, by a factor 2.0, refers to the lowest momentum, where the subtraction is largest. The $\pi\mu$ decay kinematics and the geometry of the experiment are such that muons entering the spectrometer mainly come from decays of pions moving toward the spectrometer. From the range of pion energies involved, and the energy dependence of $R$, we conservatively estimate the relationship between $-\pi^-/\pi^+$ ratios for pions and muons to be $(\mu^-/\mu^+) = (1.0 \pm 0.2)(\pi^-/\pi^+)$. This leads, for the worst muon efficiency change, to the value $\epsilon_{se} = 0.1 \times \langle\mu e\rangle/(\pi\mu e)$, which is listed in Table I. At higher momenta the efficiency changes by less than a factor of 2, and this becomes an overestimate. However, the subtraction is then so small that the error estimated in this way is completely negligible. Even in the worst cases, $\epsilon_{se}$ does not significantly change the statistical error, and doubling $\epsilon_{se}$ would hardly affect the results.

The measured ratios $(\mu^-/\pi^-)^+/(\mu e)$ were equal to $(\pi^-/\mu^-)^+/(\pi\mu e)^+$, within statistical uncertainties, for every experimental point, which tends to support the arguments above.

Another error in $R_d$ may arise from different losses of $\pi^-$ and $\pi^+$ mesons in the polystyrene absorber. From the results given by Stork, the $\pi^+$ attenuation in the absorber, from nuclear interactions and scattering, is estimated at $\leq 2\%$ for the worst case (highest pion momentum). Since the $\pi^-$ interaction cross section is quite similar to the $\pi^+$ cross section, the error in $R_d$ is estimated to be negligible.

Finally, we assume the $\pi^-$ and $\pi^+$ lifetimes to be equal. For the range of pion momenta involved here, between 70 and 90% of the pions decay along the 6.6 m flight path between target and counters. Thus, a 1% lifetime difference would lead to about a 2% error in $R_d$ for the lowest pion momenta.

---

Threshold Correction

Owing to the neutron-proton mass difference, the threshold for $\pi^-$ photoproduction is 2.6 MeV lower than for $\pi^+$ photoproduction. In order to keep the ratio $R$ free of gross effects at low energies, we should compare the reactions at identical pion kinetic energies. The technique used here does in fact do this. However, at a given pion kinetic energy the gamma-ray is 2.6 MeV lower for $\pi^-$ photoproduction. For the gamma-ray spectrum of this experiment, this results in 1.7% higher photon intensity per incident electron for $\pi^-$ production at 180-MeV photon energy. The correction $\delta_\pi$, shown in Table I, has been applied to $R_d$ to correct for this effect. The uncertainty in $\delta_\pi$ is negligible. Kharlamov et al. have discussed this correction in some detail and applied it to some previous measurements of $R_d$.

Coulomb Corrections

The major obstacle in accurately determining $R$ from $R_d$ is the asymmetry in the Coulomb interactions for the final states $\pi^+n+n$ and $\pi^-p+p$. By charge symmetry, the purely nuclear effects are expected to be identical. Baldin has made a detailed calculation of both Coulomb and nuclear effects for the reaction $\gamma + D \rightarrow \pi^- + p + p$, with the aim of extracting the free neutron cross section from data for the deuterium reaction with all three final particles observed. Here, where only the pion is detected, we require an average of the Baldin Coulomb corrections. In order to estimate this average we have adopted an extreme impulse approximation, in which the final state consists of one proton (the "skeeter") at rest in the laboratory, plus a recoil proton and $\pi^-$ meson with two-body production kinematics. Following Baldin, we consider separately the $p-p$ Coulomb effect and the $\pi^-(pp)$ Coulomb effect. $R$ will be given by

$$ R = R_d(1 + \delta_\pi)(1 + \delta_\phi), \quad (2) $$

where $\delta_\pi$ and $\delta_\phi$ refer to the two Coulomb corrections.

The Baldin calculation for the final-state kinematics assumed above, gives

$$ (1 + \delta_\pi)^{-1} \approx \left[ \frac{2\pi\eta}{\exp(2\pi\eta)} - 1 \right] \times \left[ 1 - 2\eta \tan^{-1}(P/\alpha_d) \right], \quad (3) $$

where $\eta = \alpha/\beta$, with $\alpha$ the fine structure constant and $\beta$ equal to $1/c$ times the recoil proton velocity; $P$ is the momentum of the recoil proton; and $\alpha_d$ is the deuterium wave function radial parameter, taken equal to 0.31 $m_c/e$. Equation (3) is an approximation, based on neglecting the $p-p$ nuclear final-state interaction in calculating the Coulomb effect. This should introduce a small error for the range of proton momenta of interest here, and greatly simplifies the formula. Values calculated from Eq. (3) are consistent with those given by Baldin for the proton kinematics of our model. The values of $\delta_\phi$ for the experimental points are listed in Table I, while Fig. 2 shows the variation of $\delta_\phi$ with angle and energy.

The formula for $\delta_\pi$ given by Baldin, for the kinematics defined by our model, is

$$ \delta_\pi = -\frac{2\pi\alpha}{|q|} \times \left| \frac{M}{m_c} - P/2 |M/m_c| \right|, \quad (4) $$

where $q$ is the pion momentum, $P$ is the recoil proton momentum, and $M$ is the proton mass. However, as Baldin has pointed out, this expression is valid only when the wavelength of the meson in the diproton system is large compared with the size of the system, i.e., $|q - P/2(M/m_c)| \ll \alpha_d$. In fact, for this experiment $|q - P/2(M/m_c)|$ is always greater than $\alpha_d$, and Eq. (4) overestimates the correction. The dashed curves of Fig. 2 show $\delta_\pi$ as computed from Eq. (4). (A correction of 15% corresponds to $|q - P/2(M/m_c)| = \alpha_d$.)

In order to make a more realistic estimate for $\delta_\pi$, we have been guided by the form of Eq. (3). For $\eta$ small this equation may be written

$$ \delta_\pi \approx \frac{\pi\eta}{1 - 2/\pi \tan^{-1}(P/\alpha_d)}. \quad (5) $$

If $P \ll \alpha_d$, then $\delta_\pi \approx \pi\eta$, which is analogous to the Coulomb correction in beta decay and to Eq. (4). The factor in square brackets reduces this correction for $P/\alpha_d \approx 1$, thus taking account of the finite size of the

\[\text{Fig. 2. The Coulomb corrections, calculated from Eqs. (3), (4), and (6).}\]
system. We have modified Eq. (4) so that it resembles Eq. (5).

$$\delta_r = \frac{2\pi \alpha}{|q/m_e - P/2Mc|} \times \left[ 1 - \frac{2}{\pi} \tan^{-1} \left( \frac{|q - P/2(M/m_e)|}{\alpha_d} \right) \right]. \tag{6}$$

While we hardly believe that this equation would result from a really correct treatment of the problem, we believe it to be closer to the truth than either assuming the correction to be negligibly small or taking Eq. (4) at face value. Values of $\delta_r$, calculated from Eq. (6), are given in Table I, and Fig. 2 shows how this correction depends on angle and energy.

The final values of $R$ are listed in the last column of Table I, with purely statistical errors. The only other significant uncertainties arise from the Coulomb corrections and affect $R$ systematically. We estimate the uncertainty in $\delta_r$ to be about $\frac{1}{2}$ the correction, while $\delta_r$ is estimated to be correct to within a factor of 2. The uncertainty in $\delta_r$ significantly affects the data only at forward angles, while the uncertainty in $\delta_r$ leads mainly to an angle-independent systematic error which varies with gamma-ray energy.

**DISCUSSION**

The data for $R$, corrected for Coulomb effects and the threshold difference, are shown in Fig. 3. Results of other experiments$^{13-17}$ in this energy region have also been included to supplement our results and to show the consistency between various experiments. The Coulomb corrections have been computed for the other experiments as for this one. The same values of $\delta_r$ have also been applied, since they are closely correct for all the experiments. The data of Beneventano et al.$^{15}$ at 190, 200, and 210 MeV have been averaged and shown at 200 MeV. The Glasgow results$^{7,14,17}$ have in one case been combined, and refer to energies slightly different from those chosen here. The only major inconsistency appears to be between this experiment and others for $\theta > 140^\circ$ at 200 MeV.

The dashed curves of Fig. 3 are calculated from the one dimensional dispersion relations of McKinley.$^{18,19}$ His formulation avoids a number of approximations used previously, and he has taken the scattering phase shifts from new empirical fits to the experimental data. The calculated curves utilize his phase-shift set "Y."

The $\pi-\pi$ interaction contributes to the isoscalar amplitude through the diagram shown in Fig. 4. Dispersion relation calculations of its effect have been made,$^{2,3}$ as well as calculations in the "bipion" approximation.$^{4,4}$

---

19 F. F. Liu (private communication). The curves shown here are from Liu's evaluations of McKinley formulas.
In the latter case the two pions exchanged with the nucleon are assumed to be a single particle with \( I = J = 1 \) (\( \rho \) meson), and a perturbation theory calculation is made. In either case results similar in form are obtained and the contribution to the isoscalar amplitude is proportional to \( \Lambda e_f \), where \( e_f = 1/137 \), \( \sigma = 0.08 \), and \( \Lambda \) has a value which depends on the unknown strength of the \( \gamma - 3\pi \) coupling.

The calculations from the McKinley theory include the "bipion" amplitude as given by De Tollis, Ferrari, and Munczek\(^4\) with the square of the bipion mass, \( t_\pi \), taken as 22.4 \( m_{\pi}^2 \). At each energy in Fig. 3, the upper dashed curve is for \( \Lambda = -0.5 \), the middle curve for \( \Lambda = 0 \) and the lower one for \( \Lambda = +0.5 \).

Warburton and Gourdin\(^5\) have pointed out that the sensitivity of \( R \) to small changes in the isoscalar amplitude makes it necessary to consider contributions to this amplitude which have generally been neglected. They have investigated the effect of the \( I = J = \frac{1}{2} \) pion-nucleon interaction and determined the correction to \( R \) at 90° c.m. To a good approximation, the correction is independent of angle, and the solid curves of Fig. 3 show the McKinley theory corrected according to the results of Warburton and Gourdin. The correction consists of one contribution independent of the \( \rho \)-meson diagram, plus a \( \Lambda \)-dependent contribution. The first part of the correction is shown by the shift in the curves for \( \Lambda = 0 \), while the second part is closely equal to \(-0.15 \Lambda \) for the energies of interest here.

Figure 3 shows an energy-dependent discrepancy between theory and experiment which is somewhat outside the estimated errors from the Coulomb corrections. \( A \) priori, we prefer the theory including the corrections of Warburton and Gourdin and the over-all fit appears slightly better in this case. The best fit with the corrected theory, averaged over the three energies, is for \( \Lambda = 0.1 \). Including the uncertainty introduced by the Coulomb corrections, and assuming the theory to be not too much in error, the final result is

\[ \Lambda = +0.1 \pm 0.3. \]

The error estimate is dominated by the theoretical uncertainties, and can hardly be justified in detail.

A variety of previous estimates of \( \Lambda \) have been made, all for \( t_\pi = 22.4 \ m_{\pi}^2 \), except where otherwise noted: \( \Lambda \sim +0.6 \), from \( \pi^0 \) photoproduction\(^3\); \(-0.6 \leq \Lambda \leq 0.0 \) from \( \pi^0 \) and \( \pi^\pm \) photoproduction\(^1\); \( \Lambda \sim +1 \) (\( \mu = 16 \ m_{\pi}^2 \))^4 and \( \Lambda \approx +0.2 \)\(^n\) from the energy dependence of \( R \) at 90° c.m.; \( \Lambda = -1.2 \pm 0.4 \)\(^i\); and \( \Lambda = 0.7 \pm 0.7 \)\(^n\) from \( \pi^\pm \) photoproduction. The present determination appears to be more accurate and freer from theoretical uncertainties than previous ones. In particular, when evaluating \( \Lambda \) from \( \pi^\pm \) or \( \pi^0 \) photoproduction, the uncertainties in the isovector amplitudes introduce much more serious problems than here.

The only previous estimate of \( \Lambda \) which is inconsistent with ours is that of Robinson et al.\(^9\) This disagreement has been discussed previously in a brief report of this experiment.\(^9\) They have found \( \Lambda = -1.2 \pm 0.4 \) by comparing the McKinley theory (without the correction of Warburton and Gourdin) with \( \pi^\pm \) photoproduction, mainly at backward angles at photon energies of 220 to 250 MeV. From the dashed curves of Fig. 3, it is apparent that a comparison of \( R \) with this theory leads to a quite different estimate of \( \Lambda \). We believe that the most plausible explanation of the discrepancy is that there is a sizeable error in the theoretical evaluation of the isovector amplitude.
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