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In this perspective we highlight developments and concepts in the field of 4D electron imaging. With spatial and temporal resolutions reaching the picometer and femtosecond, respectively, the field is now embracing ultrafast electron diffraction, crystallography and microscopy. Here, we overview the principles involved in the direct visualization of structural dynamics with applications in chemistry, materials science and biology. The examples include the studies of complex isolated chemical reactions, phase transitions and cellular structures. We conclude with an outlook on the potential of the approach and with some questions that may define new frontiers of research.

1. Introduction

In the 1980s, the field of femtochemistry was developed to observe in real time the transformations of reactants into products during the course of chemical reactions.1 For elementary reactions2 it was possible, by transition-state probing, to follow reaction trajectories on the femtosecond time scale of the motion. Experimentally, because the wavelength of the probe (optical) beam exceeds the atomic separations, structural changes were inferred for complex systems. Electron imaging provides the means for structure determination and during the transformation. Over the past years in this laboratory, the development of 4D electron imaging3 has evolved into a field of study, which is now embracing ultrafast electron diffraction (UED), crystallography (UEC), and microscopy (UEM), and opening the door for applications in chemistry, materials science, and biology.4 With the added dimension of time, and with the ever-increasing spatial and temporal resolution (currently, pm and fs, respectively), our focus is on direct visualization of structural dynamics in the four dimensions of space and time. Methods based on X-ray absorption and diffraction are not the subject of this perspective.5 Here, we glimpse into history, outline key concepts, and give an overview which constitutes the basis of UED, UEC, and UEM, with examples for applications in the study of complex isolated chemical reactions and interfaces, phase transitions of materials, and macromolecular and cellular structures.

Studies with electrons have their origin in J. J. Thomson’s 1897 discovery of the corpuscle and L. de Broglie’s postulate of the electron’s wave nature in 1924. As particles with pm wavelength, electrons can diffract with atomic-scale resolution and they can be focused in a microscope. The power of electron diffraction and electron microscopy is manifested in the myriad of applications in different phases: molecular structure determination of gases by L. Pauling and others (thousands of structures), structural characterization of surfaces and materials by low-energy electron diffraction (LEED) and reflection high-energy electron diffraction (RHEED), and determination of 3D macromolecular structures (including membrane proteins). Though electron diffraction by thin liquid films was first explored by L. R. Maxwell as early as 1933, it was not until 1974 that suitable diffraction patterns of liquid water were obtained.6 Since electrons strongly interact with air, electron scattering measurements are usually performed in vacuum, unless environmental techniques, including cryomicroscopy in amorphous ice, are introduced. It is because of this strong interaction with matter that ultrashort electron pulses are capable of revealing transient structures of gases, surfaces, and (thin) crystals.
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2. Basic principles of 4D imaging

As with stop-motion photography and flash stroboscopy, in 4D imaging the molecular motion has to be resolved into frames using a sequence of flashes, in our case the probing electron pulses. (An educational exhibit that highlights the principle, and that is now on display at the Nobel Museum in Stockholm, has been described in detail elsewhere.) However, 4D electron imaging demands the marriage of ultrafast probing techniques with those of conventional microscopy and diffraction, as well as the development of concepts describing the simultaneous temporal and spatial resolutions of atomic scale. Of relevance here is the “uncertainty relationship” between time and energy and the apparent “uncertainty” that may limit the spatial resolution. Since the first reports from this laboratory, the technical and theoretical machinery had to be further developed, and currently at Caltech there are five table-top instruments for studies of gases, condensed matter and biological systems. Examples of the experimental setups for UED, UEC and UEM are displayed in Fig. 1.

The conceptual framework of the approach is as follows. Upon the initiation of the structural change by either heating of the sample, or through electronic excitation induced by ultrashort laser pulses, a series of electron pulses is used to probe the specimen with a well-defined time delay. An electron diffraction pattern or a microscopy image is then obtained. A series of images recorded at a number of delay times provides a direct insight into the temporal evolution of the structure. Isolated reactions are studied by using collisionless molecular beams (UED), while crystals and surfaces are examined either in the reflection or transmission mode (UEC). For microscopy, the electron beam typically penetrates a nm-scale sample (UEM); see Fig. 1.

The leap forward in diffraction studies came from the integration of new 2D digital processing with CCD cameras, the generation of ultrashort electron packets using the photoelectric effect but with fs laser pulses and high extraction fields, and the in situ pulse sequencing and clocking—all of which gave unprecedented levels of sensitivity and spatiotemporal resolution to perform real experiments for determining structural dynamics, especially in molecular beams with no long-range order. One of the most critical advances was the development of the frame-reference method. When properly timed frame referencing is made, before and during the change, the evolving transient structures can be determined, as shown below.

For real-space imaging—microscopy—the strict requirement for proper focusing adds a real challenge. In order to reach the fs, and possibly the as range, a new way of thinking was required. The paradigm shift was the realization that imaging can be achieved using timed and coherent single-electron packets, which are free of space-charge effects. Images develop in about the same time as that of an N-electron pulse, but now the time resolution is under control. Increasing the number of electrons in the pulse can, in principle, result in a single-pulse imaging, especially suited for irreversible processes that result in permanent damage. There is another dimension to UEM, namely the in situ observation of nano-scale physical and mechanical phenomena and biological imaging with ultrashort electron pulses, as discussed below.

![Fig. 1](image-url) 4D imaging apparaata for ultrafast electron diffraction (UED), crystallography (UEC) and microscopy (UEM). Note the single-electron trajectory schematized in UEM. Inset: Streaking pattern for pulses of about 10000 electrons in UEC.
At 200 kV, the de Broglie wavelength of our newly-designed UEM microscope (Fig. 2)\textsuperscript{12} is 2.5 pm. Unlike photons (bosons), electrons (fermions) can singly occupy a certain volume of space which defines the spatial resolution in imaging. Given the speed of electrons and their dispersion and the divergence angle, it was shown that single-electron imaging can be achieved coherently in a volume of ~10\textsuperscript{7} nm\textsuperscript{3}, with atomic-scale resolution. This is an important point for studies of dynamics. Finally, a note regarding structural dynamics in crystals is appropriate here. The intensity \( I \) of a Bragg spot \( (hkl) \), which is proportional to the square of the structure factor

\[
F(hkl) = \sum_j f_j \exp[-2\pi i (hkl) \cdot (xyz)],
\]  

(1)

where \( f_j \) is the atomic scattering factor, is determined by the position \( (xyz) \) of the atom \( j \) within the unit cell. Thus, intensity changes of Bragg spots are associated with motions of atoms within the unit cell, and these changes can be determined by the structure factor monitored in the intensity of scattered electrons for a given direction and zone axis. Such selectivity permits the establishment of the pathway for structural change, as indicated below.

3. Applications

3.1 Chemical reactions

With a properly-chosen frame referencing, \textit{i.e.}, with an adequate selection of the two points in time which correspond to the two different states of the system under study, typically before \( (t < 0) \) and after \( (t > 0) \) the arrival of the exciting laser pulse, the spatiotemporal evolution of transient structures has now been extensively explored for different chemical processes.\textsuperscript{3} A classic example is the transient behavior observed upon consecutive elimination of iodine from 1,2-diodotetrafluoroethane (C\textsubscript{2}F\textsubscript{4}I\textsubscript{2}) to form tetrafluoroethylene (C\textsubscript{2}F\textsubscript{4}) on the ultrafast time scale,\textsuperscript{13} and the determination of the structure of the ps-lived C\textsubscript{2}F\textsubscript{4}I intermediate (Fig. 3).

In order to resolve structural changes during the course of the elimination reaction, the diffraction pattern of the anti–gauche conformation mixture characteristic of the ground state of C\textsubscript{2}F\textsubscript{4}I\textsubscript{2} at \( t = -95 \) ps (Fig. 3) was referenced by those obtained for a variety of time points corresponding to \( t > 0 \), and the resulting \textit{diffraction differences} were analyzed. The significance of this referencing is evident in the results of Fig. 4; a reference at positive time shows the absence of I–I nonbonded distance, as the first C–I bond breaks on the sub-ps time scale. The results of least-square structure refinements supported the nonconcerted nature of the reaction: the first step (C\textsubscript{2}F\textsubscript{4}I\textsubscript{2} \rightarrow C\textsubscript{2}F\textsubscript{4}I + I) is essentially complete within 5 ps (see evolution in Fig. 4), whereas the second step (C\textsubscript{2}F\textsubscript{4}I \rightarrow C\textsubscript{2}F\textsubscript{4} + I) takes place with a time constant of 26 ± 7 ps. The structure of the intermediate was determined using the difference curves. The first step is dissociative and occurs in ~200 fs.\textsuperscript{14}

Knowing the time scales involved, two structures were considered for C\textsubscript{2}F\textsubscript{4}I: a \textit{classical} structure, in which the primary halide (I) resides predominantly on one –CF\textsubscript{2} moiety, and a \textit{bridged} structure, in which the primary halide is shared equally between the two –CF\textsubscript{2} moieties (Fig. 3). To explore

---

\textbf{Fig. 2} Second-generation UEM apparatus (UEM-2) which is equipped with scanning and EELS capabilities (right). Microscopy images showing molecular planes in real space and boron image map, diffraction patterns (atomic resolution) and electron energy loss spectra (EELS), all taken with Caltech’s 200 keV UEM (left).
Fig. 3 Structural dynamics of the elimination reaction of C$_2$F$_4$I$_2$, with the reactant, intermediate and product structures determined under collisionless condition (top). UED patterns of the anti–gauche conformation mixture characteristic of the reactant as obtained for the ground state. Internuclear distances for the anti (black) and gauche (green) isomers are indicated by vertical bars at the bottom of the panel (lower left). The structure of the intermediate is determined to be classical (lower center), not bridged (lower right), as evidenced by the agreement between diffraction theory and experiment; the discrepancy between theory and experiment is indicated in yellow.

Fig. 4 Frame-referencing methodology applied to the determination of structures in the elimination reaction of C$_2$F$_4$I$_2$. Temporal changes in diffraction with respect to the two different reference points, before (left) and after (right) the arrival of the exciting laser pulse, are shown. Note the absence of the I–I peak in the right panel.
detailed structural features of the radical, the diffraction difference curves were averaged and fit separately with either the bridged radical structure or the classical anti and gauche radical structures obtained using ab initio calculations.\textsuperscript{15} Theoretical curves for the classical structures provide an excellent fit to the experimental data, whereas the fit to the bridged structure is very poor (Fig. 3), thereby elucidating the nature of the intermediate: the structure of the C\textsubscript{2}F\textsubscript{4}I radical is classical.

The evolution of the reaction reflects changes in bond distances and angles. The C–I and C–C distances of the intermediate [2.153(13) and 1.48(5) Å] are, respectively, longer and shorter, than those of the reactant [2.136(7) and 1.534(13) Å]. These results elucidate the increased C–C and decreased C–I bond order resulting from the formation of the transient C\textsubscript{2}F\textsubscript{4}I structure. Moreover, the C–C–F\textsubscript{0} and F\textsubscript{0}–C–F\textsubscript{0} angles (Fig. 3) become larger than the corresponding angles of the reactant (by \sim 9 and \sim 12\textdegree, respectively), suggesting that the intermediate relaxes following the loss of the first I atom. The structures and dynamics reported for this reaction are vital in describing the retention of stereochemistry in this class of reactions, and this is the first example of resolving such complex structures during the transition to final products. One important conclusion is that the retention of stereochemistry is dynamical in origin (not electronic) in that the bonds break before rotation scrambles the orientation.

### 3.2 Molecular interfaces

The example discussed here for molecular assemblies is that of probing, using UEC, nm-scale layers of water on substrates, following an ultrafast laser-induced temperature jump. An insight into both the structure and dynamics of interfacial probing, using UEC, nm-scale layers of water on substrates, and we studied such dependence at short and long times to elucidate the nonequilibrium transition from local atomic motions to shear at sound wave (and carrier) velocity.

The 3D sampling of diffraction and long-range order studied allow for the separation of different nuclear motions, which are mirrored in the temporal change of the structure factor for various Miller indices. For two different kinds of investigated Bragg spots (hk\textsl{l}), characterized by \(h \neq 0\) and \(h = 0\), two different types of dynamics were observed: a fs process (307 fs) and another process with a time constant 9.2 ps. This distinct behavior in dynamics indicates stepwise atomic motions along different directions. Because an atomic movement along a certain direction can only affect such Bragg spots that have nonzero contributions in the corresponding Miller indices (eqn (1)), it was concluded that the initial fs motion is along the a-axis (Fig. 6), which is the direction of the V–V bond in the monoclinic structure. From a chemical perspective, the excitation is to an antibonding state, which instantly results in a repulsive force on the atoms, and they separate along the bond direction. In sequence and on a slower time scale, the unit cell transforms toward the configuration of the rutile phase.\textsuperscript{22} On the ns time scale, the system reaches equilibration nearly at sound wave shear motion. These observations of stepwise atomic motions indicate that the phase transition proceeds by a nondirect pathway on the multidimensional potential energy surface and not by a direct structural conversion, thus defining a transition-state intermediate for the metal-to-insulator transition.
Fig. 5  Structural dynamics of interfacial water at the hydrophilic interface. The chlorine termination on a Si(111) substrate forms a hydrophilic layer that orients the water bilayer. The ordered stacking persists for three to four bilayers (∼1 nm) before disorientation takes place and results in crystallite islands, forming the layered structure. Note the coexistence of two phases as evidenced by Bragg spots and Debye–Scherrer rings.

Fig. 6  Structural dynamics of the insulator-to-metal transition of vanadium dioxide. Bragg diffractions (upper left) of different directions (n) and zone axes (v), when temporally resolved, indicate that the phase transition between the initial (monoclinic) and the final (tetragonal) structure (upper right) occurs stepwise in the order of fs and ps, as depicted in the two-coordinate energy landscape (center right). The full temporal behavior is illustrated at the bottom. Real-space (microscopy) image as obtained using UEM-1 is shown to indicate the nm scale of crystallites (upper center).
The second example for nonequilibrium structural phase transitions is that of superconducting cuprates. The specific material studied is oxygen-doped La$_2$CuO$_{4+d}$ (LCO); the undoped material is an antiferromagnetic Mott insulator, whereas doping confers superconductivity below 32 K and metallic properties at room temperature. From the observed Bragg spots, the following unit-cell parameters were obtained using the patterns for different zone axes: $a = b = 3.8(1)$ Å, $c = 13.1(1)$ Å. Structural dynamics were then obtained by recording the diffraction frames at different times, before and after the arrival of the optical excitation pulse. What was expected, as observed in previous UEC studies in this laboratory, is that the peak shifts continuously and the intensity decreases with time. Instead, all curves obtained at different times cross at a single value of $s$-coordinate which parametrizes the momentum-transfer space. This intensity sharing with a common crossing point, a structural isosbestic point, indicates a transition from the initial phase to a new (transient) phase.

The structural interconversion displaying the isosbestic point is illustrated in Fig. 7. The diffraction difference profile, as a function of time, reveals the depletion of initial structure and the accumulation of the transient-phase structure. The population of the initial (transient) phase decays (builds up) with a time constant of 27 ps, but the formed phase restructures on a much longer time scale (307 ps). Because the linear expansion coefficient is $a_l = 1.0 \times 10^{-5}$ K$^{-1}$, the observed 2.5% increase in the lattice constant would correspond to an unphysical 2500 K rise in the lattice temperature at equilibrium. Another striking feature of this structural phase transition is its dependence on the fluence of the initiating pulse. A threshold was observed, above which the lattice constant of the transient-phase structure changes linearly with the fluence (Fig. 7).

The transformation at 1.55 eV is the result of a charge transfer from oxygen (O$^{2-}$) to copper (Cu$^{2+}$) in the $a$–$b$ copper–oxygen planes, as reported in the literature. With the lattice relaxation being involved, the excitation is shared microscopically (exciton type), and finally a transition to a transient phase is made (macroscopic domain). The net charge distribution in the transient phase results in the weakening of interplanar Coulomb attractions, leading to expansion along the $c$-axis. The behavior is nonlinear in that when the number of transformed sites is below a critical value, the macroscopic transition is not sustainable. The crystal domain is greater than 20 nm$^2$ and symmetry breaking is not evident because charge transfer is in a plane perpendicular to the $c$-axis expansion. By consideration of Madelung energy and charge distributions, the linear dependence on fluence and the large values of expansion were accounted for.

The transient-phase structures, which are inaccessible by means of equilibrium methods, are undetectable by optical probes with wavelengths longer than lattice spacings. Moreover, the time scales of optical response and structural changes are very different. For the cuprate studied, the observed phase transition is the result of electronic charge redistribution and lattice collective interactions to form domains. The similarity of the apparent threshold for “photon doping” at $\sim$0.12 photons per copper site and the “chemical doping” at fractional charge of 0.16 per copper site, required for...
superconductivity, may have its origin in the nature of the photoinduced inverse Mott transition. If general, the implications are significant. More recently, we have extended these studies to graphite, and in this case the formation of graphene due to structural distortions was the prime focus.

3.4. Biological structures

It has long been known that quasi-periodicity of assembled molecular layers, as opposed to the random orientations in the bulk, is a key factor of membrane functionality. Because of their resemblance to naturally-occurring biological membranes, Langmuir–Blodgett films often serve as models for studying membrane structures and properties. Perhaps the simplest representative of membrane-type structures is a layered deposition of aliphatic chain molecules on a hydrophilic or hydrophobic substrate. Experimentally, UEC is well suited to study the films because of its high sensitivity and low damage at low electron flux. Recently, we studied the structural dynamics of monolayer, bilayer and multilayer adsorbates of crystalline fatty acids and phospholipids on silicon, hydrogen-terminated (hydrophobic) and oxide-terminated (hydrophilic) substrates. In these studies, spatially-aligned aliphatic chains were immobilized in parallel layers on the substrates, and the structural change was initiated by fs near-infrared laser pulses. The combined unit-cell structures and dynamics following the temperature jump in the substrates provide insights into the nature of atomic motions and energy transfer from the substrate to the (multi)layered membrane-like adsorbates.

From these studies of the nonequilibrium structural dynamics of fatty acids (Fig. 8) and phospholipids, the following picture has emerged. Because the aliphatic chains have no resonance absorption at the wavelength of the heating laser pulses, the energy is absorbed exclusively by the substrate. Within a few ps, the energy is transferred into the substrate lattice motions, which results in an expansion of the lattice. On this time scale, the energy flows along the aliphatic chains through vibrational motions. The net effect is elongation of the CH₂–CH₂–CH₂ subunits, which is determined by the impulsive force (or local temperature) of the substrate. Unlike the thermally-equilibrated expansion given solely by the thermal expansion coefficient, the nonequilibrium expansion depends on the actual distribution of excitation energy in the chains and, consequently, on the chain length and overall film thickness. In the UEC experiments, both the observed net amplitude for the change and its temporal evolution were found to be that of a nonequilibrium wave-type disturbance propagation at ultrashort times and subsequent thermal equilibration at much longer times. The key observation made was the extension of the CH₂–CH₂–CH₂ subunits by a significantly large percentage, when compared with the thermal value, indicating a coherent (ballistic) buildup of amplitudes at near the speed of sound propagation.

The transport of heat at early times induces a transient disorder, which causes the intensity of the pertinent diffraction feature to decrease during the first 15 ps. This result is expected in a Debye–Waller picture, as the degree of inhomogeneity along the chains increases with temperature. However, with time, the adsorbate enters a more ordered state, which manifests itself in an increased diffraction intensity even above the
initial value. This effect reflects the presence of an energy barrier, and that through alignment of the aliphatic chains by rotation and other motions, and possibly through transient annealing of the film, the ordered phase is dynamically possible. The enhanced structural ordering may be common, even in self-assembly, but it can only be observed in the non-equilibrium state at short times. It may also be significant to dynamic assembly and collective motions (which occur at short times) in bilayers and possibly membranes. A comprehensive theoretical account of the energy redistribution in both substrate and adsorbate at pertinent time scales has been reported, and future work will consider the role of hydration. Self-assembled systems exhibit more diffuse scattering, but at shorter times some order was revealed.

For biological cell structures, the angstrom-scale spatial resolution characteristic of its state-of-the-art apparatus renders electron microscopy arguably the most powerful tool for imaging. Our UEM, besides its dynamics capability, has the potential for providing higher image resolution and (possibly) less damage. As the first step towards implementation of the new technique, a cell of a baby-rat intestine was imaged using our first-generation electron microscope (UEM-1) operating in UEM (Fig. 9) and TEM modes. Though it still remains to be seen to which extent UEM is less destructive as compared to TEM (notably, the overall electron dosage received by the sample should be pretty much the same in both cases), biological UEM promises unique applications, given the temporal resolution and spatial sensitivity achieved.

3.5 Mechanical and melting phenomena

As mentioned above, there is another dimension to UEM, namely the study of in situ structural transformations and melting which may occur on long time scales. A recent study of such transitions in quasi-1D semiconductor copper-7,7,8,8-tetracyanoquinodimethane (Cu-TCNQ), carried out using UEM-1, led to the discovery of a mechanical nanoscale molecular phenomenon, a switchable channel or gate (Fig. 10). The control of the gate was made using the excitation shock induced in the sample by near infrared laser pulses. Remarkably, the switching, after a shock, is not only reversible with the pulses being on or off, but also returns the material in space to the original structure. The functional behavior is robust in the relatively low-fluence regime. At significantly higher fluences, we observed, in the microscope, the internal dilation and the reduction of the copper ions to form islands of neutral copper metal structures.

The mechanism as obtained from the microscopic diffraction patterns and macroscopic images involves a nonthermal electron transfer processes. In single crystals of Cu-TCNQ charge-transfer complex, Cu\(^+\) and TCNQ\(^-\) form discrete columnar stacks in a face-to-face configuration with strong overlap in the \(\pi\)-system. Further, the copper atoms are bound in a four-coordinate highly distorted tetrahedral geometry to the nitrogen atoms on the cyano groups of the TCNQ. The strong through-space interactions between the \(\pi\)-electrons result in the quasi-1D structure of the material in the solid state. As seen in the crystal structure in Fig. 10, the \(a\)-axis is unique for stacking. The large anisotropy of gating reflects the unique changes along the stacking axis [100] and not perpendicular to it. The modulation (i.e., closing and opening) of the channel is a modulation of the \(\pi\)-electron interactions of the stacked TCNQ molecules as a result of the charge transfer from TCNQ\(^-\) to Cu\(^+\). This same reduction process is responsible for the formation of metallic copper islands at higher fluences.

![UEM of a Rat Cell](image-url)
4. Theoretical

Central to the approaches discussed here is the generation and propagation of ultrafast coherent electron packets in space and time. Although the spatial resolution can reach the atomic scale, imaging must take into consideration the coherence volume of a single electron and the nature of the contrast function in the pulsed mode. The temporal resolution is typically limited by the probing-pulse width and by the difference in group velocities of electrons and the light used to initiate the dynamical change. With “tilted” optical pulses we can now reach limits of time resolution down to regimes of fs and, possibly, as.10,21,32 The ever-ongoing theoretical research in the areas of laser and electron optics is expected to provide a solid ground for further experimental developments in our laboratory.

Due to the complex nature of the transitional phenomena under study, experiment and theory often have to go hand in hand in unraveling details of the microscopic forces involved. For structural determination, the initial “guess” structure is usually obtained from theory. In the UED of isotropic gases, a 3D molecular structure is projected onto a 1D momentum transfer space as a superposition of damped oscillations, each of which represents a particular internuclear separation $r_{ij}$. A molecular model based on some estimated structure parameters and vibrational correction terms has to be constructed and further refined using a least-squares fitting procedure until a reasonable agreement between the experimental and calculated scattering intensities is achieved. Both molecular structure parameters and vibrational corrections are typically obtained from quantum chemical calculations. A Fourier transform can then be used to obtain a radial distribution function, $f(r)$, which provides a snapshot of the density distribution of internuclear distances throughout the molecule at a particular point in time.33 However, it is always important to examine parent scattering intensities for self-consistency. Based on developments in genetic algorithm techniques for structure solution from powder-diffraction data,34 it was recently demonstrated that molecular structures and conformations can be determined from UED using a genetic algorithm.35

Of special interest to us is the study of biological structural changes free of the effects of solvent. Theory is a guiding force when considering the myriad of structural configurations and the unique features of diffraction. The UED methodology suffices to observe helix-to-coil structural transitions in proteins, which in solution occur on the ns time scale. However, for a protein, the problem is nontrivial as the detailed information regarding individual bond distances, valence angles, and conformations may not be readily available from the electron-scattering data. For example, in order to investigate the unfolding of a helix-rich protein upon a rapid temperature jump, we must take into account all possible final conformations. This complexity may, naively, suggest the masking of any significant change in diffraction. However, an accurate theoretical mapping of helix-to-coil transitions in a large molecular ensemble indicates that the problem of tracking down the disruption of the helical ordering in space and time is tractable. Due to the unique “spatial resonance” associated with the secondary structure in the protein, the ensemble-

![UEM images of channel gating in the already shocked single crystal of Cu-TCNQ in the absence (“off”) and in the presence (“on”) of pulsed-laser irradiation (top), and a plot showing the results of a sequence of “on” and “off” cycles. The channel width $W$ varied from 0 (pulsed-laser irradiation) to 140 ± 5 nm (no pulsed-laser irradiation) over a series of 50 frames. The bar in the inset is to illustrate the modulation in a memory recording (lower right). Crystal structure of Cu-TCNQ is shown in the lower left panel.](image-url)
averaged radial distribution function, \( \langle r \rangle \), provides an experimental criterion with which to evaluate the residual helicity in a molecular ensemble at each particular point in time (Fig. 11).\(^{36}\)

Vectorial properties associated with molecular structure and rotational dynamics add a new dimension to UED, arising through the imposition of spatial order on otherwise randomly oriented ensembles (Fig. 11). In a recent series of publications,\(^{37}\) which generalized the previous results,\(^{38}\) the anisotropic scattering was found to be distinct from that of isotropic patterns. We reexamined their time-dependent manifestations in UED, and worked out a theoretical treatment to include arbitrary polarization directions and laser-induced sample distributions. To achieve this result, the molecular scattering intensity was given as an expansion in terms of the moments of the transition-dipole distribution created by the linearly-polarized excitation laser pulse. The isotropic scalar contribution thus obtained depends only on population dynamics and scalar internuclear separations, whereas higher moments reflect bond angles and evolve in time due to rotational motion of the molecules. By an analytic separation of the angular and isotropic signals, the properties of both information subsets are made accessible to analysis.\(^{37}\)

Compared to thermally-equilibrated molecular ensembles characterized by Boltzmann probability density distributions, nonequilibrium molecular ensembles represent a real challenge to both experiment and theory. The non-Boltzmann molecular ensembles are typically dominated by far-from-equilibrium structures accumulating in the vicinity of classical turning points of a potential well. Depending on the energy of the pumping radiation, the ensemble-averaged structures may either approach the equilibrium structure, or may significantly deviate from it. Because the overall probability density distribution across the ensemble is given by a population-weighted average of probability densities characteristic of individual states of the system, ensemble-averaged deviations from equilibrium structures may strongly depend on the actual monochromaticity profile, \( \delta E \), of the exciting radiation. In a recent review we outlined, for a \( \delta E \) of a Gaussian distribution function, how non-Boltzmann probability-density distributions can be calculated for strongly-anharmonic vibrations in homonuclear diatomics, and how the resulting nonequilibrium features manifest themselves in UED patterns.\(^{33}\) Similar equations can also be solved for an arbitrary bonding potential and for a rotational Hamiltonian characterized by a number of intramolecular torsions. In this regard, Monte Carlo methods have been invoked to determine conformational dynamics for large systems.\(^{39}\)

For crystals and interfaces, it is important to identify the nature of microscopic forces. Theoretical models are significant
Fig. 12 A brief history of developments in 3D and 4D imaging, microscopy and diffraction, displaying milestones, since the discovery of the electron (corpuscle) in 1897, for reaching the atomic-scale spatial (3D) and spatiotemporal (4D) resolutions. With these advances, fields of study have opened up in a variety of disciplines, and elsewhere the contributions by colleagues in these developments have been summarized.

Fig. 13 The research family. Major contributors in imaging research are listed in chronological order defined by the year when the account of their pertinent research first appeared in press. The contributors are listed alphabetically within a year (see Acknowledgements).
in this regard. Recently, a systematic theoretical study of nonequilibrium structural dynamics for a quasi-1D substrate–adsorbate lattice was carried out and compared with experimental results of UEC. Using a lattice model of a chain of atoms, including anharmonic forces (Fig. 8), we investigated influences of the impulsive force on the temporal behavior of Bragg diffraction. The roles of force-constant mismatch, frictional damping and substrate-to-adsorbate coupling were also examined in detail. The results elucidated the importance of coherent wave propagation in the nonequilibrium regime and provided the atomic-scale description of both surface and bulk dynamics. The observed large-amplitude expansion results from a coherent, nonlinear sound-wave effect. This conclusion is fundamentally significant in that the observed lattice expansion deduced from the Bragg spot movement is not necessarily linked to conventional thermal expansions due to a temperature rise.

At longer times, a common feature in the UEM and UEC studies of materials is the spatial diffusion of energy (and carriers) in 2D or 3D, depending on the structure. Given the nature of the experimental impulse used, it is straightforward to model such diffusion processes, and comparison with the experimental results can be made directly. However, when nm-scale crystallites undergo a change, such as a phase transition, one has to consider the time scale of connectivity in the material and the density of carriers involved. Such considerations have theoretically been expressed and account for the general UEM transient behavior. What remains to be addressed is the meaning of phase transitions and recovery on the nm-length scale.

Given the progress made in quantum chemistry methods, both molecular and electronic structures of many compounds can now be pictured in a matter of hours of computation time on a high-end PC. As it is the electron density distribution in real space \( \rho(r) = (x, y, z) \), which determines both the spatial structure and the chemical reactivity of a molecule, calculated frames of \( \rho(r) \) provide a quantitative insight into the dynamics of chemical bonding across the molecular framework. Theoretical atoms-in-molecules (AIM) studies of heteroaromatic compounds recently carried out in this laboratory provided a possible rationalization for the lack, or near-absence, of the nonradiative decay channel characteristic of lutidine, as opposed to pyridine or picoline. A topological comparison of ground-state and lowest-lying excited-state electronic structures of these molecules reveals that bifurcations into radiative and radiationless decay processes may be associated with competing electron excitation mechanisms. Similarly, topological analyses of the total electron densities characteristic of the ground-state and electronically excited-state structures of benzaldehyde were used to account for diffraction differences between the electronic ground state (S\(_0\)), the lowest-lying \( \pi\pi^* \) excited states (S\(_1\), T\(_{1}\)), and the lowest-lying \( \pi\pi^* \) excited state (T\(_{2}\); quinoid) of the molecule. Applicability of AIM analysis to the quantification of the strength of a hydrogen bond was illustrated as well.

With our newly-designed supercomputer cluster which currently features 32 dual-quad-core E5345 Intel Xeon compute nodes, 12 GB RAM/node, 10 TB of disk storage space and a gigabit ethernet interconnection mesh, we are poised to explore ultrafast nonequilibrium dynamics of complex energy landscapes pertinent to physical, chemical or biological processes. Structure interconversions which involve multiple degrees of freedom, such as conformational changes in biological macromolecules, can now be modeled, and the ensemble convergence can be achieved at increasingly longer time scales. An example of such capability comes from our studies of the energy landscape of a protein. An invariant description of the landscape is incomplete because fluctuations in volume, and thus in pressure, are inevitably present on the molecular length scale. To examine the impact of microscopic statistical pressure fluctuations on both the topology and the dissipation characteristics of the landscape, ns MD simulations of hen-egg-white lysozyme were recently carried out in this laboratory.

Another area of focus is that of the experimental and theoretical studies of folding–unfolding dynamics. Even for a small macromolecule, such as a DNA hairpin, the complexity of the energy landscape demands these new tools of computations. Stimulated by recent observations of denatured intermediate states for a 5′-CCCCCTT-X\(_{13}\)-AAGGGG-3′ DNA hairpin at temperatures higher than the melting temperature, as evidenced by absorption/fluorescence-quenching experiments, we performed ensemble-convergent MD simulations on a similar, benchmark 5′-ATCCCTA-X\(_{4}\)-TAGGAT-3′ DNA hairpin. But, concurrently, we developed a simple analytical model of DNA unzipping based on tabulated pairing–stacking thermodynamic parameters and loop entropy. Specifically, the model elucidates the dependence of the unzipping behaviour on the stem sequence and length of the loop. After verifying the assumptions and predictions of the model via MD simulations on the benchmark hairpin, we invoked the stem-sequence and loop-length permutations of the 5′-CCCCCTT-X\(_{13}\)AAGGGG-3′ hairpin to study the entropic and enthalpic factors that determine hairpin stability. For a wide range of such permutations of the hairpin, it was important to determine the temperature range for which the two-state hypothesis breaks down as well as the base-pairing configuration of the intermediate state.

5. Conclusion and outlook

The progress made in electron imaging over a century of development is truly remarkable. From the milestones highlighted in Fig. 12, the origins of the two branches (3D microscopy and diffraction) stem from J. J. Thomson’s discovery of the electron and L. de Broglie’s concept of particle–wave duality, as mentioned above. Up to the beginning of this century, the development was mainly limited to 2D and 3D static structures, but only over the past decade did ultrafast 4D electron imaging in space and time become possible. Elsewhere, more details are given of the historical evolutions and revolutions, and for a highlight perspective the reader is referred to the commentaries and comprehensive review by J. M. Thomas. What is clear from the diverse applications discussed here is that the methodology has the potential for applications in many disciplines of physics, chemistry and biology. Naturally, the study of chemical reactions, interfaces and phase transitions will continue both experimentally and theoretically. And, perhaps, the in situ observations of
phenomena of nm-length scale may constitute a major area of study in materials science, using single-electron and single-pulse UEM. Just as electron microscopy has become a standard tool for static imaging for over fifty years, adding the fourth dimension—within a nanometer-scale, energy-space and Fourier-space capabilities—should have a similar impact on the determination of structural dynamics, including those of biological systems.
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