A simple optoelectronic circuit integrated monolithically in GaAs to implement sigmoidal neuron responses is presented. The circuit integrates a light-emitting diode with one or two transistors and one or two photodetectors. The design considerations for building arrays with densities of up to $10^4$ cm$^{-2}$ are discussed.

1. Introduction

The two components required for the implementation of a neural network are neurons and connections. In an optical implementation the neurons are typically arranged as two-dimensional arrays that are interconnected via the third dimension. The interconnections are realized with holograms or spatial light modulators. We describe neuron arrays fabricated monolithically on gallium arsenide (GaAs) substrates, with each neuron circuit consisting of a light-emitting diode (LED), one or two photodetectors, and one or more transistors. The use of optoelectronic circuits provides the flexibility of implementing complex neuron response functions and of fine tuning the properties of the neurons, as is required by the neural-network algorithm that is being implemented.

LED’s and laser diodes are the two choices for on-chip light sources. Laser diodes have higher quantum efficiency and a more directed beam than LED’s, which means higher light efficiency. Unfortunately, electrical power dissipation is a limiting factor for high-density circuits. The maximum current that can be drawn to drive either an individual LED or a laser diode is

$$I = \frac{P_{\text{max}}}{NV_D},$$

where $V_D$ is the power supply voltage for each neuron, $N$ is the maximum number of elements, $P_{\text{max}}$ is the maximum power dissipation per unit area, and $A$ is the area of the array. The optical power generated by each laser diode is

$$P_{\text{opt,LD}} = \eta_{LD}(I - I_{\text{th}}),$$

where $\eta_{LD}$ is the external efficiency and $I_{\text{th}}$ is the threshold current of the laser diode. Substituting in the expression for the maximum current, we obtain the following expression for the total optical power from the chip:

$$P_{\text{opt,LD}}N = \eta_{LD}\left(\frac{P_{\text{max}}A}{V_D} - I_{\text{th}}N\right).$$

For typical values ($P_{\text{max}} = 1$ W/cm$^2$, $V_D = 2$ V, and $I_{\text{th}} = 500 \mu$A) the total output power reduces to zero when $N = 10^3$ and $A = 1$ cm$^2$. This is clearly the maximum density of neurons we can achieve if we opt for laser diodes. Because of the absence of a threshold current, LED’s can operate with small currents, permitting a density of up to $10^5$/cm$^2$. Therefore the conclusion is that, if one is interested in high-density arrays that operate with relatively slow switching time, then LED’s are preferred.

The other option for the optical output is an optical modulator. The principle advantages of modulators derive from the fact that the light source is off-chip, so that the optical gain can be increased simply by making the source brighter without increasing appreciably the power consumption on the chip. This permits us to build a higher-density array or to obtain a faster switching time. Moreover, the external source makes a spatially coherent array possible, which is a necessary property for most adaptive neural-network architectures. Light sources, such as LED’s or laser diodes, on the other hand, have a high contrast ratio, require small driving voltages, have simpler epitaxial structure, and require fewer
critical fabrication steps. Moreover, with on-chip light sources it is generally much easier to build a system because no external light source, no accompanying beam splitter, and no beam-forming optics are required, nor is it necessary to tune the source wavelength to match the modulators. Therefore, in comparing quantum-well modulators with LED's for building optoelectronic neuron arrays, in principle, modulators outperform LED's in most respects. However, in practical terms, both for building a system and for fabricating a large array, LED's have strong advantages. Therefore LED-based neurons can make it possible in the near future to fabricate large dense neuron arrays for applications such as early vision processing, which do not require holographic adaptation.

2. Design Considerations

The neuron performs two basic tasks. First, it calculates a simple nonlinear function, mapping the input signal it receives on its photodetector(s) to the output LED intensity. The most commonly used nonlinearity is the threshold function or its close relative, the sigmoidal response. Other commonly used nonlinearities are polynomial mappings and bump functions. The neurons we describe perform the nonlinearity with simple transistor circuits that transform the photocurrent from the detector to a current that is drawn through the LED. The circuit shown in Fig. 1 implements a sigmoidal response. The LED is driven by a metal–semiconductor field-effect-transistor (MESFET) whose gate voltage is controlled by an input circuit consisting of a photodetector and a biasing element. The second function performed by the neuron is optical gain. This is necessary because optical interconnections are generally lossy, and therefore the signal level must be restored by the neural planes at each stage in order to make the implementation of multilayer networks possible. In this section we examine general trade-offs between the need to provide gain and the desire to have large dense neuron arrays. In Section 3 we describe specific methods for implementing the threshold function.

A. Interconnection Loss

The interconnection loss is determined by a number of factors, including the type of light source used (coherent versus incoherent), the type of device used as the interconnection medium (e.g., holographic versus nonholographic), and the architecture of the network (e.g., the number of connections per neuron). The LED circuits that we describe produce spatially incoherent illumination. In general, incoherent systems are relatively inefficient because they radiate energy into a large cone angle, and only a portion of the radiated energy is captured by the numerical aperture of the optical system. To determine the dependence of the light efficiency on the number of connections per neuron, \( C \), we write the strength of the optical interconnection between the \( i \)th and \( j \)th neurons, \( \eta_{ij} \), as follows:

\[
\eta_{ij} = \eta_0 H(C)w_{ij},
\]

where \( \eta_0 \) is the optical loss (in intensity) obtained when only two neurons are connected, which includes the numerical aperture loss mentioned above as well as reflections, the insertion loss of spatial light modulators, or the limitation on the diffraction efficiency owing to the holographic medium. \( H(C) \) \([H(1) = 1]\) is a function that contains the dependence on \( C \), and \( 0 \leq w_{ij} \leq 1 \) is the normalized weight of the connection.

The nonholographic interconnection system is shown in Fig. 2(a). Light with intensity \( x_i \) is emitted from the \( i \)th LED and is divided into \( C \) beams that impinge on \( C \) different spatial locations on the inter-
connection medium, one location for each neuron connected to the ith unit. The interconnection strength \( w_{ij} \) is recorded as the intensity transmittance of the medium at each location. The \( j \)th neuron collects light from \( C \) spatial locations on the interconnect medium to form its input as follows:

\[
z_j = \sum_{i=1}^{C} \eta_{ij} x_i = \eta_0 H(C) \sum_{i=1}^{C} w_{ij} x_i.
\]

In this case \( H(C) = 1/C \), since the light from each LED is divided evenly. The output is at maximum when \( x_i = P \) and \( w_{ij} = 1 \) for all \( i \) and \( j \). Then \( z_j = \eta_0 P \), which implies that the maximum efficiency of the optical connection is limited essentially by the loss owing to the finite numerical aperture of the system. The best known example of such an interconnection scheme is the vector–matrix realization of a neural network.\(^{13}\)

A schematic diagram for holographic interconnections is shown in Fig. 2(b). Here, light from the ith input LED is collimated and illuminates a hologram on which \( G \) gratings are superimposed. The interconnection between the ith and \( j \)th neurons is realized by one of the gratings stored in the hologram by redirecting the light that is incident from the ith neuron towards the \( j \)th neuron. The interconnection weight \( w_{ij} \) is encoded in the strength of the grating. For a planar amplitude hologram, its effective amplitude transmittance as a function of position \( x \) is

\[
t_h(x) = \sum_G \left[ w_{ij} H(C) \right]^{1/2} \exp(j2\pi u_{ij} x),
\]

where \( u_{ij} \) is the spatial frequency of the holographic grating that connects the ith and jth neurons. Since \( 0 \leq t_h \leq 1 \), the amplitude of each grating must be small enough to enforce this constraint. Since the hologram is formed as an incoherent sum of \( G \) variables, \( t_h \) grows in proportion to \( \sqrt{G} \).\(^{2} \) The requirement that \( t_h \leq 1 \) is enforced if

\[
H(C) \leq 1/G.
\]

In the simplest case the total number of gratings \( G \) that are superimposed on the hologram equals \( C \). This is the case of a completely shift-invariant interconnection pattern with each neuron connected to \( C \) others that have the same set of weights. In this case the efficiency of the connections is identical to the nonholographic efficiency. On the other hand, if each neuron connected by the hologram has a distinct receptive field, then we need to record a separate grating for each pair of neurons. Therefore \( G = CN \), where \( N \) is the number of neurons. In this case, holographic interconnections are inferior to the nonholographic interconnections in terms of light efficiency by a factor \( N \), which is typically in excess of \( 10^3 \). Since holographic interconnections are more efficient with coherent illumination,\(^{2} \) the LED neuron circuits that we describe are best suited for holographic shift-invariant circuits (e.g., early vision tasks) or for nonholographic interconnection schemes for which spatial incoherence is actually preferable. For the remainder of the discussion we assume that \( H(C) = 1/C \).

### B. Density of Neurons

The most important consideration in designing the neuron arrays is the density \( N/A \) with which they can be fabricated, where \( A \) is the array area. One factor that limits the density is the geometric limit owing to lithography. For simple thresholding circuits this geometric limit can be in excess of \( 10^6 \) neurons/cm\(^2 \). In practice, the maximum permitted electrical power dissipation per unit area, \( P_{\text{max}} \), is the limitation. Thus it is important to reduce the power dissipation of each neuron in order to achieve high neuron densities. Since the electrical power dissipation is due mostly to current flowing through the LED, this means that we must be able to use low currents and hence low optical power from the LED. Consequently, the input-light sensitivity needs to be designed to be as low as possible. The minimum acceptable light level at the input of each neuron is determined by two factors: the noise level at the input (detector) part of the circuit and the nonuniformity in the setting of the threshold level owing to fabrication imperfections. In the following we present a simple statistical analysis that illustrates how the proper input light level is determined and that also provides us with an estimate for the density of neurons.

We estimate the minimum acceptable input power level by calculating the probability that a neuron makes an error, \( P_e \), as a function of the optical power levels in the system. As the optical input power is reduced, we eventually reach the noise plateau of the circuit at which \( P_e \) increases beyond an acceptable level. We assume that the noise can be modeled as a Gaussian random variable with zero mean and standard deviation \( \sigma_n \) that is added to the signal photocurrent. To calculate \( P_e \), we also need to characterize statistically the input signal. We assume that each element in the previous layer is on, with probability \( p \) and intensity \( I \). The strength of a connection \( w_{ij} \) is 1 with probability \( q \), and it is zero with probability \( 1-q \). The input signal photocurrent \( y_j = \eta_0 z_j \) is the sum of \( C \) independent random variables. For large \( C \), its distribution can be approximated by a Gaussian owing to the central limit theorem.\(^{14} \) \( \eta_0 \) is the detector efficiency in amperes per watt. Using Eq. (5), we can then calculate the mean \( \mu_y \) and the variance \( \sigma_y^2 \) of the photocurrent as follows:

\[
\mu_y = \frac{\eta_0 n_0}{C} E \left[ \sum_{i=1}^{C} w_{ij} x_i \right] = \eta_0 Ppq,
\]

\[
\sigma_y^2 = \frac{\eta_0 n_0^2}{C} E \left[ \left( \sum_{i=1}^{C} w_{ij} x_i \right)^2 \right] - \mu_y^2
= \frac{(\eta_0 n_0^2 P)^2}{C} - pq(1 - pq).
\]
With these assumptions, \( P_e \) can be written as follows:

\[
P_e = \frac{1}{2\pi \sigma_x \sigma_y} \left[ \int_{-\infty}^{\infty} \exp \left( -\frac{(n - t)^2}{2\sigma_y^2} \right) \times \int_{-\infty}^{\infty} \exp \left( -\frac{(y - \mu_x)^2}{2\sigma_x^2} \right) \, dy \, dn \right] + \int_{-\infty}^{\infty} \exp \left( -\frac{(n - t)^2}{2\sigma_y^2} \right) \, dn \times \int_{-\infty}^{\infty} \exp \left( -\frac{(y - \mu_x)^2}{2\sigma_x^2} \right) \, dy ,
\]

where \( t \) is the threshold level for the photocurrent. We can find a closed form solution for Eq. (9) for the special case (which is incidentally the worst case) in which the threshold \( t \) is set at the mean of the input distribution \( \mu_x \). In this case the probability of error is

\[
P_e = \frac{1}{\pi} \tan^{-1} \frac{\sigma_n}{\sigma_y} \, .
\]

\( P_e \) is specified by algorithmic considerations, whereas \( \sigma_n \) is affected by the device fabrication process. Given \( P_e \) and \( \sigma_n \), we can either solve Eq. (9) or use Eq. (10) to determine numerically the necessary \( \sigma_y \). From Eq. (8) we see that with \( \eta_0 \), \( \eta_D \), \( p \), and \( q \) given, we adjust \( \sigma_y \) so that it satisfies the required probability of error \( P_e \) by selecting the appropriate value for the quotient \( P_e / C \). The variables \( N \) and \( P \) are also constrained by the maximum permissible electrical power dissipation per unit area \( P_{\text{maxA}} \):

\[
P_{\text{maxA}} = NP_{V_D} / \eta_{\text{LED}},
\]

where \( V_D \) is the power supply voltage in the LED circuit, \( A \) is the area of the array, and \( \eta_{\text{LED}} \) is the LED efficiency in watts per ampere. From Eqs. (8), (10), and (11) the maximum density of neuron circuits \( N/A \) is obtained by

\[
N/A = \left( \frac{\eta_0 \eta_D \eta_{\text{LED}} P_{\text{max}}}{V_{\sigma_n} \sqrt{C}} \right)^{1/2} \tan(\pi P_e) \, .
\]

For a fully connected feed-forward network, each neuron is connected to all neurons in the previous layer, i.e., \( C = N \). In this case

\[
N/A = \left( \frac{\eta_0 \eta_D \eta_{\text{LED}} P_{\text{max}}}{V_{\sigma_n} \sqrt{A}} \right)^{1/3} \tan(\pi P_e) \, .
\]

The above equations let us determine the density of neurons that can be fabricated with LED circuits, given the device limitations (\( \sigma_n \), \( P_{\text{max}} \), \( V_D \), \( A \), \( \eta_D \), \( \eta_0 \), and \( \eta_{\text{LED}} \)) and the algorithmic specifications (\( P_e \), \( p \), and \( q \)). As an example, suppose that we want to build a network with \( N = 10^4 \) neurons and \( C = 10^3 \) connections per neuron in an area \( A = 1 \) cm\(^2\). Suppose further that \( \eta_0 = 0.1, \eta_{\text{LED}} = 0.01 \) W/A, \( \eta_D = 0.5 \) A/W, \( P_{\text{max}} = 10 \) W/cm\(^2\), \( V = 2 \) V, \( p = q = 0.5 \), and \( P_e = 0.1 \). Then we must have the capability to fabricate the neuron arrays with sufficient uniformity and low enough noise so that \( \sigma_n \approx 1 \) nA with a corresponding \( P = 5 \) \( \mu \)W.

C. Speed Considerations

The analysis in Subsection 2.B leads us to the conclusion that we must use as low an optical power as possible to maximize the density of neurons, in which the minimum acceptable power is determined by the noise in the circuit. The price that we must pay for the higher density is slower speed. This trade-off manifests itself in two ways. First, the time required to charge the various components of the circuit (the detectors and the gate of the MESFET) is inversely proportional to the available photocurrent. Second, since the detector noise is proportional to the square root of the bandwidth and since we use small signal levels, we are forced to use slow speeds to reduce the noise to satisfy Eq. (9). We made preliminary temporal measurements, which indicate that the switching time of these devices is of the order of 10 \( \mu \)s for input optical powers that are consistent with the density requirement obtained by Eq. (11).

3. Optoelectronic Circuit

In this section we describe the fabrication and the performance of three different implementations of the circuit shown in Fig. 1. We begin with a description of the LED and MESFET fabrication and design before describing the complete circuit.

A. Light-Emitting-Diode Fabrication

The light source in our optoelectronic neurons is implemented with double Zn-diffusion LED’s; the LED cross-sectional structure is shown in Fig. 3. The epitaxial layers consist of a double-heterojunction n-AlGaAs/p-GaAs/n-AlGaAs sandwiched between two n-GaAs contact layers. The p-n diode required for the LED is achieved by diffusing Zn selectively through the top n-AlGaAs layer to convert it from n-type to p-type. To improve the current

![Fig. 3. Cross section of the LED structure, employing double Zn diffusion.](image-url)
by this technique have the advantage of separating spatially the top electrodes from the carrier recombination region, thus permitting a higher external efficiency for the LED's. This improvement is especially important when one considers that the critical angle for the photons impinging on the GaAs/air interface is only 16.7°, which accounts for most of the loss of photons. Despite this improvement, most of the generated photons suffer a non-negligible absorption loss because the minority carrier injection takes place at the bottom p-GaAs/n-AlGaAs heterojunction. This absorption can be minimized by decreasing the GaAs-layer thickness. However, interfacial recombination, which contributes to nonradiative recombination and reduces the overall quantum efficiency, becomes significant if the active-layer thickness is too small. Thus there is an optimal thickness for the active layer. Figure 4 is a theoretical plot of the dependence of external efficiency on the LED active-layer thickness for typical absorption lengths and interfacial recombination velocities. 16 The two curves show the improvement that can be obtained by adding an antireflection coating to the LED window.

The fabrication of the double-diffusion LED begins by first isolating each LED electrically using a conventional wet etchant that stops in the bottom n⁺-GaAs layer, followed by a blanket deposition of Si₃N₄, which serves as the diffusion mask for Zn. A window for the Zn diffusion is defined by opening the nitride over the LED mesa by using a CF₄ dry-etching technique and removing the top n⁺-GaAs layer to minimize absorption. Zn diffusion is performed by placing the sample and the ZnAs₂ in a quartz ampoule, which is then sealed under high vacuum. The ampoule is then inserted in a 640°C furnace for 15 min. to permit Zn to diffuse into the p-GaAs active layer. After the first diffusion is completed, a larger nitride window, which encloses the original nitride window defining the first diffusion area, is opened using the same dry-etch technique. The LED sample and the Zn-diffusion source are again sealed in the ampoule under high vacuum. The duration of the second diffusion is calculated such that the diffusion front is properly placed in the top n-AlGaAs layer. It is extremely critical that during this step the second diffusion front does not extend into the p-GaAs layer, nor does it stop in the top n⁺-GaAs layer so that current can be channeled spatially through the middle of the LED. After the double Zn-diffusion process is completed, n- and p-type ohmic contacts are defined by first removing the nitride over the unexposed contact area and then by evaporating AuGe/Ni/Au and Ti/Au, respectively, to metalize the contacts.

The external efficiency of the LED fabricated by the double Zn-diffusion process was measured to be 0.01 W/A. This is a 55% improvement over the efficiency of LED's with a single Zn-diffusion process (Ref. 15, p. 73). This improvement indicates the effectiveness of channeling the current through the middle of the LED, thus permitting more photons to be emitted into the air.

B. Fabrication of Metal–Semiconductor Field-Effect Transistors

Figure 5 shows the epilayers for the recessed gate MESFET used in our circuits. The top n⁺-GaAs layer is added to make ohmic contacts and to reduce the parasitic gate–source resistance. The channel region is etched through the n⁺ layer to the n⁻ layer below it until the MESFET becomes an enhancement mode transistor; i.e., the channel is pinched off with 0 V on the gate and conducting when the gate voltage becomes positive. To fabricate the MESFET, we first deposit a uniform layer (10⁴ nm) of Si₃N₄, and then we open two windows in the silicon nitride with a CF₄ plasma etcher for the source and the drain ohmic contact regions. AuGe/Ni/Au metals are evaporated onto the wafer for the source and the drain contacts using a standard lift-off technique for patterning. The ohmic contacts are alloyed at 430°C for 4 min. The next step defines the gate-recess region by opening a window in the silicon nitride. Using the silicon nitride as a mask, we use a wet-chemical etchant, consisting of NH₄OH, H₂O₂, and H₂O, to remove the n⁺ layer in the gate region and the
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**Fig. 4.** LED external efficiency both with and without antireflection coating as a function of the active-layer thickness with a nonzero absorption coefficient and an interfacial recombination velocity.

**Fig. 5.** Self-aligned and passivated MESFET with a recessed asymmetric gate.
recess of the n-channel. The exact etch depth at which the channel is pinched off at zero gate bias is determined by measuring periodically the source-drain current while etching. The final step is to evaporate Ti/Pt/Au to form the gate contact in a self-aligned manner with respect to the source. The dimensions of the gate are 7 \( \mu \text{m} \times 100 \mu \text{m} \).

Figure 6 shows the I–V curve of a MESFET in series with a double-diffusion LED, fabricated as described above. A transconductance of 30 mS/mm and a source-drain breakdown voltage of 4 V were measured. The initial offset in the drain–source voltage is due to the turn-on voltage of the LED. These results were consistent with expectations except for the relatively low breakdown voltage of 4 V. This was probably caused by surface-induced instead of bulk-induced breakdown, and perhaps it was a result of dirt particles in the vicinity of or underneath the gate. The transconductance of 30 mS/mm corresponds to a 1 mA current swing for a 0.3-V swing in the gate voltage. For the neuron circuits that we are building the required LED current is less than 1 mA per element, and detector circuits can be designed to produce a 0.3-V swing. Therefore a single MESFET is sufficient to drive the LED. Moreover, the transconductance of the MESFET can be increased easily by reducing the gate length and by increasing the width, if needed. For this reason, MESFET’s are excellent candidates as LED drivers. When we consider a larger two-dimensional array, gain nonuniformity from device to device becomes an important consideration. The material structure for the complete circuit has the epilayers for the LED on top of the MESFET structure described above. Therefore we need to etch through 2.55 \( \mu \text{m} \) of material just to reach the n+ layer of the MESFET. This deep etch introduces nonuniformity in the MESFET channel thickness, which in turn produces gain variations. This can be improved by controlling the etch more carefully or by inserting an AlAs stop-etch epilayer above the MESFET structure. With this layer, selective etchants that do not etch AlAs but do etch GaAs and vice versa can be used to define the top of MESFET accurately.\(^1\)

C. Switching Characteristics of the Neuron Circuit

The basic circuit for implementing a thresholding function with optical inputs and optical outputs is shown in Fig. 1. The gate voltage \( V_g \) on the driving MESFET is controlled by the input circuit, which consists of a photodetector acting as an optical input port and a biasing element, which can be either a photodetector or a transistor. The switching characteristics of the circuit are determined by the I–V characteristics of the photodetector and the biasing element. Figure 7(a) shows the load-line curves for three different light intensities illuminating the photodetector and two different bias levels. The intersection point on the I–V curves for the photodetector and the biasing element determines the node voltage \( V_g \). When the current in the photodetector exceeds the threshold current set by the biasing element, the gate voltage switches from ground to \( V_{dd} \), which, in turn, switches on the driving MESFET. This causes current to flow through the LED and the output light intensity to increase to its high value. \( V_g \) as a function of input light intensity is shown in Fig. 7(b).

Since the current through the LED is roughly proportional to \( V_g \), the nonlinear input–output relationship is determined almost exclusively by the
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In the following we describe three different mon-
olithically integrated neuron circuits based on the
LED as the optical output and a MESFET as the
amplifying transistor. The circuits differ in the type
of photodetector used. The three photodetectors
that we investigate are a bipolar phototransistor, a
metal–semiconductor–metal (MSM) detector, and an
optical field-effect transistor (FET).

1. Phototransistor-Based Neuron Circuit
The phototransistor is a bipolar junction transistor
without an electrical base contact.19 The structure of the
phototransistor incorporated in our circuits is
shown in Fig. 8. It consists of a lightly p-doped GaAs
base layer sandwiched between two higher-band-gap
n-doped AlGaAs layers, which are the emitter and the
collector of the transistor. Light incident upon the
phototransistor window first traverses the transpar-
ent higher band-gap emitter region and then is
absorbed in the lower band-gap base layer. The
carriers generated in the base modify the base–
emitter junction potential such that more electrons
are injected from the emitter to produce a large
collector current. The overall efficiency of the device
is \(\eta_D = \eta' \beta\), where \(\eta'\) is the quantum efficiency, or the
fraction of electrons generated from each incoming
photon in the base, and \(\beta\) is the transistor common-
emitter current gain.20 The base-layer thickness is a
critical parameter in determining the overall detector
efficiency. If the base layer is thin, the current gain
\(\beta\) is large, but the amount of light absorbed is small.
Likewise, if the base is thick, the amount of light
absorbed is high, but the current gain is low. By
lowering the doping concentration of the base layer,
we can increase the thickness without decreasing the current gain significantly. However, one drawback of low base doping is that the early voltage is low, which corresponds to low output impedance. This decreases the sharpness of the switching curve.

The base layer was designed to be 1.5 μm thick and doped p-type to a concentration of $10^{16}$ cm$^{-3}$. The n$^+$-GaAs layers act as emitter and collector ohmic contacting layers. The side wall of the phototransistor was passivated with a Si$_3$N$_4$ dielectric film. In the window area for detecting the incoming photons the absorbing n$^+$ ohmic cap layer was removed by wet-chemical etching. The I-V characteristics of the phototransistor were obtained by illuminating the device with a beam from a GaAs laser diode, with known intensity, and by measuring the emitter-collector current. The result is shown in Fig. 9. The relatively low output impedance (175 kΩ) is due to the low base doping. The external quantum efficiency $\eta_{\text{opt}}$ was approximately 1 A/W, measured for a collector-emitter voltage of 4 V and a 90-μW incident optical power. The relatively low gain is because of the thick base layer. In the integrated circuit the base layer of the phototransistor is shared with the active layer of the LED. Thus the designed thickness for the base was a compromise between the efficiencies of the phototransistor and the LED.

Figure 10(a) shows the circuit diagram for the neuron circuit incorporating a bipolar phototransistor as the detector, a MESFET to set the threshold for the circuit, the LED-driving MESFET, and the LED. Figure 10(b) is the cross-sectional view of the monolithically integrated device. The undoped layer on top of the semi-insulating substrate acts as a buffer. The MESFET’s are fabricated in the two n-GaAs layers above the buffer layer, with the n$^+$-GaAs layer used for source and drain contacts, and the n$^-$-GaAs layer used for the MESFET channel. The MESFET fabrication is described in Subsection 3.B. The N-p-N heterostructure that is grown above the MESFET layers is used to fabricate both the phototransistor and the LED. As described in Subsection 3.A, the LED is formed by a double Zn$_2$As$_2$ diffusion process to convert selectively the top n$^+$-GaAs and n-AlGaAs layers to p-type. The processing of the complete integrated device involves nine masking steps. The first two steps are wet-chemical etches to define and isolate the individual components, followed by two Zn$_2$As$_2$ diffusions for the LED and the metalizations for the ohmic and Schottky contacts. The connection between the LED cathode and the MESFET drain is made through the shared n$^+$-GaAs, whereas metalization was used for all other connections. Figure 11 is a photomicrograph of a single phototransistor-based neuron circuit.

The input–output relationship of the neuron, shown in Fig. 12, was obtained by measuring the LED current as a function of the laser power incident upon the phototransistor. The gate on the loading MESFET was left floating to reduce the gate–drain leakage current in the loading MESFET. The measured LED current was converted to optical output power by using the LED efficiency of 0.01 W/A, determined from measurements on the double-diffusion heterojunction LED experiments. Measuring the current through the LED rather than the emitted optical power eased the practical problems of simultaneously detecting the output optical signal and illuminating the optical input detector. The optical threshold level was 1 μW, and a $\Delta P_{\text{in}} = 0.2$ μW increase in the input power resulted in an 8-μW increase in the optical output power. The LED
current during the on state of the neuron was measured to be 0.8 mA. Therefore the electrical power dissipation per neuron was 1.6 mW with a 2-V power supply. The switching time of the neuron was measured by applying an electrical square-wave signal to the laser diode. A rise time of 65 μs was obtained when the neuron was illuminated with a laser pulse of intensity slightly higher than 1 μW.

2. Metal–Semiconductor–Metal-Detector-Based Neuron Circuit

The disadvantage of the phototransistor is that it is fabricated in the same layers as the LED, thus making it difficult to optimize the circuit. We can overcome this difficulty by using MSM photodetectors, which we can fabricate in the undoped buffer layer. The MSM’s are fabricated by depositing Ti/Pt Au metal Schottky contacts on the undoped GaAs. This forms two Schottky diodes back to back. Optically generated electron-hole pairs in the depletion region of the reverse-biased Schottky diode are collected at the electrodes. Therefore the MSM detector operation is similar to that of a p-i-n diode. As is the case for the p-i-n diode, the external efficiency of the MSM detector cannot be larger than 100%.

However, the MSM detector has an advantage in that the only epilayer required is the buffer layer, which is not shared by any other devices in the neuron. The electrodes are patterned as interdigitated fingers, 4 μm wide and 6 μm apart with an active area of 40 μm × 40 μm. With 3 V applied to the detector the measured external efficiency was 0.3 A/W.

Figure 13(a) shows the circuit diagram with the two MSM photodetectors, one for the optical input signal and the other for the optically controlled biasing element. The cross section of the processed epilayers is shown in Fig. 13(b). To fabricate the circuit we first defined the LED, the MESFET, and the MSM detectors through a series of wet-chemical etches. Then a layer of Si₃N₄ was deposited for surface passivation and insulation. The Si₃N₄ was removed selectively for the MESFET channel region, the LED window, and the ohmic contacts. AuGe/Ni/Au lay-
Fig. 12. Input–output relationship of the phototransistor–MESFET-based optoelectronic neuron.

To test the circuit, we measured the output as a function of one of the optical inputs while we held the other one constant. Figure 14 shows the results when $P_1$ and $P_2$ are the optical signals, as shown in Fig. 13(a). When the two optical input powers are equal, the output light levels switches. The differential optical input power $P_{in}$ required to turn the LED on was 0.2 $\mu$W. The time response was not measured for the MSM neurons. But we think the time response is comparable with that of the phototransistor-based neuron. This is because the detector efficiencies are roughly the same, and the response of the neurons in both circuits is due mainly to the gate capacitance charging in the MESFET's that drive the LED's.

Fig. 13. (a) Circuit diagram for the MSM-based neuron circuit, (b) the cross section of the processed epiayers for the monolithic integration of the MSM-based neuron circuit.

Fig. 14. Output current as a function of input optical intensity for different optically set thresholds.
3. Optical Field-Effect-Transistor-Based Neuron Circuits

The two detectors considered in Subsections 3.C.1 and 3.C.2 do not have gain. Thus the neurons require relatively high optical input intensities (approximately 1 μW). In order to increase the density, we need to be able to reduce the optical input light level. This can be accomplished by using a detector, such as the optical FET, that has gain. The optical FET can be fabricated easily in the same epilayers as the driving MESFET in the circuit, and as described below, the efficiency for such a device can be as large as 10^5 A/W.

The mechanism of operation of an optical FET is based on photoconductivity. Electron-hole pairs generated by the incident optical signal increase the conductivity of the channel. If the transit time for the electrons to cross the region is short compared with the lifetime of the holes, then the detector efficiency can be much greater than 1 A/W. The expression for drain-source current is

\[ I = \frac{\tau_h}{\tau_e} \eta' P_{\text{in}}, \]  

where \( \tau_h \) is the hole lifetime, \( \tau_e \) is the electron transit time, and \( \eta' \) is the quantum efficiency. The gain of the optical FET detector is maximized if the gap between the source and the drain is small. However, there is a trade-off since this same gap is the optical window of the device, and we want this to be large enough to permit sufficient input light to be detected.

Figure 15 shows the cross-sectional structure of an optical FET. Since it is similar to the conventional MESFET, its fabrication is identical to that of a MESFET, except that the gate metalization is not defined. The channel thickness, determined by the recessed etch, controls the sensitivity and the dark current. As the photoconducting channel gets thinner by etching, the photoconductivity starts to decrease owing to the smaller absorption region. As a result, the optical gain decreases gradually. The dark current is proportional to the cross-sectional area of the channel, and therefore it also decreases as the channel is etched. Eventually, only the surface depletion region remains. Figure 16 shows the measured efficiency as a function of input optical power for four different dark currents, which correspond to four different channel thicknesses.

![Figure 15. Cross-sectional view of an optical FET, where \( I_{ds} \) is the drain–source photocurrent.](image)

![Figure 16. Efficiency of the optical FET as a function of input light intensity. The four curves correspond to four different dark currents, which correspond to the four different recessed depths.](image)

The fabrication steps incorporating the optical FET as the detector and a MESFET as the biasing element for this particular neuron circuit are similar to those of the circuits described above. The only difference is in the definition of the optical FET. The complete fabrication process requires nine masking steps, as shown in the cross-sectional view of the circuit in Fig. 17. Even though the MESFET's and the optical FET's share the same epilayers, the recess etch for each device was performed separately to ensure that the MESFET was correctly pinched off and that the optical FET had the proper dark current. The circuit used the double-diffusion heterojunction LED as the optical output. In testing the neuron circuit, we left the gate of the loading MESFET in the input circuit floating to minimize the gate leakage current. The optical input–output characteristics are shown in Fig. 18. Because of the insufficient recess in the gate of the output driving MESFET, this MESFET was not pinched off at zero gate bias. As a result, a current flowed in the output circuit with zero input power. This caused a nonzero LED output power at zero input power. In a properly fabricated device the channel of the LED-driving MESFET would have been etched further until the current was close to zero at zero gate bias. Nevertheless, the output rose by 4.3 μW over an input power swing of 54 nW. The measured rise time of the neuron was 700 μs. The minimum input power needed for turning the neuron on dropped significantly, from the 1-μW regime down to the 1-nW regime. This is attributed to the higher efficiency of the detector. During the on state of the neuron the total current drawn by the LED was 0.9 mA, which implied an electrical power dissipation of 1.8 mW/neuron with a 2-V power supply.
4. Bipolar Transistor-Based Neurons

Optoelectronic neuron circuits can also be fabricated with bipolar transistors. Bipolar transistors are amenable to this type of integration because their material structure is similar to that of the LED and the phototransistor. Since the LED requires a double heterostructure for carrier confinement, the same material can be used to fabricate both double-heterojunction bipolar transistors and phototransistors. The requirements on the types of dopants for both devices can be simultaneously met by having the initial structure consist of a standard N-p-N DHBT structure and then by converting the top n-type high band-gap AlGaAs layer to p-type through Zn diffusion to form the LED structure. However, there is a performance trade-off between the LED and the transistors as a result of sharing the same epitaxial layers required for monolithic integration. This compromise arises because the p-GaAs is shared by all three devices. For the photodetector this p-GaAs is the absorption layer, which needs to be thick to permit the complete absorption of incoming photons. However, for the transistor this layer is the base, which should be as thin as possible to maximize the current gain. Similarly, the LED cannot be too thick or too thin, as the self-absorption or the interfacial recombination will dominate the process. Thus the thickness of the p-GaAs layer needs to be chosen carefully so that the overall performance of the neuron, not of each device, is maximized.

Figure 19(a) shows the neuron thresholding circuit implemented in a Darlington-pair bipolar transistor configuration. The threshold is provided by applying a reverse-biased current $I_{bb}$ on the base of the transistor such that the transistor does not turn on until the photogenerated current has exceeded the reverse-biased current. As the photocurrent is further increased, the transistors amplify the signal received to produce an output current that drives the LED. This process continues until the transistors saturate, which causes the neuron to saturate as well. Figure 19(b) shows the cross section of the epitaxial layers shared by the three devices. Isolation between devices is achieved by etching down to the semi-insulating substrate. For the integrated transistor, Zn diffusion is used to contact the base of the transistor. This also serves as a necessary step in converting the n-AlGaAs upper-cladding layer to p-AlGaAs, thus forming a P-i-N diode for the LED, as discussed in Subsection 3.A.

The current gain of the circuit has to be large enough to compensate for all losses, including those in the hologram, the detector, and the LED. In order to cascade layers without any attenuation, the following relationship is mandated:

$$\eta_H \eta_D \eta_L \beta \geq 1,$$

where $\eta_H$ is the efficiency of the hologram that
Fig. 19. (a) Schematic circuit diagram of an optoelectronic neuron incorporating two bipolar transistors (Q1 and Q2) to provide the gain needed to satisfy the loop gain requirement; (b) cross-sectional view of the monolithically integrated optoelectronic neuron that consists of two Zn-diffusion double-heterojunction bipolar transistors, which form a Darlington transistor pair, and an LED.

specifies the interconnection, \( \eta_D \) is the detector efficiency, and \( \eta_L \) is the efficiency of the LED. For \( \eta_H = 0.1 \), \( \eta_D = 0.3 \text{ A/W} \), and \( \eta_L = 0.01 \text{ W/A} \), the current gain \( \beta \) has to be at least 3333. A logarithmic plot of \( \beta \) for a single double-heterojunction bipolar transistor that we fabricated, as a function of the collector current, is shown in Fig. 20 for two different collector-emitter voltages. The maximum current gain obtained is in excess of 500, but it is obtained at \( I_c = 10^2 \) mA. The dependency of \( \beta \) on the collector current is due to the recombination in the depletion region of the transistor. Approximately, the relationship can be expressed as

\[
\beta \sim I_c^{1-(1/n)}.
\]

where \( n \) is the ideality factor for the base-emitter junction, which ranges from 1 for the ideal junction to 2 for the nonideal junction.\(^{28}\) The case of \( n = 2 \) corresponds to the situation in which the base current is dominated by recombination taking place through deep-level traps in the space-charge region. The dependency of \( \beta \) on \( I_c \) that we measure experimentally conforms to the theoretical prediction with an ideality factor \( n \approx 1.3 \). With the Darlington pair we can obtain current gains in excess of the required 3000, since its current gain is the product of the gains of the two transistors. The maximum current gain that we were able to obtain experimentally with the Darlington pair was \( \approx 6000 \). This gain is marginally sufficient to permit cascading of such neurons. However, the current level at which this gain is obtained is 20 mA. With a 5-V power supply the electrical power dissipation is \( 10^2 \text{ mW/neuron} \), which severely limits the density of neurons. As a result, the MESFET-based circuits proved more suitable for the high-density low-power low-speed operation that is required for the neural-networks application.

5. Discussion

In Section 2 we derived Eq. (12), which obtains the maximum density of neurons that can be built given the parameters of the circuit and the optical system and also the requirements of the system. Above, we examined specific optoelectronic neuron implementations; here, we re-examine Eq. (12) and discuss what would be a practical upper limit for the density with our approach. In the example used in subsection 2.B a density of \( 10^4 \text{ neurons/cm}^2 \) and \( 10^3 \text{ connections per neuron} \) could be achieved if \( \eta_{\text{LED}} = 0.01 \text{ W/A} \), \( \eta_D = 0.5 \text{ A/W} \), and \( \sigma_n = 1 \text{ nA} \). We saw in Subsection 3.A that it is possible to fabricate integrated circuits with LED’s that have efficiencies equal to 0.01 W/A using the double-diffusion process. We also saw that \( \eta_D = 0.5 \text{ A/W} \) was achievable with MSM detectors. Therefore, if the noise level in the MSM circuit is \( \sigma_n = 1 \text{ nA} \), then the density of \( 10^4 \text{ neurons/cm}^2 \) can be achieved. However, we also saw that it is possible to obtain \( \eta_D \approx 1 \) with the optical FET’s. Therefore, if the noise were the same when optical FET’s are used, we could build arrays that are much more dense. Unfortunately, the situation is complicated by the fact that \( \sigma_n \) does depend on the choice of detector. The principal contributions to \( \sigma_n \) are thermal noise, shot noise, and nonuniformities in device sensitivity.
across the array. If we increase the device density in proportion to the increase in detector efficiency, then the average photocurrent [$\mu_p$ in Eq. (8)] remains constant. Therefore the shot-noise component contribution to $\sigma_n$ stays the same. However, the thermal noise and the variations owing to nonuniformities would be larger for the optical FET circuit. In our current optical FET-based neurons, the dominant source of noise is due to the nonuniformities in sensitivity. This is because we use a wet-etch process to define the channel thickness of the optical FET, which determines the FET's sensitivity. In this case the average noise is proportional simply to the average signal level, $\sigma_n = \alpha \mu_p$, where the proportionality constant $\alpha$ is determined by the uniformity of the etch. Combining this relationship with Eqs. (8) and (10), we can derive the following result:

$$C = \left[ \tan(\pi \sigma) \right]^2 \frac{1 - \eta_p}{\eta_p},$$  \hspace{1cm} (18)

which obtains a direct estimate for the connectivity that can be supported, but not the density of neurons. To determine the density, we need to know the minimum $\sigma_n$, directly, which in practice is given by the detector noise floor. Suppose that we want to implement an optical FET-based neuron with $N/A = 10^4/cm^2$, $C = 10^3$, $\eta_p = 500$, and with the rest of the parameters the same as before; then the necessary $\sigma_n$ is approximately 1 $\mu A$. The $\alpha$ necessary to support this connectivity is found from Eq. (18) to be equal to 0.02, which implies that the responsibility of the optical FET's should have 2% uniformity. To obtain an estimate for the uniformity that can be obtained with commercial GaAs processes, we measured the drain–source current of 20 MESFET's with the same gate voltage on a chip fabricated by Vitesse through metal oxide semiconductor implementations service (MOSIS). The average current was 250 $\mu A$, and the standard deviation was 15 $\mu A$, which corresponds to 6% uniformity for this particular chip. This does not correspond directly to $\alpha$, but it does give an indication of the uniformity we can expect from the optical FET's. Thus the major challenge in fabricating high-density arrays that can be densely connected is not only minimization of the power consumption, but, equally important, the uniformity with which these arrays can be built.
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