The temperature of shock-compressed water\textsuperscript{a)}
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Temperatures from 3300-5200 K were measured in liquid H\textsubscript{2}O shocked to 50-80 GPa (500-800 kbar). A six-channel, time-resolved optical pyrometer was used to perform the measurements. Good agreement with the data is obtained by calculating the temperature with a volume-dependent Grüneneisen parameter derived from double-shock data and a heat capacity at constant volume of 6.7 R per mole of H\textsubscript{2}O.

I. INTRODUCTION

The temperature of shocked water has been measured near 2000 K by Körner.\textsuperscript{1} Water has been the subject of numerous other dynamic compression studies, as discussed in the previous paper.\textsuperscript{2} Dynamic equation of state experiments on water are based on the Rankine–Hugoniot conservation equations which relate kinematic parameters to pressure, density, and specific internal energy in the shock state. The temperature of shocked material is generally calculated from a theoretical model\textsuperscript{3} because very few shock temperature measurements have ever been performed. On the other hand, temperature is an important thermodynamic parameter because it can provide information about the partition of internal energy. In shocked water, for example, internal energy is distributed among several degrees of freedom including kinetic energy, potential energy due to the intermolecular repulsion, molecular vibrational and rotational energy, and possibly energy absorbed by molecular ionization and electronic excitation. Theories based on statistical mechanics are currently being developed for compressed small molecules, which take these phenomena into account.\textsuperscript{6,7} Temperature is an explicit variable in these theories and the calculated temperature is quite sensitive to the extent to which various degrees of freedom are activated, especially in a polyatomic molecule like H\textsubscript{2}O. Thus, temperature measurements are very important for constructing a reliable theoretical model and equation of state for water at high densities and temperatures.

Recent nonequilibrium molecular dynamics simulations\textsuperscript{4} and solutions of the Navier–Stokes equations\textsuperscript{5} both show that shock widths are of the order 1 nm or a few molecular diameters for strong shock waves in a dense simple fluid. The shock width is the distance over which the fluid changes from its initial state to a state of thermal equilibrium behind the shock front. This experiment is designed to measure the spectrum of the thermal radiation emitted by the shocked fluid behind the narrow width of the shock front.

We have developed a pyrometric method for measuring the shock temperature of optically transparent materials at the Lawrence Livermore National Laboratory two-stage, light-gas gun.\textsuperscript{10,11} We have applied this technique to water. These measurements were made in the range 3300-5200 K for shock pressures of 50-80 GPa (500-800 kbar). In the following paper Ree reports a quantum statistical mechanics theory for dense, high-temperature water and compares the results to the data. Above 3000 K the theory overestimates the measured temperature by \( \sim 17\% \). However, the theory does not include molecular ionization which is significant at the conditions achieved in these experiments.\textsuperscript{12}

II. EXPERIMENT

The series of shock temperature experiments on H\textsubscript{2}O was carried out employing the experimental technique and apparatus described in detail earlier.\textsuperscript{13} Liquid H\textsubscript{2}O samples were shock compressed by the plate impact method. The Lawrence Livermore National Laboratory light-gas gun\textsuperscript{14} was used to accelerate tantalum or copper plates of \( \sim 2 \) mm thickness to velocities between 4.9 and 6.7 km/s. In such experiments, a planar shock is transmitted from an aluminum base plate to the water sample, as shown in Fig. 1.

As the shock front moves into the water layer, electrical shorting pins mark the shock arrival and provide the necessary diagnostic triggering and fiducial pulses. The shock-compressed H\textsubscript{2}O behind the advancing front is strongly heated, and becomes sufficiently opaque so as to emit strong thermal radiation. This visible radiation may escape in the forward direction, through the uncompressed and still transparent layer of the sample. In order to contain the liquid sample, a transparent sapphire (\( \alpha \)-Al\textsubscript{2}O\textsubscript{3}) radiation window forms the rear wall of the sample chamber. Thus, thermal radiation from the shock-compressed sample can be observed remotely by the electrooptical pyrometer system described previously.\textsuperscript{10}

The metallic base plate (Fig. 1) was composed of aluminum (alloy 1100) with a thickness of 2 mm. The sample cavity was constructed to allow a 3-4 mm shock propagation distance in water. The chamber was filled with high purity deionized water through the fill tubing depicted in Fig. 1 and was made free of bubbles and contaminants by repeatedly evacuating and flushing the
GPa peak pressure. In this experiment, a thin (0.75 mm) copper impactor replaced the tantalum projectile, in order to observe a shock of decaying amplitude. Figure 3 shows the pyrometer output from this shot. As indicated, the unattenuated steady shock moves through the water layer during the initial 250 ns of the record. It is from this portion of the record that the spectral radiance values and shock temperature are derived. At this point in the record, the overtaking of the shock by relaxation waves from the free surface of the thin flyer is observed as an abrupt attenuation of the shock amplitude and accompanying thermal radiation. It is noteworthy that the relatively sharp break in the record indicates that the pyrometer "sees" only a short distance into the shocked region, a result which is in agreement with earlier conclusion that a sufficiently strong shock front gives rise to an essentially opaque radiating layer, in thermal equilibrium with the compressed state.

III. RESULTS

The six-channel spectral radiance data were corrected for losses at the interfaces between liquid and sapphire window and between window and vacuum by means of the Fresnel equations. The data were also corrected for the measured wavelength-dependent losses at the rotating mirror, which reflects the radiation to the pyrometer. The spectral radiance data were least squares fitted to a graybody spectrum and the temperatures $T$ and emissivities $\varepsilon$ obtained are listed in Table I. The fit parameters were chosen subject to the constraint that $\varepsilon \leq 1$. The fractional standard deviations of the data from the fits are 8% or less, which is of the order of the estimated uncertainty in the measurement of the radiance in a given channel. The standard deviations of the temperature and emissivity due to random uncertainties of 10% per channel are about 40 K and 0.02.

In all but a single case, a shock of constant amplitude was generated in the H2O by the tantalum–aluminum driver combination. The exception is the shot at 58.5
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respectively. However, if the emissivity is not constrained to be ≤ 1, then three of the experiments give temperatures 100–200 K lower and emissivities 10%–20% higher. Thus, we assign absolute uncertainties of 200 K and 0.15, respectively, which are caused primarily by systematic errors in the measurements and/or data reduction process. Thus, within the accuracy of the data, shocked H2O in the pressure range 50–80 GPa radiates as a blackbody (ε = 1). The spectra are plotted in Fig. 4 for all the experiments.

The Hugoniot pressure–density reported in Table I were obtained from experimental measurements of impactor velocity, and previous knowledge of the Hugoniot equations of state for the target and projectile materials using the impedance matching method. The Hugoniots of the metals were published previously and are listed in Table II in terms of the linear fits to shock velocity u_s versus mass velocity u_m. The fit to the H2O Hugoniot data is also listed in Table II. The calculation of the release isentrope of the Al wall was described earlier.

### IV. DISCUSSION

The radiation spectrum is a continuum and shows that electrons are the source of the emitted light. Since the light is being radiated from a region close to the shock front, the electron concentration is sufficient to make the shock front opaque. However, there are not sufficient numbers of electrons present to contribute significantly to the electrical conductivity, which is dominated by ionic conduction. Since electron–phonon relaxation times are of the order 10^{14} s in good metals and less in such a very poor electrical conductor like shocked water, the resolution time of the detection system of ~10^{13} s is sufficiently long for the radiating electrons to come into thermal equilibrium with the shock-compressed water molecules.

In the special case, like the alkali–halides, in which the shock temperature becomes comparable to the activation energy for conduction electrons, a thin layer of free electrons near the shock front, but not in thermal

### TABLE I. Shock temperatures and emissivities for water. The pressures and densities were obtained by shock impedance matching.

<table>
<thead>
<tr>
<th>Shot</th>
<th>Impactor</th>
<th>u_s (km/s)</th>
<th>Pressure (GPa)</th>
<th>Density (g/cm³)</th>
<th>Temperature (K)</th>
<th>Emissivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>WET6</td>
<td>Ta</td>
<td>4.906</td>
<td>48.9 ± 0.9</td>
<td>2.26 ± 0.01</td>
<td>3280</td>
<td>0.87</td>
</tr>
<tr>
<td>WET5</td>
<td>Cu</td>
<td>6.111</td>
<td>58.8 ± 1.1</td>
<td>2.34 ± 0.01</td>
<td>3830</td>
<td>1.00</td>
</tr>
<tr>
<td>WET4</td>
<td>Ta</td>
<td>5.689</td>
<td>61.9 ± 1.2</td>
<td>2.36 ± 0.01</td>
<td>4090</td>
<td>1.00</td>
</tr>
<tr>
<td>WET2</td>
<td>Ta</td>
<td>6.2</td>
<td>71.9 ± 3.0</td>
<td>2.41 ± 0.02</td>
<td>4440</td>
<td>0.94</td>
</tr>
<tr>
<td>WET3</td>
<td>Ta</td>
<td>6.657</td>
<td>80.9 ± 1.8</td>
<td>2.47 ± 0.01</td>
<td>5270</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*1 GPa = 10 kbar.
equilibrium with the bulk of the shocked material, can
screen the thermal radiation emitted from the bulk of
the shocked material. In this case the apparent tem-
perature is significantly lower than the equilibrium tem-
perature and saturates with increasing shock pressure.1 No
evidence for such screening occurs in these experiments
because the maximum shock temperature (~0.5 eV) is
small compared to the electronic ionization energy of
the water molecule (~12 eV), because the measured
temperatures are in reasonable agreement with the
values calculated using the theoretical models discussed
below, and because the measured temperatures show no
indication of saturation with shock pressure.

Figure 5 shows the measured H2O shock temperatures
plotted as a function of principal Hugoniot pressure.
The measured temperatures increase linearly with
shock pressure. Also shown are the calculations of
Rice and Walsh,5 Cowperthwaite and Shaw,4 and Ree,7
as well as the lower-pressure experimental points re-
ported by Kormer,1 using the two wavelength black-
body method. Our results are in qualitative agreement
with the temperature calculations. In particular, there
is no sign of breaks or discontinuities in the tempera-
ture like those which have been observed in a number
of shocked solids1,14 and have been associated with first
order phase transitions such as melting.

The curve through the data in Fig. 5 was calculated
using a Grüneisen model. This model is useful when
the Grüneisen parameter

$$\gamma = V \left( \frac{\partial P}{\partial E} \right)_V$$

is volume dependent only. This assumption is certainly
not valid for H2O for which \( \gamma \) is temperature dependent
as well; i.e., additional degrees of freedom are excited
as the temperature is increased at constant volume.
However, we performed the calculations assuming that
\( \gamma \) is dependent only on volume to estimate ther-
dynamic parameters of shocked water. The calculation will now
be outlined.

If at a given volume, the Hugoniot pressure \( P_H \) is
known as well as the state \( (P_r, T_r) \) on some reference
curve, such as the compression isotherms or isentrope,
then Eq. (1) allows evaluation of the internal energy dif-
fERENCE between these states. In this case,

$$E_r - E_r = \int_{P_r}^{P_H} \frac{V}{\gamma} dP = \int_{T_r}^{T_H} C_v(V, T) dT .$$

![Fig. 5. H2O shock temperature data plotted as a function of pressure. Results of the current investigation are shown with those of Kormer (Ref. 1). The line through high-pressure data was calculated by the method described in the text. Theoretical calculations are from Refs. 3, 5, and 7.](image-url)
If the reference equation of state \( P_0(V) \) is previously known, then it is straightforward to compute theoretical values of \( T_H \) by specifying \( \gamma(V, T) \) and \( C_p \), the specific heat at constant volume. In the majority of cases, however, the Hugoniot is the only experimentally determined curve at very high pressures, so that the reference curve must be calculated in a self-consistent manner from the Hugoniot data and the thermal model \( \gamma(V, T) \). For example, when the reference curve is the compression isentrope \( P_0(V) \), the energy relations lead to the differential equation for \( P_0 \),

\[
\frac{dP_0}{dV} = \frac{dP_0}{dV} + \gamma \frac{d}{VdV} \left( \frac{V}{\gamma} \right) (P_h - P_0) + \frac{\gamma}{2V} \left( V_0 - V \right) \frac{dP_0}{dV} - P_h - 2P_0.
\]

(3)

When, at any given \( V \), the appropriate value of \( \gamma \) is assumed independent of temperature, then \( P_0(V) \) can be calculated numerically, which in turn leads to the solution of Eq. (2) for the theoretical shock temperature \( T_H \).

The Gruneisen parameter can be estimated from double-shock experiments. Figure 11 of the preceding paper summarizes \( \gamma \) versus density derived by this method. The relation

\[
\gamma = 0.5 + 3.27 \mu - 2.64 \mu^2,
\]

(4)

where \( \mu = (\rho/\rho_0 - 1) \) and \( \rho \) and \( \rho_0 \) are the shock density and initial density, respectively, has the correct zero-pressure value and provides a reasonable fit to the decreasing \( \gamma \) region at densities greater than 1.7 g/cm\(^3\).

Our calculations have demonstrated that substantial variations in the magnitude and volume dependence of \( \gamma \) have only weak effect on the calculated temperatures. In the present case, temperature calculations using a constant \( \gamma = 0.9 \) yielded results very similar to the case of Eq. (4), except with a larger \( P - T \) slope. For this reason, in subsequent discussion the \( \gamma \) description of Eq. (4) will be assumed in all calculations.

The specific heat \( C_p \) has a much greater effect on shock temperature calculations. Gurtman et al., used a value of \( C_p = 3500 \text{J kg}^{-1}\text{K}^{-1} \) or 7.1R per mol of \( \text{H}_2\text{O} \) which was derived for liquid \( \text{H}_2\text{O} \) near 2.5 GPa pressure. Using this specific heat value yields agreement with the calculations of Rice and Walsh but predicts temperatures everywhere several hundred degrees higher than the measured values. Since the specific heat is expected to have a direct and important effect on the observed temperatures, it is reasonable to consider the possibility that \( C_p \) is underestimated in the calculation.

At the temperatures considered in this work, the electronic contribution to the heat capacity is assumed negligible, and the molecular vibration contribution may be approximated with a value between 3R and the monatomic ideal gas value of 1.5R per mol of atoms. The \( C_p \) value of Gurtman et al. is equivalent to 2.35R per mol of atoms, whereas the curve through the data in Fig. 5 shows that a very good agreement with experiment is obtained by simply assuming a constant \( C_p = 2.9R \) per mol of atoms or 8.7R per mol of \( \text{H}_2\text{O} \) molecules. This value is in reasonable agreement with the results of Ree in the following paper, which calculates \( C_p \) as a function of \( T \) and \( V \) along the Hugoniot.
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