Classical stochastic diffusion theory for thermal desorption from solid surfaces
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As a first step in the microscopic study of dynamic processes on surfaces and at interfaces, we have considered the thermal desorption of adsorbed species on solid surfaces. We review recent developments based on a classical stochastic diffusion formulation. Using this theory, we obtained a simple rate expression, \( R = \frac{\beta_2}{2\pi} \int f(T) \exp \left(-D_e/kT\right) \), where \( \beta_2 \) is the surface-adsorbate vibrational frequency and \( D_e \) the dissociation energy. For atoms \( f(T) = 1 \), whereas for molecules \( f(T) \) depends on the parameters for the frustrated rotations at the surface. The effect of coverage on the rate of desorption and the process of desorption into a fluid are also examined. Finally, we discuss the relationship between our theory and the expressions obtained from activated complex (transition-state) theory.

PACS numbers: 68.45.Da, 82.65.My

I. INTRODUCTION

The understanding of dynamical processes occurring on the surfaces and at interfaces of solids is crucial for the development of theoretical and experimental techniques in a wide range of technological applications, such as crystal growth, heterogeneous catalysis, and electrochemistry. As a first step in the study of such dynamical phenomena, we have considered one of the simplest and most basic processes: the thermal desorption of adsorbed species from solid surfaces. Due to the development of accurate experimental techniques (e.g., molecular beam relaxation spectrometry (MBRS), temperature programmed desorption (TPD), low energy electron diffraction (LEED), Auger electron spectroscopy (AES), thermal desorption mass spectrometry (TDS), etc.), a vast literature related to adsorption-desorption experiments is available for a large variety of systems. The need for a basic understanding of the nature of such processes and the availability of experimental data have stimulated the proposal of many theoretical methods and models.

The most commonly used framework for the discussion of desorption is a statistical thermodynamical approach based on transition state theory (TST). Although this method correctly accounts for the observed magnitude of the desorption rates, quantitative predictions have been difficult since it requires knowledge of the transition state for the desorbing species. These problems have been particularly serious for desorption of molecules.

Although TST had not provided a prediction of specific desorption rates, it did provide a justification for the Arrhenius form

\[ R \sim A \exp \left(-E_d/kT\right) \]  

usually used in characterizing experimental desorption rates in the limit of low coverages (no interaction between the adparticles).

A number of authors have combined transition state theory with stochastic trajectory calculations for the evaluation of desorption rates. The theories that employ stochastic trajectory calculations are computationally involved and hence difficult to apply directly. There are also microscopic theories in which an explicit coupling between the adparticle and the surface phonon modes is introduced to calculate the energy flow between the surface and the adparticle. However, these microscopic approaches lead to discrepancies between experimental and calculated desorption rates for physically adsorbed atoms. Moreover, there appears to be difficulties in applying these approaches to molecular desorption.

The experimental and theoretical studies undertaken over the last two decades have led to a better understanding of the desorption mechanisms. They have, however, simultaneously raised some additional basic questions. One puzzling result pertains to the measurements of both \( A \) and \( E_d \) for the desorption of CO from different metal surfaces. Although the observed values for the preexponential factor (in the limit of low coverage) vary over three orders of magnitude, all of the experimental results indicate that the values of \( A \) are at least two orders of magnitude larger than the corresponding values observed for atomic systems (\( A \approx 10^{13} \) s\(^{-1}\)). In addition, several experiments lead to different functional relationships between \( A \) and \( E_d \) and the surface coverage.

These and other examples have illustrated the need for theoretical methods that yield explicit expressions for the rate of desorption in terms of the microscopic properties (e.g., vibrational frequencies, bond energy, etc.) and dynamics of the adsorbate–surface system.

In the present paper, we review a theoretical description for desorption which leads to a simple rate expression given in terms of the microscopic properties of the system. The rate of desorption is found to have the form

\[ R = \frac{D_0}{2\kappa} f(T) \gamma(T) \exp \left( -\frac{D_0}{kT} \right). \]  

(1.2)

where \( T \) is the temperature, \( k \) is Boltzmann’s constant, \( D_0 \) is the bond enthalpy, and \( \Omega_0 \) is the adsorbate adsorption frequency. For molecules, the factor \( f(T) \) depends on the parameters for the frustrated rotation of a manifold. For a molecule, this factor can be \( 10^5 \) to \( 10^6 \), leading to the much larger desorption rates observed experimentally. The function \( \gamma(T) \) is a desorption into vacuum, but it depends on the microscopic parameters of the system when the particle is desorbing into a liquid (side infra). This method is based on a classical stochastic diffusion theory (CSDT) which follows a procedure proposed by Kramers’ but modified so as to be appropriate for desorption. We also examine the effect of coverage dependence on the rate of desorption, as well as the problem of desorption into a fluid phase. Finally, we consider the relationship between the present treatment and transition state theory.  

II. DERIVATION OF THE EXPRESSION FOR THE RATE OF DESORPTION

A. Stochastic equation of motion

We start by considering the relative motion of the adparticle with respect to the surface atoms. To do so, we follow the ideas introduced by Adelman and Doll.  

We consider explicitly the motion of a few surface atoms that are strongly interacting with the adsorbed particle, while the rest of the crystal is assumed to act as a heat bath. Without loss of generality, we shall consider the motion of only one surface atom.  

We first assume that the adparticle is an atom; a generalization of the results for the case of molecules will be considered later. A further simplification is introduced by assuming a one-dimensional system in which both the adatom and the surface atoms are restricted to move in a direction normal to the surface. Thus, the motion of the adatom will be described by

\[ m \ddot{z} = -\frac{\partial V(z - \xi)}{\partial z}, \]  

(II.1)

where \( z \) and \( \xi \) are the positions of the adatom and the surface atom, respectively, \( m \) is the mass of the adatom and \( V(z - \xi) \) is the interaction potential between the adatom and the surface.

The motion of the surface atom will be described by a generalized Langevin equation,  

\[ m \ddot{\xi} = -\frac{\partial V(z - \xi)}{\partial \xi} - m \alpha \dot{\xi}^2 - m \int_0^t \theta(t - t') g(t') dt' + \tilde{f}(t), \]  

(II.2)

where \( m \) represents the mass of the surface atom, \( \alpha \) is the characteristic frequency of the solid, \( \theta(t - t') \) and \( f(t) \) correspond to a memory kernel and random force, which include the influence of the heat bath on the motion of the surface atom. The functions \( \theta(t) \) and \( f(t) \) are related by the second fluctuation-dissipation theorem.  

Integrating the memory kernel in Eq. (II.2) by parts and taking the Markovian limit, one obtains a Langevin equation of motion for the surface atom,  

\[ m \ddot{z} = -\frac{\partial V(z - \xi)}{\partial z} - m \Omega^2 \dot{\xi} - m \beta \dot{z} + f(t), \]  

(III.3)

where \( \Omega \) is the effective frequency, \( \beta \) is the friction constant, and \( f(t) \) is a random force with a Gaussian distribution. The interaction potential \( V(z - \xi) \) between the adatom and the surface is often described in terms of Morse or Lennard-Jones-type potentials, leading to nonlinear equations of motion. The problem is then linearized by means of a parabolic splines fit \( \frac{d^2 z}{dt^2} + 2\beta \frac{dz}{dt} + \Omega^2 z = \xi \). Thus, the formal solution of Eq. (III.3) by means of Laplace transforms is now possible, leading to

\[ m \ddot{z}(t) = -\frac{\partial V(z - \xi)}{\partial z} \left( -\frac{C}{m \Omega^2} \right) - \frac{C \ddot{z}}{m \Omega^2} \int_0^t \theta(t - t') \dot{z}(t') dt' + CR(t), \]  

(III.4)

where \( \partial V(z - \xi)/\partial z = B + Cz \) and

\[ A(t) = \frac{1}{Q} \int_0^t \left[ \exp \left(-\beta t - \frac{Q}{2} t^2 \right) \right] dt, \]  

(III.5)

with \( Q = \beta^2 - 4\alpha \Omega^2 - 4\alpha C/m \).  

B. Vibration of adparticle

We now take the Markovian limit of the convolution integral in Eq. (III.4). This approximation is valid in the present case because the time \( t \) appearing in the integral refers to characteristic desorption times. On the other hand, from Eq. (III.5), we see that the decay time for \( A(t) \) is shortest. To estimate \( \beta \), we use the Debye approximation, which gives

\[ \beta = (\pi/6) \omega_0, \]  

(III.6)

where \( \omega_0 \) is the Debye frequency of the surface. The time \( \tau_{\beta^{-1}} \) is then of the order of magnitude of the period of a molecular vibration so that \( \tau_{\beta^{-1}} \). We can then put \( z(t - t') = z(t) \) and let \( \tau \rightarrow \infty \) in the upper limit of the convolution integral, so that Eq. (III.4) becomes

\[ m \ddot{z}(t) = -\frac{\partial V(z - \xi)}{\partial z} \left( -\frac{C}{m \Omega^2} \right) - \frac{C \dot{\beta}_{\zeta}}{m \Omega^2} \ddot{z}(t) + CR(t), \]  

(III.7)

where \( \Omega^2 = \Omega^2 + C/m \).

The first term in the right-hand side of Eq. (III.7) is the product of the force at point \( z_t - \partial V/\partial z \), multiplied by a correction factor \( (1 - C/m \Omega^2) \). The force \( -\partial V/\partial z \) is what would be obtained from theoretical calculations in which the surface atoms are kept fixed. The term \( (1 - C/m \Omega^2) \) represents a correction to the surface–adparticle force (resulting through the coupling of the adparticle with the crystal) due to the motion of surface atoms. Thus, the directly calculated surface–adsorbate frequency would be \( \omega_0 = C/m \Omega^2 \), however, the modification due to the motion of the crystal atoms leads to

\[ \omega_0 = \frac{\omega_0^2}{\Omega^2 + \omega_0^2}, \]  

(III.8)

(a reduced frequency). This may explain why the calculated surface–adsorbate frequencies (i.e., \( \omega_0 \)) are often larger than
the experimentally observed values (i.e., $\omega$). In the limit $T \to 0$ the correction term becomes unity.

Equation (II.7) is a Langevin-type equation describing the motion of the adatom coupled to the solid surface, which acts as a heat bath. We can rewrite it in the form

$$z = -\tilde{B} - \tilde{B}z - \beta z + \frac{CR(t)}{m}. \quad (II.8)$$

**B. Rate of desorption for atoms**

In a desorption process we are interested in time scales which are much larger than those characteristic of molecular motion $\beta^{-1}$ [see Eq. (II.8)]. Thus, in obtaining an expression for the desorption rate, we follow the derivation originally suggested by Kramers.\(^8\) We start by considering the generalized Liouville equation

$$\frac{\partial W}{\partial t} + \frac{\partial W}{\partial z} + K \frac{\partial W}{\partial u} = \beta u \frac{\partial W}{\partial u} + \beta W + \frac{\beta^2 W}{2}, \quad (II.9)$$

where $W(z, u, t)$ is the probability distribution to find the particle at position $z$ with velocity $u$ at time $t$, and $q = kT/\beta$. Here, $\beta$ is the friction constant in Eq. (II.8) and $K$ represents the acceleration caused by the interaction potential $V$ coupling the adatom to the surface. This acceleration $K$ is given, according to Eq. (II.8), by

$$K = -\tilde{G} - \tilde{G} z = -\frac{1}{\beta} \frac{\partial V(z)}{\partial z}. \quad (II.10)$$

Following the development of Chandrasekhar,\(^9\) one can show that the steady state expression for the flux of desorbing particles at a distance $Z_0$ from the surface is given by

$$J(Z_0) = \int_{-\infty}^{\infty} W(Z_0, u) du = C_0 \frac{kT}{m} \gamma(T) \exp\left(-\frac{D_*}{kT}\right), \quad (II.11)$$

where

$$D_* = \tilde{V}(Z_0) + \frac{1}{2} m\omega^2,$$

and

$$\gamma(T) = \Phi(\alpha) + \exp(-\eta) \left(\frac{\pi \beta kT}{2ma}\right)^{1/2} \left[1 - \Phi(\alpha)\right], \quad (II.12)$$

with

$$\alpha = \left(\frac{m\omega^2 - \beta}{2kT}\right)^{1/2} \left[u_0 - (\alpha Z_0 + b)\right],$$

$$\alpha_2 = \left(\frac{m\omega^2}{2kT}\right)^{1/2} \left[-\theta (\alpha Z_0 + b) + u_0\right],$$

$$\theta = 1 - \beta/a, \quad \eta = \frac{\partial \beta}{\partial a} \left[u_0 - (\alpha Z_0 + b)\right].$$

The symbol $\Phi(\alpha)$ stands for the error function, $C_0$ is a normalization constant, and

$$a = \frac{1}{2} \left(\beta + \beta^2 - 4\Delta^2\right)^{1/2}$$

$$b = -\frac{\tilde{B}}{\beta + \beta^2 - 4\Delta^2}. \quad (II.13)$$

The rate for a desorption process is given by the ratio of the flux at $Z_0$ to the number of particles $N_t$ at the surface. For experimentally interesting temperature ranges (where $kT < E_d$) one can approximate the interaction potential $V(z)$ by a harmonic potential to obtain

$$N_t = C_0 \left(2kT\right)^{1/2} \left(m\Omega_\alpha\right)^{-1},$$

where $\Omega_\alpha$ is the value of $\Omega$ [c.f. Eq. (II.8)] at the minimum. The final expression for the rate of desorption is

$$R = \frac{\Omega_\alpha}{2\pi} \left[\gamma(T) \exp\left(-\frac{D_*}{kT}\right)\right]. \quad (II.14)$$

**C. Rate of desorption for molecules**

Next, we consider the case of a molecule desorbing from a solid surface. For such a system, in addition to the translational degree of freedom, there also exist frustrated motions, such as frustrated rotations and translations. For example, considering the diatomic molecule CO, the most important frustrated motion corresponds to the bending mode of the oxygen atom about the surface–carbon bond. For the free molecule there is no direct coupling between the pure translational and the pure rotational motions, but for the adsorbed system the two motions are coupled through the surface. Thus, the total interaction potential between the molecule and the solid surface can be written in the form

$$V_{\text{total}} = \tilde{V}(z) + V_{\text{rot}}(\gamma), \quad (II.15)$$

where $\tilde{V}(z)$ and $V_{\text{rot}}(\gamma)$ represent the potentials due to pure translation and frustrated rotation (i.e., the bending mode), respectively. In such a case, the molecules, which are in equilibrium with the surface, will have a Maxwell–Boltzmann distribution of frustrated rotational energy. The total distribution function, obtained as a solution to the generalized Liouville equation, will have the form

$$W(z, u, \gamma) = W\left(z, u\right) \exp\left(-\frac{\mu\gamma^2}{2k}\right). \quad (II.16)$$

where $W(z, u, \gamma)$ is the steady state solution of Eq. (II.9) and the harmonic approximation is used for the frustrated rotational motion (here $\mu\gamma^2/2$ is the force constant of the frustrated rotation).

Due to the coupling of the translational and rotational motions to the surface, we assume that the energy stored in the frustrated rotation can be converted to translational kinetic energy of the desorbing molecule. As a result, the desorption energy $D_*$ is given by

$$D_* = \tilde{V}(Z_0) + \frac{1}{2} m\omega^2 + \frac{1}{2} \mu\gamma^2 + \frac{1}{2} \mu\gamma^2. \quad (II.17)$$

Following a procedure similar to that of the previous subsection,\(^7\) we obtain [in the harmonic approximation for $V(z)$; for the general expression see Ref. 7(b)]

$$R = \frac{\Omega_\gamma}{2\pi} \left[\gamma(T) \exp\left(-\frac{D_*}{kT}\right)\right]. \quad (II.18)$$

where $\gamma$ is the maximum bending angle for the molecule. The choice of the value of $\gamma_0$ is somewhat arbitrary; however, it must be such that

$$\exp\left(-\frac{1}{2} \mu\gamma^2\right) < 1.$$
In the case of desorption into vacuum, the function $Y(T)$ is practically unity (for the systems we have studied) so that the resulting expressions for the rate of desorption are\(^{26}\)

$$R_{\text{atom}} = \frac{\Omega_{I} \rho}{2 \pi} \exp \left( - \frac{D_{e}}{kT} \right), \quad (\text{II.17a})$$

$$R_{\text{molecule}} = \frac{\Omega_{I} \rho}{2 \pi} \left( \frac{2 \mu_{I} \Omega_{I}^2 \gamma_{0}^2}{\pi kT} \right) \exp \left( - \frac{D_{e}}{kT} \right). \quad (\text{II.17b})$$

### III. COVERAGE DEPENDENCE\(^{76}\)

Adsorbate–adsorbate interactions influence the desorption rate via a modification of the interaction potential $V(z)$ (and hence $D_e$). For simplicity, in this section we assume that the direct adsorbate–adsorbate interaction is not changed by the adsorbate–adsorbate interaction, so that the net potential seen by the desorbing particle is the superposition of its interaction with the surface and with the other adparticles. Although this assumption may not be valid in all cases (e.g., when three-body or charge transfer effects are important) it is likely to be fairly accurate for noble gas adsorbrates. However, this assumption is not essential because the present method can be implemented to include more general potentials.

In order to incorporate coverage effects into $D_e$ and $V(z)$ we must determine the optimum (minimum free energy) arrangement of the adparticles on the surface. To do this, we first assume that the particles adsorb on well defined (periodic) sites on the infinite surface. Next, we choose a relatively small region of the surface, referred to as the desorption region, which is used to generate all possible arrangements of the adparticles for each coverage $\theta$. In order to determine the configuration(s) exhibiting the minimum free energy, one must calculate the total energy associated with each arrangement. Since the adsorbate–surface interactions are the same for all arrangements (for a given $\theta$) their sum over all the adparticles in the system can be omitted from the calculation of the total energy, hence the total energy consists of a pairwise sum of adsorbate–adsorbate interaction energies. We divide this pairwise sum into two terms,

$$E_{\text{total}} = \sum_{\text{desorption region}} (V_{\text{in}} + V_{\text{in-out}}) \quad (\text{III.1})$$

where $E_{\text{total}}$ is the total adsorbate–adsorbate interaction energy of the desorption region, $V_{\text{in}}$ represents the adsorbate interactions within the desorption region, and $V_{\text{in-out}}$ corresponds to the interaction energy of an adparticle inside the desorption region and all the other adparticles outside this zone. To evaluate the second term in Eq. (III.1) we use a mean field approximation in which each site outside the desorption region is assumed to contain $\theta$ adparticles (where $\theta$ is the coverage). The value of $E_{\text{total}}$, for the different configurations, is then calculated by combining an appropriate adsorbate–adsorbate interaction potential with the arrangement of the adparticles in the desorption region.

Once the total energies for all the possible arrangements (at a given $\theta$) have been evaluated, the configurations are subdivided into groups according to their $E_{\text{total}}$ values. The free energy associated with each group of configurations is then obtained, as a function of temperature, using

$$F = E_{\text{total}} - TS \quad (\text{III.2a})$$

and

$$S = k \log \Gamma, \quad (\text{III.2b})$$

where $\Gamma$ is the number of configurations with energy $E_{\text{total}}$. The arrangement of adparticles (inside the desorption region) used to evaluate the desorption rate is chosen from the group of configurations corresponding to the lowest free energy.\(^{26}\)

After identifying the minimum free energy configuration(s) for a given coverage and temperature range we calculate the net potential felt by the desorbing particle as

$$V_{\text{net}}(z) = \tilde{V}(z) + \sum_{j=0}^{n_{\text{ad}}} V_{j}(z), \quad (\text{III.3})$$

where $\tilde{V}$ is the effective adsorbate–surface interaction potential for $\theta = 0$ and $V_j$ is the pairwise interaction between the desorbing particle and the $j$th adparticle on the surface. Finally, to obtain the temperature dependence of the rate of desorption for a given coverage, the potential energy in Eq. (II.8) is replaced by $V_{\text{net}}(z)$ and the $D_e$ by the corresponding well depth of the net potential.\(^{76}\)

From the coverage dependence of the desorption rate $R(\theta)$ we can extract the coverage dependence of the preexponential factor $A(\theta)$ and the effective dissociation energy $D_e(\theta)$. From these relationships we can calculate the temperature programmed desorption (TPD) spectra by solving the Redhead equation\(^{13}\)

$$\frac{d\theta}{dt} = -\theta A(\theta) \exp \left[ -\frac{D_e(\theta)}{kT} \right] \quad (\text{III.4})$$

### IV. DESORPTION OF ATOMS INTO LIQUIDS\(^{8}\)

The derivation of an expression for the rate of desorption into a liquid phase follows the same basic steps presented in Sec. II. In this case, however, one must also consider the interaction between the desorbing particle and the liquid molecules that surround it.

We start by considering a system composed of a desorbing particle (atom or ion) with mass $M$, interacting with a solid surface and a number of solvent particles, with mass $M_s$, as illustrated schematically in Fig. 1. We divide the substrate atoms into two groups: (i) a small number of atoms which are strongly interacting with the adsorbed particle, this group is called the primary zone, and (ii) the rest of the solid which is assumed to act as a heat bath. As in Sec. II, without loss of generality, we assume that the primary zone contains only

---

one atom whose mass is denoted by $M$. We also simplify the problem by limiting both the desorbing particle and the primary zone atom to a one-dimensional motion normal to the solid surface. Thus, the motion of the adparticle will be described by a Newtonian equation of motion

$$\mathbf{M} \ddot{\mathbf{r}} = - \dfrac{\partial V(\mathbf{r}, \xi, \mathbf{Z})}{\partial \mathbf{r}},$$

where $\xi$ represents the displacement of the surface primary zone atom from its lattice point. The vector $\mathbf{Z}$ includes the displacement from equilibrium along the line connecting the centers of the adparticle and the solvent particles surrounding it. The total interaction potential $V(\mathbf{r}, \xi, \mathbf{Z})$ felt by the adparticle is assumed to be given by a sum of pairwise interactions

$$V(\mathbf{r}, \xi, \mathbf{Z}) = V(\mathbf{r} - \xi) + \sum_{i=1}^{N(R)} V_{ij}(\mathbf{r} - \zeta),$$

where $N(R)$ is the number of solvent particles around the adsorbate when it is at a distance $R$ from the surface. Because the desorbing particle is always surrounded by a "cage" of liquid molecules, we use harmonic potentials to represent the interaction between the adparticle and the liquid.

$$V_{ij}(\mathbf{r} - \zeta) = \frac{1}{2} k_i (\mathbf{r} - \zeta) \cdot (\mathbf{r} - \zeta).$$

The interaction between the surface and the desorbing particle is represented by a properly dissociating potential (e.g., Morse or Lennard-Jones). Again we fit this potential by parabolic splines.

The motion of the primary zone atom and that of the solvent molecules are described using the equivalent harmonic chain representation (ECHR) introduced by Adelman. This representation is used to construct model heat baths which, upon the application of the Markovian approximation, lead to Langevin-type equations. As before, the introduction of the Markovian approximation is justified by the large differences between the time scales for desorption and vibrations.

Thus, the equation of motion for the primary zone atom reduces to

$$M_c \ddot{\xi} = - M_c \beta_c \xi - M_c \beta_c \dot{\xi} - \dfrac{\partial V(\mathbf{r}, \xi, \mathbf{Z})}{\partial \xi} + f_c(\dot{\xi}).$$

Similarly, the motion of the $i$th solvent particle is described by

$$M_i \ddot{\zeta}_i = - M_i \beta_i \zeta_i - M_i \beta_i \dot{\zeta}_i - \dfrac{\partial V(\mathbf{r}, \xi, \mathbf{Z})}{\partial \zeta_i} + f_i(\dot{\zeta}_i).$$

The effective frequencies and friction constants of Eqs. (IV.3) and (IV.4) can be expressed in terms of the parameters of the ECHR, as shown in Ref. 9.

Next, we substitute the potentials of Eq. (IV.2) into Eqs. (IV.3) and (IV.4) and solve them formally (using Laplace transforms). Assuming that the adsorbate–liquid interaction has the same form for all the $N(R)$ solvent particles, we can rewrite the effective equation of motion for the desorbing particle as

$$\mathbf{M} \ddot{\mathbf{r}} = - \left\{ \begin{array}{l} \{ N(R | k_i - \Gamma_i | 0) \} \mathbf{r} - B(\mathbf{r}) \\ + \{ C(\mathbf{r}) - \Gamma_i | 0) \} \mathbf{r} - B(\mathbf{r}) \\ - \int_0^\infty \left\{ \Gamma_i(t - t') + \Gamma_i(t - t') \right\} \mathbf{r}(t') dt' \\ - \left[ \int \Gamma_i(t') dt' \right] \mathbf{r}(0) + \mathbf{F}(t), \end{array} \right.$$

where

$$\Gamma_i(t) = N(R) \frac{k_i}{M_i} \int_0^\infty \alpha_i(t') dt',$$

and where $\alpha_i$ and $\alpha_i$ have exactly the same form as the integrand of Eq. (II.5), with $Q_i = \beta_i^2 - 4\tilde{\Gamma}_i^2$, $\tilde{\Gamma}_i^2 = \Gamma_i^2 + k_i/M_i Q_i^2 = \beta_i^2 - 4\tilde{\Gamma}_i^2$, and $\tilde{\Gamma}_i^2 = \Omega_i^2 + C_i/M_i$. Here $C_i$ and $\mathbf{C}$ represent the force constants associated with the adparticle–surface and adparticle–liquid interactions; $B(\mathbf{r})$ is the corresponding linear coefficient of the parabolic spine fits to $V(\mathbf{r} - \xi)$, and $\mathbf{F}(t)$ is a random force.

The term in braces in Eq. (IV.7) corresponds to the total potential felt by the desorbing particle. It includes the corrections due to the thermal motion of both the surface atoms and the solvent particles surrounding the desorbing particle; thus, this is the potential that one would obtain experimentally. We denote this total potential by $V_{\text{ad}}(\mathbf{r}, \xi, \mathbf{Z})$. Due to the large difference in time scales, one may introduce the Markovian limit to Eq. (IV.5) and obtain the corresponding Langevin equation

$$\mathbf{M} \ddot{\mathbf{r}} = - \dfrac{\partial V_{\text{ad}}(\mathbf{r}, \xi, \mathbf{Z})}{\partial \mathbf{r}} - \left[ \tilde{\beta}_i(\mathbf{r}) + \tilde{\beta}_i(\mathbf{r}) \right] R + \tilde{F}(t),$$

where

$$\tilde{\beta}_i(\mathbf{r}) = N(R) \frac{k_i \beta_i}{M_i \Omega_i^2};$$

$$\tilde{\beta}_i(\mathbf{r}) = C_i C \left\{ \beta_i \right\};$$

$$\tilde{\beta}_i(\mathbf{r}) = M_i \omega_i^2.$$

Equation (IV.7) represents an effective equation of motion for the desorbing particle, which is coupled to a heat bath constituted by the solid surface and the liquid. Equation (IV.7) can thus be rewritten as

$$\mathbf{M} \ddot{\mathbf{r}} = - \mathbf{B}(\mathbf{r}) - \mathbf{C}(\mathbf{r})(\mathbf{r} - \beta_{\text{ad}}(\mathbf{r}) R + \mathbf{F}(t),$$

where $\mathbf{B}(\mathbf{r})$ and $\mathbf{C}(\mathbf{r})$ are the first and second derivatives of the total potential $V_{\text{ad}}$ evaluated at the point $\mathbf{r}$, and $\beta_{\text{ad}}(\mathbf{r}) = \beta_{\text{ad}}(\mathbf{r}) R + \beta_{\text{ad}}(\mathbf{r}) R$.

It describes the motion of the desorbing particle in terms of a Brownian oscillator in which the interaction with the heat bath is given in terms of the microscopic quantities of the system. The amplitude of the random force $\mathbf{F}(t)$ is defined by its relations to $\beta_{\text{ad}}$ through the second fluctuation-dissipation theorem.

Since $\mathbf{E} \mathbf{r} = \mathbf{E}$, Eq. (II.8) has exactly the same form as Eq. (II.8), one can calculate the rate of desorption into the liquid using the procedure outlined in Sec. II B. Thus, we obtain

$$R = \frac{\beta_{\text{ad}}}{2\pi} \mathcal{Y}(T) \exp(-\frac{D_c}{kT}),$$

where $\mathcal{Y}(T)$ is given by Eq. (II.12). As we shall see in the next section, contrary to the case of desorption into vacuum, this function is not necessarily equal to one.
V. RESULTS AND DISCUSSION

A. Desorption of atoms and molecules

We shall now consider some examples of the application of the theory presented in the previous sections. In the case of atomic desorption we compare theoretical and experimental results for both chemisorption and physisorption (the two limits of strong and weak interaction potentials). For molecular desorption, we examine the desorption of CO from nickel surfaces.

In Fig. 2(a) we compare the calculated [using Eq. (II.17a)] and experimental\(^{17}\) rates of desorption as a function of temperature for chemisorbed K on W(111). In addition, the results calculated by De et al.\(^{16}\) are shown. In these calculations we used the surface-adsorbate potential \(\mathcal{V}(z)\), obtained from the parameters of Ref. 4(a). For this system our results deviate from experiment by ~0.2 orders of magnitude, well within the experimental uncertainty.

The desorption rates of physisorbed Xe from W(111) are plotted in Fig. 2(b) with a comparison both to the experimental data\(^{17}\) and to the calculations of De et al.\(^{16}\) Again we find that the desorption rate obtained from Eq. (II.17a) is an excellent agreement with experiment.

These results clearly show that Eq. (II.17a) provides a very accurate description of the rate of desorption of atoms from solid surfaces. The simple relation between the rate of desorption \(R\) and the characteristic microscopic parameters of the system \(D_0\) and \(D_e\) makes it possible to predict one of the quantities from experimental determinations of the other two.

As an example of molecular desorption we have considered CO-chemisorbed on Ni(110).\(^{21}\) In Fig. 3 we present the results of our calculations [Eq. (II.7b)], as well as the experimental values of Helms and Madix.\(^{16}\) We also show the rate of desorption that one would obtain if the CO were treated as an atom [Eq. (II.17a)]. The excellent agreement between the theoretical calculation and the experimental data shown in Fig. 3 suggests that the frustrated rotational motion is responsible for the two order of magnitude increase in the preexponential factor.

B. Coverage dependence

To study the effect of coverage on the desorption rate within the framework described in Sec. III a model system was chosen. A difficulty associated with this type of study stems from the lack of quantitative experimental and theoretical data on the modifications to the adsorbate-surface and adsorbate-adsorbate interaction potentials due to changes in coverage. Such changes should become evident in systems where three-body interactions and/or charge transfer effects are important. In the present study we are mainly concerned with the qualitative behavior of the desorption rates as a function of coverage.

We have studied, as a model system, the desorption of Xe atoms from W(111) surfaces. Because of the weak bonding \((D_e = 5\) kcal/mol\) we expect only a small overlap between the adsorbate and surface electronic wave functions, and hence the three-body and charge transfer effects should be

---

**Fig. 2.** (a) Desorption rates for a chemisorbed atomic system K on W(111); (b) desorption rates for a physisorbed atomic system Xe on W(111) [after Ref. 7(b)].

**Fig. 3.** Desorption rates for CO on Ni(110) [after Ref. 7(b)]. The experimental results are those of Helms and Madix [Ref. 1(a)].

---

negligible. Consequently, the adsorbate–surface interaction can be obtained from low coverage experimental results, however, the nature of the adsorbate–adsorbate interaction is not well known. We consider two limiting cases: (i) an attractive Xe–Xe interaction obtained from gas phase scattering experiments and (ii) a purely repulsive Xe–Xe interaction based also on experimental gas phase studies. The presence of the surface will probably make the effective Xe–Xe interaction less attractive than in the gas phase so that the actual potential should be in between the above two cases.

In calculating the desorption rate, we always focus on a site that happens to be occupied, and we calculate the rate of desorption from this site. The specific arrangement of occupied sites used in calculating the TPD spectra is the most probable one (the lowest free energy) for a given coverage \( \theta \) and temperature \( T \). The details of this calculation are presented in Ref. 7(c).

For the attractive Xe–Xe interaction, a common characteristic is that for all the coverages studied the optimum arrangement (configuration) is independent of temperature over the range considered (50 to 150 K). Essentially, at these temperatures, the system has condensed to the lowest enthalpy configuration. At higher temperatures the entropy would lead to a more dispersed arrangement of the adsorbed particles.

The results of the calculations show that at a given temperature, the desorption rate increases with decreasing coverage. This behavior is a consequence of the attractive Xe–Xe interactions that lead to an increase of the effective bond energy as the coverage is increased. This trend is apparent from an examination of Fig. 4, where the variation in bond energy is given as a function of coverage. The dependence of the preexponential factor on the coverage is also shown in Fig. 4, where we find that \( A(\theta) \) is essentially independent of \( \theta \). Thus, one can assume a constant preexponential factor throughout the range of coverages studied. This behavior is somewhat surprising, since it suggests that the shape of the net potential [Eq. (III.3)] is independent of coverage. Hence, the most important factor governing the cover-

![Fig. 4. Variation of the effective dissociation energy and the preexponential factor as a function of coverage for the desorption of Xe from W(111) using the attractive Xe–Xe interaction] at 125 K [after Ref. 7(c)].](image)

As discussed above, our calculations show (Figs. 4 and 5) that the preexponential factors for both the attractive and

![Fig. 5. Variation of the effective dissociation energy and the preexponential factor as a function of coverage for the desorption of Xe–Xe interaction at 125 and 80 K. The preexponential factors and dissociation energies corresponding to the optimum configuration at 125 K correspond to the circles and triangles, respectively, and are connected by solid lines. The corresponding quantities at 80 K are denoted by crosses and squares, respectively; these are only shown when they differ from the respective values at 125 K] [after Ref. 7(c)].


In contrast with the results obtained for the attractive potential case, the repulsive Xe–Xe interaction exhibits optimum (lowest free energy) configurations that depend on the temperature. In particular, for some coverages, it is possible to find two different optimal arrangements of adparticles in the desorption region, depending on the temperature. This phenomenon is due to the increasing importance of the entropy term in the expression for the free energy, Eq. (III.2).

In this case we find that, for a given temperature, the desorption rate increases with increasing coverage. This behavior is opposite to that found for the attractive potential. As one would expect, the difference between the attractive and repulsive potentials is most marked for high coverages (e.g., for \( \theta = 0.95 \) the rates of desorption differ by at least six orders of magnitude, whereas for \( \theta = 0.1 \), they differ by \( \sim 0.5 \) orders of magnitude). Figure 5 shows the variation of the effective dissociation energies and preexponential factors as a function of coverage. Again we find that the dissociation energy has a strong dependence on the coverage, while the preexponential factor is practically constant. As a result, the dominant factor in the behavior of the total rate of desorption is the decrease of the effective dissociation energy with increasing coverage.

C. TPD spectra

As discussed above, our calculations show (Figs. 4 and 5) that the preexponential factors for both the attractive and
repulsive Xe–Xe interactions are practically coverage independent. Thus, we have taken $A(\theta)$ in Eq. (III.4) to be constant and equal to $7.0 \times 10^{11}$ s$^{-1}$ for the attractive potential and $6.5 \times 10^{11}$ s$^{-1}$ for the repulsive potential. Figures 4 and 5 show that the variation of $D_\theta$ with the coverage can be approximated by a linear relationship of the form

$$D_\theta(\theta) = D_\theta^0 + \beta \theta,$$

where $\beta_0 = 0.217$ eV and $\beta_{\text{attractive}} = 0.152$ eV; $\beta_{\text{repulsive}} = -0.061$ eV.

The TPD spectra corresponding to the attractive and repulsive potentials [with values of $\beta$ obtained from the results presented in Figs. 4 and 5] are shown in Figs. 6(a) and 6(b). Figure 6(c) shows the corresponding TPD curves for an attractive interaction ($\beta = 0.02$ eV) intermediate between those of Figs. 6(a) and 6(b). These results indicate that one can use this method to fit experimental data by varying the values of $A$, $D_\theta^0$, and $\beta$.

D. Desorption into liquids

One of the major difficulties in most microscopic theories of solid/liquid interfaces arises from the lack of reliable interaction potentials for such systems. As an example, we have chosen a model potential of the Morse type.

In Fig. 7 we present the calculated desorption rate as a function of temperature for two different values of $\Omega_0$ (all other parameters are kept constant). In both cases the solid line represents the actual rate while the dashed line represents the rate that one would obtain by setting $\gamma(T) = 1$. It is clear from these results that $\gamma(T)$ is very sensitive to changes in the stretch frequency while its dependence on the variation in $T$ is weak. Moreover, from the functional form of $\gamma$ [Eq. (II.12)] one can see that this quantity will tend to reduce the desorption rate into a liquid with respect to that into vacuum. Figure 8 shows the variation of $\log(\gamma)$ as a function of the mass of the adsorbate for different frequencies and bond strength of the total potential. This figure shows that $\gamma(T)$ exhibits strong dependence on $M$, $\Omega_0$, and $D_\theta$, while it is weakly dependent on both $D_\theta$ (in the physically meaningful range of the diffusion constant, $5 \times 10^{-8}$–5 $\times 10^{-7}$) and $T$. Because $\gamma(T)$ differs greatly from unity and depends sensitively upon various parameters, the characteristics of desorption into a liquid are considerably different from the case of desorption into vacuum.

VI. APPLICATION OF TST TO DESORPTION

The TST rate of desorption is given by

$$R = \frac{kT}{\hbar} f^* \exp \left( - \frac{E}{kT} \right),$$

where $k$ is the Boltzmann constant, $T$ is the absolute temperature, $f^*$ and $f$ are the partition functions for the activated complex and the adsorbed particle, respectively, and $E$ is the activation energy for desorption. The main difficulty with TST concerns the definition of the transition state for the desorbing species. A common choice is to assume that the transition state is located at an infinite absorbate–surface separation. For example, Garrison and Adelman$^{12}$ used the TST approach to derive an expression for the one-dimen-

![Fig. 6. Temperature programmed desorption spectra calculated for Xe on W[111]: (a) Attractive Xe–Xe interaction; (b) repulsive Xe–Xe interaction; (c) attractive interaction, intermediate between (a) and (b) [after Ref. 7(c)].](image-url)
moving in a direction normal to the surface. The rate expression obtained was

$$ R = \frac{D_0}{2\pi} \exp \left( -\frac{D_x}{kT} \right) \frac{\eta_0}{\Omega_0} \left( \frac{1}{2\Omega_0} \right) $$

where $\Omega_0$ and $D_0$ are the stretch frequency and binding energy associated with the adsorbate–surface interaction potential. This leads to preexponential factors in the range $10^{12} - 10^{13}$ s$^{-1}$. On the other hand, Menzel and co-workers used the TST approach to explain the large preexponential factors obtained for the desorption rate of CO from metal surfaces. The rate expression derived yields a preexponential factor of the order of $10^{13}$ s$^{-1}$ which is $10^{-2}$ times larger than the experimentally observed values. In some cases it has been assumed that the ratio of the partition functions appearing in Eq. (VI.1) is approximately equal to one. As a result, considerable discrepancies (two to three orders of magnitude) with experiment have been obtained (for the case of molecular desorption).

As pointed out above, the choice of an unambiguous activated complex is of crucial importance. A criterion for the choice of the transition state is given by the variational transition state theory proposed by Horiiuti. Here, the activated complex is defined so that the flux at the transition state is an extremum, leading to a nonlinear differential equation for the position of the critical surface. If the potential between the adparticle and the surface increases monotonically from the equilibrium position to infinity, the only solution to the variational equation corresponds to an infinite separation between the adparticle and the surface. Therefore, application of variational transition state theory leads to the activated complex geometry with the adsorbate infinitely removed from the surface.

In Ref. 10 we consider an adatom of mass $m$ which is at equilibrium on the surface, at a temperature $T$. The potential near the surface is represented by

$$ V(x,y,z) = \frac{1}{2} m \Omega_0^2 [x,y] [z - z_0(x,y)]^2 + E(x,y) $$

where $z_0$ is the equilibrium distance between the adparticle and the surface, and $E(x,y)$ describes the variation of the potential parallel to the surface (corrugation). Assuming that
the surface is periodic in the $x$ and $y$ directions, then $\Omega_{\mu}, z_{\mu}$ and $E$ will have the same periodicity. Then the rate of desorption is given by

$$R = \frac{\exp(-D_0/kT)}{2\pi z_{\mu}^{\ast} a_{\mu}^{\ast} I_1(E_{\mu}/2kT)I_{\mu}(E_{\mu}/2kT)}.$$  

(VI.4)

For the case of a flat surface $\Omega_{\mu}$ and $E$ are independent of $x$ and $y$, and Eq. (VI.1) reduces to Eq. (VI.2). In the derivation of Eq. (VI.4) we have expanded $\Omega_{\mu}^{-1}$ and $E(x,y)$ in terms of Fourier series (see Eqs. (x,y)) we only used the initial terms

$$\Omega_{\mu}^{-1} = \sum \Omega_{\mu^{-1}} \cos \frac{\pi x}{a} \cos \frac{\pi y}{b},$$  

(VI.5a)

and

$$E(x,y) = -\frac{1}{2} E_z \cos \frac{\pi x}{a} - \frac{1}{2} E_x \cos \frac{\pi y}{b}. $$  

(VI.5b)

The symbols $I_n$ and $L_n$ in Eq. (VI.4) stand for the modified Bessel functions of order $n$ and $m$, respectively.

The main difference between molecular and atomic desorption is due to two characteristic features of molecular absorbers. First, molecules have internal degrees of freedom that are absent in atomic systems. In addition, molecules exhibit rotational and vibrational modes (surface-absorbate bending modes) strongly coupled to the surface but which become pure rotational modes in the activated state. For simplicity consider first the case of a diatomic molecule desorbing from a surface at temperature $T$. As in the case of atomic desorption, the main contribution to the partition function arises from configurations near the equilibrium position. Hence, we shall represent the potential $V(q)$ with a form similar to that of Eq. (VI.3).

$$V(q) = -\frac{1}{2} [\Omega_0 z_{\mu}(z - z_{\mu})^2] + I_1 \Omega_{\mu}^{1/2} \theta^2 + \mu \Omega_0 \theta \Omega_0 \theta \theta \theta + E(x,y),$$  

(VI.6)

where $\Omega_0$, is the frequency associated with the bending (angle $\theta$) motion, and $\Omega_0$, is the frequency of the internal vibration at the surface. In Eq. (VI.6) we assume that the total potential is independent of the azimuthal angle $\phi$. This is generally a good approximation for binding sites on low Miller index surfaces but would not necessarily be valid for a molecule binding at a step or at a surface defect. The quantities depending on $x$ and $y$ will have the same periodicity as the surface; thus, they can be expanded in terms of the corresponding Fourier series. As in the atomic case, we assume that $E(x,y)$ has the first order form given in Eq. (VI.5b). The rate of desorption is then given by

$$R = \frac{\exp(-D_0/kT)}{nkTz_{\mu} a_{\mu}^{1/2} I_1(E_{\mu}/2kT)I_{\mu}(E_{\mu}/2kT)}.$$  

(VI.7)

where $I_n$ is the moment of inertia. In the limit of a flat surface this expression reduces to

$$R = \frac{\Omega_0}{2\pi} \left( \frac{2kT}{kT} \right)^{\frac{1}{2}} \left( \frac{\theta}{\theta_0} \right) \exp \left( - \frac{D_0}{kT} \right).$$  

(VII.8)

Except for a factor of $\pi/4 (\sim 0.8)$ this expression agrees with the corresponding rate obtained from CSDT. The difference arises from the fact that in the present treatment the integral over the angle $\theta$ was carried out from zero to infinity, whereas in the CSDT approach we integrate to a maximum bend-
apply activated complex theory to obtain similar expressions for systems that are considerably more complicated than those studied here.

As better knowledge of the potential surfaces of adsorbate species interacting with each other and with the substrate is developed, one would hope to be able to extend some of the ideas reviewed here to study such systems as associative desorption and diffusion. Although the complications are considerably increased, we hope to extend some of the ideas of CSDT theory to the study of systems with time scales comparable to the characteristic vibrational periods (e.g., collisions, reactive scattering, epitaxial growth, etc.).
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