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INTRODUCTION

This review is primarily concerned with the rupture process of large subduction-zone earthquakes determined by various seismological methods, and with its interpretation in terms of an asperity model. It is not possible to make a thorough and extensive review on the subject because of the limited length. Consequently, this review is inevitably biased toward the works in which I was directly involved through collaborations with various investigators.

The distribution of large earthquakes along subduction zones has a distinct pattern. Great earthquakes occur in South America, Alaska, the Aleutians, and Kamchatka. In contrast, earthquakes along the Marianas are smaller. The seismicity in other subduction zones is intermediate between these two groups (see Figure 1). Although this regional variation is now generally accepted, it was not until an appropriate method for quantification of large earthquakes was developed that the regional variation was clearly recognized. In view of its fundamental importance in seismology, we first review the quantification method.

QUANTIFICATION OF EARTHQUAKES

Since the physical process underlying an earthquake is very complex, we cannot express every detail of an earthquake by a single parameter. Nevertheless, it would be useful if we could find a single number that represents the overall physical size of an earthquake. This was the very
Figure 1  Great and large earthquakes for the period from 1904 to 1985. The surface-wave magnitude $M_s$ is given in parentheses, and the moment magnitude $M_o$ is given in brackets. Shaded areas indicate the rupture zones (modified from Kanamori 1977c).
philosophy of Richter's (1935) earthquake magnitude scale. He defined a local magnitude scale $M_L$ for southern California using the amplitude of seismic waves recorded by the Wood-Anderson seismograph. Although $M_L$ is a purely empirical scale without any direct relation to the physical parameters of the earthquake source, it has proved to be extremely useful in studying seismicity.

Gutenberg and Richter (e.g. Gutenberg 1945, Gutenberg & Richter 1956) extended the magnitude scale to earthquakes worldwide and developed various empirical scales. One of the most widely used scales is the surface-wave magnitude $M_s$, which is defined by the amplitude of surface waves with a period of about 20 s. (For more details on magnitude scales, see Geller & Kanamori 1977, Bath 1981, Abe 1981, Chung & Bernreuter 1981, Kanamori 1983.)

An important empirical relation is the magnitude-energy relation obtained by Gutenberg & Richter (1956):

$$\log E_s = 1.5M_s + 11.8,$$

where $E_s$ is the energy (in ergs) radiated from an earthquake source in the form of elastic waves. This relation was determined empirically too, and it is subject to large uncertainty. Nevertheless, it is widely used in seismology.

In Figure 1, the surface-wave magnitude $M_s$ is given in parentheses. The 1906 Colombia earthquake has the largest $M_s$ (8.6). However, the size of its rupture zone (indicated by the shaded area in Figure 1) is not the largest. The 1960 Chilean earthquake and the 1964 Alaskan earthquake, for example, have much larger rupture zones, yet the $M_s$ values for these events are smaller. If $M_s$ is related to the energy $E_s$ through (1), and if the energy release per unit rupture area is approximately constant, it is rather strange to have smaller $M_s$ values for events with much larger rupture zones. This problem had been recognized by several investigators, but no systematic investigation was made until long-period seismic waves began to be used for seismic source studies.

The difficulty in using $M_s$ for quantification of large earthquakes arises from the fact that the period of surface waves (20 s) used for the determination of $M_s$ is much shorter than the time scale of faulting associated with great earthquakes, for which the fault length can be as long as 1000 km. The duration of faulting is approximately equal to the fault length $L$ divided by the rupture velocity $V$ (which is usually about 2–3 km s$^{-1}$). The time scales of faulting are therefore about 40, 100, and 400 s for events with rupture lengths of 100, 250, and 1000 km, respectively. Hence, the 20-s surface waves cannot represent the entire rupture process of great earthquakes, and the result is that the $M_s$ scale is saturated (as seen in Figure 1).
We can circumvent this difficulty by using longer-period surface waves for quantification purposes. Aki (1966a,b) used long-period Love waves to determine the seismic moment $M_0$ of the 1964 Niigata earthquake. The seismic moment $M_0$ is equal to $\mu DS$, where $D$ is the average slip on the fault, $S$ is the fault area, and $\mu$ is the rigidity of the material surrounding the fault (see Steketee 1958, Maruyama 1963, Burridge & Knopoff 1964). The amplitude of long-period (longer than the duration of faulting) seismic waves generated by an earthquake is proportional to the seismic moment.

Although the seismic moment represents the size of an earthquake only at very long periods, it has proved to be a useful parameter for overall quantification of earthquakes, particularly for great earthquakes. It can be also related to $E_s$ with some assumptions. Kanamori (1977a) shows that

$$E_s = \frac{M_0}{(2\mu/\Delta\sigma)},$$

(2)

where $\Delta\sigma$ is the average stress drop in earthquakes. Various observations indicate that $2\mu/\Delta\sigma$ is roughly $2 \times 10^4$. With these assumptions, we can estimate $E_s$ from $M_0$. Since $M_0$ can be reliably determined from observational data, and since the energy is a fundamental physical quantity, this method is useful for quantification purposes. Once $E_s$ is determined, it is possible to convert it to a magnitude scale by using (1) inversely, i.e.

$$M_w = \frac{\log E_s - 11.8}{1.5}$$

(3)

or

$$M_w = \frac{\log M_0 - 16.1}{1.5}.$$  

(4)

$M_w$ is a magnitude scale defined in terms of energy or moment through (3) or (4). It is important to note that unlike other magnitude scales, this scale is not empirical as long as the estimate of the energy through (2) is correct. Since this magnitude is derived from either energy or seismic moment, it is often called either the energy magnitude or the moment magnitude (see also Purcaru & Berckhemer 1978, Hanks & Kanamori 1979). For earthquakes smaller than 8, $M_w$ generally agrees with $M_s$, which suggests that both of the assumptions used in estimating $E_s$ from $M_0$ through (2) and relation (1) are reasonable. Since $M_0$ does not saturate as the size of the rupture zone increases, $M_w$ does not saturate. In this regard, $M_w$ is a better parameter for quantification of earthquakes than $M_s$. In Figure 1, $M_w$ values for very large earthquakes are given in brackets. The 1960 Chilean earthquake has the largest $M_w$ (9.5), and the 1964 Alaskan earthquake has the second largest $M_w$ (9.2).

Since $M_w$ is determined from very-long-period waves, it does not necessarily represent the size of an earthquake at short periods (e.g. 1–10 s). However, many studies suggest that earthquake source spectra have certain
common features, so that the source parameters determined at long periods, such as the seismic moment, can generally represent the entire spectrum reasonably well (Aki 1967, Kanamori & Anderson 1975, Geller 1976).

The problem of quantification of earthquakes is not very simple. Many parameters are required for a complete description of an earthquake source. However, if we are to use a single parameter to represent the gross size of earthquakes, $M_w$ seems to be the most useful one.

CHARACTERISTICS OF SUBDUCTION ZONES AND SEISMICITY

Figure 1 depicts the variation of seismicity between different subduction zones more clearly with the unsaturated magnitude scale $M_w$ than with $M_s$. Subduction zones in southern Chile, Colombia, Alaska, the Aleutians, and Kamchatka have great earthquakes with $M_w > 8.7$. Subduction zones in the Marianas, Mexico, Tonga Kermadec, and the New Hebrides do not have great earthquakes; most of the major earthquakes in these zones are smaller than 8.2. Since Figure 1 shows the data for the period from 1904 to 1985, this pattern may not be completely representative of subduction-zone seismicity. However, historical data (which are not shown in Figure 1) indicate that the pattern is generally representative of long-term seismicity of subduction zones. A notable exception is Sumatra. A recent study by Newcomb & McCann (1984) shows that two large earthquakes ($M_w = 8\frac{1}{4}$, $8\frac{1}{4}$ to $8\frac{1}{2}$) occurred in Sumatra in 1833 and 1861.

Since most large subduction-zone earthquakes represent the slip between the subducting oceanic plate and the overriding upper plate, the difference in the level of seismicity can be interpreted as the difference in the strength of mechanical coupling between the subducting and overriding plates (Kanamori 1971, 1977b, Kelleher et al 1974, Uyeda & Kanamori 1979). Subduction zones with great earthquakes are strongly coupled, and conversely those without are weakly coupled. Uyeda & Kanamori (1979) called the strongly coupled subduction zones the “Chilean-type” subduction zones, and the weakly coupled zones the “Mariana-type” subduction zones, since these two subduction zones are most representative of strongly and weakly coupled zones, respectively.

Since interplate interaction is a key element that determines tectonic features at plate boundaries, one would expect significant tectonic differences between the Chilean-type and the Mariana-type subduction zones. Figure 2 schematically shows characteristic features of the Chilean- and Mariana-type subduction zones.

The differences in various features are summarized in the following (for more details, see Uyeda 1982, 1984).
Figure 2  Schematic comparison between the Chilean- and the Mariana-type subduction zones (slightly modified from Uyeda 1984).
1. Benioff-Zone Dip Angles  The dip angle of the Benioff (or Wadati-Benioff) zone is very shallow in the Chilean-type subduction zone and steep in the Mariana-type subduction zone. Since the width of the interplate contact zone is likely to increase as the dip angle decreases (Kelleher et al. 1974), this difference is consistent with the difference in the strength of interplate coupling. The trench is deeper at Mariana-type zones than at Chilean-type zones.

2. Existence of the Back-Arc Basin  The back-arc basin is commonly found for the Mariana-type subduction zones, but it is rare in the Chilean-type zones. A possible reason for this is that the increased horizontal compressional stress associated with the strong plate coupling in the Chilean-type zones inhibits back-arc opening.

3. Outer Rise  Watts & Talwani (1975) show that the shape of the outer rise (see Figure 2) varies from place to place, reflecting the difference in the magnitude of the compressive stress in the oceanic lithosphere. However, more recent studies indicate that the outer rise is a universal feature of the trench-arc system and that no obvious regional variation exists (Caldwell et al. 1976). If the magnitude of the compressive stress increases with the strength of interplate coupling, one would expect a more pronounced outer rise off the Chilean-type subduction zones. The data available now, however, are inconclusive.

   In the outer-rise zone, many normal-fault and thrust events occur (Stauder 1968, Chapple & Forsyth 1979). Normal-fault events are generally shallower than thrust events, and they are considered to result from the bending of the oceanic plate before it subducts beneath the upper plate. Ward (1983) examined the depth of outer-rise events and suggests that the depth of transition from normal to thrust events varies from place to place. In general, it is shallower at the Chilean-type zones than at the Mariana-type zones, which suggests that the horizontal compressive stress is larger for the Chilean-type zones.

4. Volcanic Rock Types  In general, andesites are more abundant in the Chilean-type subduction zones, whereas basalts are more common in the Mariana-type zones (e.g. Miyashiro 1974, Gill 1981). Although the distribution of volcanic rocks is rather complex and there are many exceptions, this general trend can be explained in terms of the different degree of plate coupling. At the Chilean-type zones, the higher compressive stress in the upper plate would increase interaction between the ascending magma and the crust, producing more andesitic volcanic rocks (e.g. Coulon & Thorpe 1981). However, the detailed mechanism is presently unknown.
5. UPLIFT OF SHORELINES  There is a striking difference in the uplift rate of shorelines between Chilean-type and Mariana-type subduction zones. Figure 3 shows the maximum height of the Holocene shoreline (5000 ± 1000 yr old) around the Pacific compiled by Yonekura (1983). The uplift of the shorelines in the Chilean-type zones such as Chile and Alaska is very large, but almost no uplift is observed for the Marianas and Tonga subduction zones (both Mariana-type zones). A notable exception is the New Hebrides. Because of its moderate seismicity, the plate coupling there is not considered to be very strong. However, the uplift is almost as large as in Chile. This can be explained by the collision of buoyant topographic features against the New Hebrides arc (Taylor et al 1980). Such collisions seem to play an important role in controlling the mechanical interaction between the plates.

PLATE MOTION AND SEISMICITY

Since great subduction-zone earthquakes are ultimately caused by strain accumulation due to plate motion, seismicity is expected to correlate with plate parameters such as the absolute velocity, convergence rate, plate age,
Benioff-zone dip angle, and length of the downgoing slab. In order to investigate this problem, it is necessary to quantify the seismicity of each subduction zone. One difficulty is that the instrumental data are available only for roughly the past 80 yr.

Ruff & Kanamori (1980) assumed that the level of seismic activity of an individual subduction zone can be represented by the magnitude \( M_w \) of the largest earthquake recorded for that subduction zone. Implicit in this assumption is that at least one large earthquake characteristic of each subduction zone occurred during the past 80 yr. Ideally, it is best to integrate the seismic energy released during the time period considered and determine the energy release rate per unit time and unit length of the subduction zone. Unfortunately, it is difficult to do this accurately because of the lack of reliable data. In an attempt to do this approximately, Ruff & Kanamori (1980) considered the overall level of seismicity during the preinstrumental period and modified \( M_w \). The modified magnitude \( \tilde{M}_w \) differs only slightly from \( M_w \), but it represents the overall seismicity of subduction zones better than \( M_w \).

Peterson & Seno (1984) carefully evaluated the magnitude and the seismic moment values listed in various seismicity catalogs and estimated the moment release rate \( (MRR) \) per unit time and unit length along the arc. Although considerable error is involved in converting the magnitude to the seismic moment, their estimates of the moment release rate are the best presently available.

Figure 4 compares \( MRR \) (determined by Peterson & Seno 1984) with \( \tilde{M}_w \) (determined by Ruff & Kanamori 1980) for various subduction zones. Since the division of subduction zones is slightly different between the two studies, some adjustments are made in this comparison, as explained in the figure caption. In general, \( \log(MRR) \) correlates very well with \( \tilde{M}_w \); this correlation suggests that \( \tilde{M}_w \) is a good parameter to represent the level of seismicity in each subduction zone. The regression line shown in Figure 4 gives \( MRR = 10^{(1.2\tilde{M}_w + 18.2)} \) dyne-cm/(100 km–100 yr). In this sense, it is more appropriate to interpret \( \tilde{M}_w \) as a parameter that represents the rate of seismic moment release rather than as the magnitude of the characteristic earthquake in the region.

Ruff & Kanamori (1980) correlated \( M_w \) (or \( \tilde{M}_w \)) with various plate parameters. For example, Figure 5a shows the relation between \( \tilde{M}_w \) and the plate convergence rate \( V \). In general, as the convergence rate increases, one would expect stronger interplate interaction and, therefore, higher seismicity. Although Figure 5a shows a generally positive correlation, the scatter is very large, which suggests that other factors are also important in controlling seismicity.

Another important plate parameter is the age of the subducting plate.
Since the older plates are more dense, they have a stronger tendency to sink spontaneously, thereby decreasing the strength of mechanical coupling (Molnar & Atwater 1978, Vlaar & Wortel 1976, Wortel & Vlaar 1978). Figure 5b shows the relation between $M'_w$ and the age $T$ of the subducting plate. The correlation is negative, as expected, but the scatter is very large; this result suggests that the plate age is not the sole controlling factor of seismicity.

Figure 5 indicates that the convergence rate $V$ and the plate age $T$ together might be controlling seismicity. Ruff & Kanamori (1980) performed a three-parameter regression analysis in the form $M'_w = aT + bV + c$, where $a$, $b$, and $c$ are constants. Using the data listed in Table 1 of Ruff & Kanamori (1980), they obtained a relation,

$$M'_w = -0.00953T + 0.143V + 8.01$$

where $T$ is in million years and $V$ is in cm yr\(^{-1}\).

Figure 6 compares the observed $M'_w$ values with those calculated from $T$ and $V$ through (5), showing a good correlation between the observed and
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**Figure 4** The relation between the seismic moment release rate $MRR$ [in $10^{27}$ dyne-cm/(100 km·100 yr)] and $M'_w$. The data are taken from Peterson & Seno (1984) and Ruff & Kanamori (1980). Peterson & Seno’s regionalization of the subduction zones is modified as follows (the first and the second names in the parentheses refer to Peterson & Seno’s and Ruff & Kanamori’s data, respectively): (Peru-south, Peru), (average of Central America and Mexico, Central America), (Aleutian-east and Aleutian-west, Aleutian), (Nankai, SW Japan), (Japan, NE Japan).
Figure 5  (a) The relation between convergence rate $V$ and $M^i_w$. The interarc spreading is not included in the calculation of $V$. (b) The relation between the age of the subducting slab and $M^i_w$. For both (a) and (b), the data are taken from Ruff & Kanamori (1980), and the closed and open symbols indicate subduction zones with and without active back-arc opening, respectively.
calculated $M'_w$ values. Also note that the subduction zones with active back-arc opening plot in the lower-left corner of Figure 6, which indicates good correlation between low seismicity and back-arc opening. Ruff & Kanamori (1980) tried similar correlations between $M'_w$ and other plate parameters. They found that among all the three-parameter combinations considered, the $M'_w$-$T$-$V$ combination yields the best correlation.

It should be noted that (5) is obtained empirically without any particular physical model. It is possible that other parameters are equally important. For example, Uyeda & Kanamori (1979) and Peterson & Seno (1984) suggest that the absolute velocity of the upper plate is important in determining the strength of plate coupling. In any case, despite the lack of clear physical models, (5) provides a useful scheme for interpreting global seismicity in terms of a simple plate interaction model.

An alternative approach would be to build a specific physical model and test it by using $M_w$ and other plate parameters. Hager et al (1983) used a global convective flow model of the Earth's mantle (Hager & O'Connell 1981) to determine the flow patterns and pressure distributions in the mantle. They found that the model that allows whole mantle flow yields

\[ M'_w = -0.00953T + 0.143V + 8.01 \]

**Figure 6** The relation between $M'_w$ calculated from $T$ and $V$ using the relation $M'_w = -0.00953T + 0.143V + 8.01$ and the observed $M'_w$. Closed and open symbols indicate subduction zones with and without active back-arc opening, respectively.
flow patterns that are consistent with the observed Benioff-zone geometries. Higher pressure gradients between the mantles beneath the trench and the back-arc area computed for this model correlate well with higher $M_w$. Since a larger pressure gradient tends to press the downgoing slab more tightly against the upper plate, this correlation is reasonable. The correlation is especially good when it is taken for the following three parameters: pressure gradient, age of the subducting plates, and $M_w$. This example demonstrates that seismicity data can provide important constraints on the dynamics of the Earth's mantle.

**ASPERITY MODEL**

As shown in the preceding sections, the global variation of seismicity can be interpreted in terms of the variation of strength of mechanical coupling. However, so far it is not clear what is causing this regional variation of strength.

The width of the lithospheric interface has been correlated with the maximum length of rupture zones by Isacks et al (1968) and Kelleher et al (1974). In this case, the width of the contact zone is the primary factor determining the coupling strength. Kanamori (1971, 1977b) interpreted the variation of interplate coupling in terms of a weakening of the lithospheric interface. Topographic features on the subducting seafloor, such as seamounts and fracture zones, may be controlling the coupling strength (Kelleher & McCann 1976, 1977). However, until recently little was known about the stress distribution on the fault plane of great earthquakes.

Lay & Kanamori (1980) studied body waves and surface waves of large earthquakes in the Solomon Islands region in an attempt to determine the stress distribution on the thrust plane. They found that relatively short-period (about 10 s) seismic body waves are radiated from only small parts of the entire rupture plane, which generates longer-period (about 200 s) surface waves and over which the aftershocks occur (Figure 7a). They interpreted the results in terms of an asperity model, as shown by Figure 7. This asperity model is an outgrowth of laboratory experiments on rock friction. Byerlee (1970) and Scholz & Engelder (1976) suggested that the two sides of a fault are held together by areas of high strength, which they termed asperities. Extending this model to earthquake faults, we call the areas on the fault plane from where relatively short-period seismic body waves are radiated the (fault) asperities; it is assumed that the stronger spots are responsible for high-frequency seismic radiation. However, the fault asperities can be areas of geometrical irregularity. From seismic observations alone, it is not possible to determine their physical properties. The parts of the fault plane where only long-period seismic radiation occurs
or where processes with longer time scales than that of seismic radiation (e.g. creep, aftershock expansion, etc) occur are called the weak zones.

Lay & Kanamori (1980) examined seismograms of events from other subduction zones and found that the complexity of body waveforms is very different. For example, the events that occur in the Kurile Islands generally radiate body waves with very complex waveforms, and these waveforms suggest a rather heterogeneous and complex asperity distribution on the fault plane (see Figure 7b).

Lay & Kanamori (1981) and Lay et al (1982) extended these results to a more general picture (see Figure 7c). In the typical Chilean-type subduction zones, the fault plane is uniformly strong (all asperity), and the size of the rupture zone is determined by major transverse tectonic structures such as fracture zones and ridges (Mogi 1969a, Kelleher & Savino 1975). In subduction zones such as the Aleutian Islands and the Solomon Islands, asperities are relatively large, but they are surrounded by weak zones. The sizes of earthquakes are not as large as those that occur in Chile and Alaska, but failure of one asperity often triggers failure of adjacent asperities, which results in large multiple events or earthquake multiplets (two or more distinct events closely spaced in time). In subduction zones such as the Kurile Islands, asperities become smaller and more heterogeneous in size. In the Mariana-type subduction zones, the fault plane is uniformly weak (no asperities), and no large earthquakes occur.

Ruff & Kanamori (1983a) used seismic body waves to directly determine the asperity distributions on the fault plane of several large earthquakes. Figure 8 illustrates this method.

---

**Figure 7** Representation of the interplate interface in subduction zones by an asperity model. Hatched areas indicate asperities. (a) A model for the Solomon Islands region. The asperities are of comparable size. (b) A model for a more heterogeneous interface in regions such as Japan and the Kurile Islands. (c) A schematic representation of asperity distributions for different regions (from Lay & Kanamori 1980, 1981, Lay et al 1982).
Figure 8a shows a simple fault with length $L$ and area $S$. At point A in the near field, the displacement would look like a ramp function (Figure 8b). The total displacement is equal to half the offset $D$ of the fault. The build-up time $\tau$ is approximately (within a factor of two) equal to $L/V$, where $V$ is the rupture velocity. At point B on the other side of the fault, the displacement time function is reversed in polarity (Figure 8c). At a point in the far field, the displacements from both sides of the fault interfere. As a result, the time function in the far field is given by the time derivative of the near-field displacement (Figure 8d). The area under the bell-shaped function is proportional to the seismic moment, and the width is approximately equal to $\tau$. This function is often called the far-field source time function, and it is used to characterize the source complexity. We can determine the fault dimension and the seismic moment from the duration and the area of the far-field time function.

Figure 8f shows a more complex case that involves two asperities. The near-field and far-field displacements for this case are shown in Figures 8g and 8h. The far-field time function has two pulses, each representing one of the asperities. From the far-field time function like the one shown in Figure 8h, we can determine the asperity distribution. However, because of (a) the distortion of the waveform during propagation between the source and the
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**Figure 8** Fault model and far-field body-wave time function. (a) A simple fault model with uniform strength (i.e. single asperity). (b) The near-field displacement at point A. (c) The near-field displacement at point B. (d) The far-field displacement, often called the far-field source time function. (e) The far-field displacement viewed through a seismograph (seismogram). (f) A complex fault model with two asperities. (g) The near-field displacement. (h) The far-field displacement. (i) Seismogram.
station and (b) the instrument response, the observed waveforms are very complex (Figures 8e,i), and the determination of the far-field time function is extremely difficult. Furthermore, for very large earthquakes such as the 1964 Alaskan earthquake, relatively few usable seismograms exist because most of the seismograms were off-scale. Ruff & Kanamori (1983a) used diffracted P waves to circumvent this difficulty.

Figure 9 compares the waveforms of four large earthquakes: the 1964 Niigata earthquake ($M_w = 7.6$), the 1963 Kurile Islands earthquake ($M_w = 8.5$), the 1965 Rat Islands earthquake ($M_w = 8.7$), and the 1964 Alaskan earthquake ($M_w = 9.2$). The Niigata earthquake is the smallest in this group. Since the fault length of this earthquake is about 60 km, the duration of faulting is about 25 s, and the body waveform viewed through the passband of the long-period WWSSN seismograph (i.e. 5–50 s) is a simple impulse (Figure 9a), which suggests a simple source (Figure 10a), at least as viewed through this passband. In contrast, the waveform of the Kurile Islands earthquake is far more complex and suggests a complex asperity distribution (Figure 10b). The waveforms of the Alaskan earthquake are unique. Not only is the amplitude very large, but also the period is very long. This long-period wave indicates that the asperity responsible for the body-wave radiation is very large. By removing the effects of the wave propagation and the instrument from the body waves, Ruff & Kanamori (1983a) determined that the length scale of the asperity is about 200 km (Figure 10d). The pattern of
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**Figure 9** Representative seismograms for four large earthquakes, plotted with the same amplitude and time scales. For the Alaskan earthquake, the seismogram at $\Delta = 106.5^\circ$ is off-scale, and another seismogram from a station in the shadow zone is shown. Note the large amplitude and the long period of the Alaskan earthquake seismograms (modified from Ruff & Kanamori 1983a).
asperity distribution for the Rat Islands earthquake is intermediate between the Kurile Islands and the Alaskan earthquakes (Figure 10c).

Hartzell & Heaton (1985) determined far-field time functions from $P$ waves of 63 large, shallow subduction-zone earthquakes that occurred in the circum-Pacific belt. They used the seismograms recorded at Pasadena by a Benioff long-period seismograph. Since the passband of this instrument is about 2.5–50 s, the complexity of the source can be resolved only on this time scale. Viewed through this passband, the seismograms showed no obvious global trends in the character of far-field time functions. However, most of the subduction zones do behave characteristically, and this finding suggests regional variations of asperity distribution. For example, the time functions for earthquakes from central Chile, Peru, the Solomon Islands, and the New Hebrides are simple and smooth. The Solomon Islands earthquakes, in particular, are characterized by unusually broad, simple time functions (Figure 11). These results are consistent with the expansion patterns of aftershocks, as is shown later.

More recent studies by Beck & Ruff (1984), Schwartz & Ruff (1985), and Kikuchi & Fukao (1985) have succeeded in resolving important details of the source process. Figure 11 compares the results obtained by different investigators (Hartzell & Heaton 1985). Although the details differ between different studies, the general features as shown in Figure 10 seem to be well established.

If the stress drop $\Delta \sigma_a$ at the asperity does not vary from event to event, the magnitude of the tectonic stress drop $\Delta \sigma$ is approximately equal to $\Delta \sigma_a (S_a/S)$, where $S$ is the total area of the fault plane and $S_a$ is the total area of the asperities. We conclude that in the context of the asperity model, the regional variation of the strength of mechanical coupling (i.e. $\Delta \sigma$) is a manifestation of the regional variation of asperity size and its distribution.

This type of asperity model is a gross generalization of the actual stress distribution on the fault plane, but it also provides simple physical interpretations of some seismicity patterns (e.g. swarms, quiescence, foreshock) before large earthquakes (e.g. Kanamori 1981).
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*Figure 10*  Interpretation of Figure 9 in terms of the asperity model (modified from Ruff & Kanamori 1983a). Compare Figures 9 and 10 with Figures 8f and 8f.
Another class of heterogeneous fault models is the barrier model proposed by Das & Aki (1977). In this model, strong spots (barriers) on the fault plane do not fail during the mainshock. The differences between the asperity model and the barrier model are discussed by Madariaga (1979) and Rudnicki & Kanamori (1981). It is difficult to distinguish between these two models from seismic data alone.

EXPANSION PATTERN OF AFTERSHOCK AREA

Further evidence for regional variations in mechanical heterogeneities of fault zones, here characterized by asperity distributions, came from expansion patterns of aftershock areas. Although the mechanism of
aftershock occurrence is not fully understood, the spatial distribution of aftershocks and its expansion pattern seem to provide clues to the mechanical property of the source region. Mogi (1968, 1969b) noted significant variations of expansion patterns of aftershock areas and interpreted them in terms of regional variations of tectonic structures.

Tajima & Kanamori (1985a) developed a method to objectively define the aftershock area by using spatio-temporal patterns of seismic energy release; they then used this method to examine the aftershock area expansion patterns of about 50 earthquakes. Four examples are shown in Figure 12. For the 1964 Alaskan earthquake, no significant expansion occurred, while the aftershock area of the 1978 Miyagi-Oki, Japan, earthquake expanded nearly threefold in area during the period from 1 day to 100 days after the mainshock. Tajima & Kanamori (1985b) defined the 100-day linear expansion ratio $\eta_1(100)$ by the ratio of the maximum linear dimension of the aftershock area observed at 100 days after the mainshock to that of the 1-day aftershock area. Figure 13, which shows $\eta_1(100)$ plotted at the respective mainshock epicenter, demonstrates a distinct regional
variation. In the western Pacific subduction zones (northeastern Japan, Ryukyu, the Philippines, New Hebrides, and Tonga), the expansion ratios are generally large. On the other hand, in the northern Pacific subduction zones and along the Central American trench, the ratios are generally small. The events in the Solomon Islands (Nos. 18 and 27) are doublets and are indicated by an open circle (large expansion); however, this large linear expansion could be due to the occurrence of the second event of the doublet. If each event of the doublet is considered separately, they would have been classified as events with a small expansion ratio. In the South American subduction zones, the expansion ratios vary from event to event.

These results can be explained in terms of the asperity model, as shown by Figure 14. The rupture during the mainshock mostly involves asperities. After the main rupture is completed, the stress change caused by the mainshock gradually propagates outward into the surrounding weak zones. This stress propagation manifests itself as an expansion of aftershock activity. If the fault zone consists of large asperities abutting each other (e.g. Chilean-type), little expansion occurs (Figure 14b). If the average size of asperities is relatively small, then the strength of interplate coupling is moderate. If these asperities are densely distributed and separated by small weak zones, no extensive aftershock expansion is expected (Figure 14c). The Mexican subduction zone is a typical example of this type. In contrast, if smaller asperities are sparsely distributed (Mariana-type), large expansion

![Figure 13](image-url)  
**Figure 13** Plot of the 100-day linear expansion ratio $\eta_L(100)$. The number beside each symbol corresponds to the event number listed in Tajima & Kanamori (1985b). The asterisk indicates the first event of a doublet (after Tajima & Kanamori 1985b).
Figure 14  Schematic figure showing typical expansion patterns of aftershock area. The hatched areas indicate aftershock areas. The aftershock areas at small \( t \) (time) are considered asperities on a fault zone. (a) A typical expansion pattern. The aftershock area expands from the asperity to the surrounding weak zone. (b) A fault zone with a uniform, large asperity. The aftershock area does not expand, and interplate coupling is strong. (c) Densely distributed small asperities. The aftershock zone expands little, and interplate coupling is moderate. (d) Sparsely distributed small asperities. An aftershock area expands significantly, often overlapping with that of the adjacent event. Interplate coupling is weak (after Tajima & Kanamori 1985b).

ratios are to be expected, and the aftershock areas of adjacent events may overlap each other (e.g. northeastern Japan, the Philippines, New Hebrides, and Tonga-Kermadec; Figure 14d).

The pattern shown in Figure 13 is generally consistent with that of asperity distribution inferred from the locations of great earthquakes and from the body-wave studies, and it renders support to the asperity model.

THE ASPERITY

In the preceding discussion, we introduced asperities as spots of increased strength on the fault plane without specifying what they physically are. As shown earlier, the age of the subducting plate and the plate convergence rate seem to have a strong influence on plate coupling. On the other hand, the coupling strength is also controlled by the heterogeneity on the fault plane. However, the relation between plate parameters such as the age, the convergence rate, and the fault-plane heterogeneities is not obvious. Ruff & Kanamori (1983b) discussed this subject in detail and suggested various possibilities, but at present there is no definite answer to this question.

One important factor, however, seems to be the trench sediment. The amount of trench sediments is very different between different subduction zones because it is controlled by factors such as the supply rate from the
adjacent land and the disposal rate. In some subduction zones, sediments riding on the oceanic plate are scraped off and deposited to form accretionary prisms, while other subduction zones seem to be subducting most of the sediments without forming accretionary prisms (see, e.g., Scholl et al 1977, Hilde 1983, Uyeda 1984). Hilde & Sharman (1978) suggest that horst-and-graben structures, which are often seen on the seafloor near the trench, may be acting as a carrier of the sediments beneath the upper plate, as illustrated in Figure 15. The horst-and-graben structure is thought to be a result of plate bending before subduction. Ruff (1985) proposed that thick excess sediments at subduction zones form a uniform interplate contact plane enhancing the coupling, whereas seafloors with horst-and-graben structures develop a heterogeneous contact plane that decreases the strength of mechanical coupling. Figure 16 shows the global distribution of subduction zones with excess trench sediments (ETS) and with horst-and-graben structures (HGS). Also shown in this figure are the epicenters of large earthquakes. In general, the subduction zones that have experienced very large earthquakes are associated with ETS, and those without large earthquakes are characterized by HGS. We note several exceptions. The Sumatran subduction zone is characterized by ETS, but no great earthquakes have occurred there in this century. Newcomb & McCann (1984), however, documented two great Sumatran earthquakes that occurred in 1833 and 1861. The subduction zone off southwestern Japan has not experienced events with $M_w \geq 8.2$ during this century, but it is the site of two $M_w = 8.1$ earthquakes in this century and many historical great earthquakes. The subduction zone off the Washington-Oregon coast of North America (Juan de Fuca subduction zone) has not experienced great earthquakes for at least the past 150 yr; however, its long-term seismic potential is unknown and is presently a matter of debate (see Heaton & Kanamori 1984).

Another interesting aspect of this model is that it may provide a link between the $M'_w-T-V$ relation and the asperity distribution. There is a general correlation between the dip angle and the age of the oceanic plate.

![Figure 15](image_url)  
**Figure 15** Two trench morphologies. (a) Excess trench sediments. Sediments are scraped off on subduction and form an accretionary prism. (b) Horst-and-graben structure. A well-developed horst-and-graben structure provides a mechanism to carry down the sediments (after Ruff 1985).
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Figure 16  Classification of subduction zones by the two trench morphologies (ETS and HGS). Also shown are $M_w$ values and the approximate rupture zones of major earthquakes (after Ruff 1985).

(Molnar & Atwater 1978). Therefore, older plates may develop more pronounced horst-and-graben structures, since they are bent more sharply before subduction, which results in smaller asperities and weaker coupling.

RELATED PROBLEMS

Evaluation of Seismic Potential

The $M'_w$-$T$-$V$ relation given by (5) could be used to evaluate the seismic potential of subduction zones that have not experienced great earthquakes in historical times. Since the age $T$ of the subducting plate and the convergence rate $V$ are known for most subduction zones, $M'_w$ can be estimated from (5).

Heaton & Kanamori (1984) applied (5) to the subduction zone off the Oregon-Washington coast (Juan de Fuca subduction zone), where no great earthquake is known to have occurred for at least the past 150 yr. Furthermore, instrumentally determined seismicity during the last 80 yr is extremely low. Hence, if we extrapolate the past seismicity to the future, we would expect a very low seismic potential. However, the estimated $T$ and $V$ are about 8 Myr and 3.5 cm yr$^{-1}$, respectively, which would yield a $M'_w$ of 8.4 through (5); this $M'_w$ value suggests a high seismic potential. Since (5) is
obtained entirely empirically, this value of $M_w$ should not be taken at face value. However, it does mean that the Juan de Fuca subduction zone is similar, with respect to the plate-boundary characteristics, to other subduction zones that have experienced great earthquakes, and further investigations into this problem are warranted.

One of the unique features of the Juan de Fuca subduction zone is the very young age of the subducting plate. Since the subduction zones used to determine (5) have a subducting plate older than 10 Myr, there is some question as to whether (5) applies to the very young Juan de Fuca plate. A recent study by Singh et al (1985), however, demonstrates that the 1932 Jalisco, Mexico, earthquake ($M_s = 8.2$) occurred on the boundary between the very young (9 Myr) Rivera plate and the North American plate. This boundary is geometrically similar to that between the Juan de Fuca plate and the North American plate.

**Aseismic and Seismic Slip**

At the Mariana-type subduction zones, seismicity is so low that the slip associated with earthquakes cannot accommodate the total plate motion; this suggests that a substantial amount of slip is occurring aseismically. Kanamori (1977b) estimated the amount of seismic slip at various subduction zones and concluded that the ratio $\eta$ of seismic slip to the total plate motion is approximately 1, 0.25, and 0 for southern Chile, the Kurile Islands, and the Marianas, respectively. However, these estimates are subject to large uncertainties because of (a) errors in the estimates of seismic slip and (b) incomplete data on the repeat times. Subsequently, Seno & Eguchi (1983), Sykes & Quittmeyer (1981), and Peterson & Seno (1984) have made independent analyses of the data. The results of these four studies are in general agreement, though they differ in details, particularly for subduction zones for which repeat-time data are incomplete. On the basis of these studies, Kanamori & Astiz (1985) attempted another interpretation of the data. Figure 17 shows the values of $\eta$ as a function of the age of the subducting plate. These values probably depend on various factors such as the convergence rate, the upper plate velocity, the roughness of the oceanic and upper plate, and the structure of the sediment. Figure 17 shows only the effect of $T$ on $\eta$.

Subduction zones with a relatively young subducting plate (ranging from 20 to 60 Myr old) have $\eta$ values very close to 1, and thus interplate slip for these subduction zones is predominantly seismic. For subduction zones with a very old plate, such as the Marianas and northern Japan, $\eta$ is very small, and therefore the plates are almost decoupled. It is interesting to note that the two largest lithospheric normal-fault earthquakes, the 1933 Sanriku and 1977 Sumbawa earthquakes, occurred in lithospheres that are
120 to 140 Myr old; this suggests that these events result from increased
tensional stress caused by plate decoupling.

As $T \to 0$, the interplate deformation is most likely to be aseismic as a
result of high temperatures, and one would expect $\eta$ to approach 0 as $T \to 0$.
Because of the large uncertainty in the data, however, this result should be
considered only tentative.

**Radiation of High-Frequency Seismic Waves**

The asperity model discussed above was based upon seismic data whose
time scale is longer than 10 s. Since the strength of plate coupling and fault
heterogeneity (asperities) are most likely to affect the radiation of high-
frequency (e.g. > 1 Hz) seismic waves, one would expect regional variations
in the radiation efficiency of high-frequency waves from earthquakes. A
better understanding of high-frequency characteristics of earthquakes is
important for predicting earthquake strong ground motions.

In view of the recent increase in the number of large man-made
structures, such as high-rise buildings and offshore drilling platforms,
estimation of strong ground motions from large earthquakes in subduction
zones is becoming increasingly important. However, observed high-
frequency waveforms from large earthquakes are very complex, so that a
detailed analysis such as the one illustrated by Figure 8 is not feasible. An
alternative approach is to determine the frequency spectrum of far-field
time functions. Houston & Kanamori (1986) used digital seismograms,
which recently became available, to determine the spectra of a few large
Figure 18  Comparison of source spectra (i.e. spectrum of the source time function, such as the one shown by Figure 8h) of six large earthquakes. The dashed curves, which are computed for a theoretical source model, are shown for reference. Note that the spectral amplitude of the 1982 Tonga earthquake at 1 s ($10^6$ Hz) is significantly lower than that for other events.
subduction-zone earthquakes with comparable magnitudes. The results are shown in Figure 18.

Among the events shown in Figure 18, the event in the Tonga Islands occurred in a Mariana-type subduction zone. Comparing the long-period and short-period spectral amplitudes, we see that the Tonga earthquake has proportionally less high-frequency energy than the other events, possibly because of the weak mechanical coupling at the Tonga subduction zone. Since the presently available data are very limited in quantity, more definitive conclusions must await further studies.

CONCLUSIONS

The distribution of great earthquakes and fault-zone mechanical heterogeneities inferred from seismic waveforms and expansion patterns of aftershock areas suggest that the nature and strength of interplate coupling at subduction zones vary significantly from place to place. This regional variation can be characterized best by the use of an asperity model, which assumes that a fault zone consists of two parts: mechanically strong spots herein called the asperities, and weaker zones surrounding the asperities. Strongly coupled subduction zones have a fault zone that consists of large and uniform asperities. As the asperity size decreases with increasing area of weak zones, the fault zone becomes more heterogeneous and the strength of plate coupling decreases.

Tectonic features associated with strongly coupled subduction zones such as the Chilean and Alaskan subduction zones include shallow oceanic trenches, shallow dipping Benioff zones, generally andesitic volcanism, and the absence of active back-arc basins. Weakly coupled subduction zones such as the Marianas have tectonic features more or less opposite in nature. This difference is intuitively consistent with the difference in the magnitude of horizontal compressive stress in the trench-arc system associated with the difference in the degree of plate coupling. However, the details of the physical mechanism remain to be investigated.

The magnitude $M'_w$ of the largest “characteristic” earthquake of a subduction zone correlates well with the age $T$ of the subducting plate and the convergence rate $V$ in the form $M'_w = aT + bV + c$ ($a = -0.00953$, $b = 0.143$, $c = 8.01$, $T$ in Myr, $V$ in cm yr$^{-1}$). This relation, though purely empirical, is useful in predicting $M'_w$ for subduction zones that have not experienced large earthquakes in historical time.
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