TRANSITIONS BETWEEN NONSYMMETRIC AND SYMMETRIC STEADY STATES NEAR A TRIPLE EIGENVALUE*

D. S. COHEN† AND T. ERNEUX‡

Abstract. We examine the existence of nonuniform steady-state solutions of a certain class of reaction-diffusion equations. Our analysis concentrates on the case where the first bifurcation is near a triple eigenvalue. We derive the conditions for a continuous transition between nonsymmetric and symmetric solutions when the bifurcation parameter progressively increases from zero. Finally, we give an example of a four variables model which presents the possibility of a triple eigenvalue.

1. Introduction. Numerous experiments on growing and regenerating systems reveal that cellular differentiation is essentially a two step process. In the first step, it is assumed that a concentration gradient of a substance, or a gradient of some other physical variable, is formed in a cell population. The level of this gradient in any cell assigns a specific state to each unit in this population. In the second step, the cells differentiate according to their position and their genetic program [17], [18].

In order to explain the emergence of concentration patterns in a previously homogeneous medium, several authors have proposed that these chemical structures appear as the result of the interactions of reactive and diffusive substances [6], [7], [13], [14]. Much of the theoretical work of chemical networks involving diffusion and reaction has been devoted to the following set of nonlinear partial differential equations.

\[
\frac{\partial}{\partial t} X = F(X, \lambda, \gamma, \mu) + D \frac{\partial^2}{\partial r^2} X, \quad 0 \leq r \leq l, \\
\frac{\partial}{\partial r} X = 0, \quad r = 0, l, \quad X(0, r) = X_0(r),
\]

where \( X = \text{col} \{ X_1, X_2, \ldots, X_n \} \), \( F(X, \lambda, \gamma, \mu) \) represents the reaction kinetics associated to the intermediates \( X_i \) and \( D \) is the matrix of constant diffusion coefficients. \( \lambda, \gamma, \mu \) correspond to physico-chemical control parameters.

Recently, we have studied the possible coexistence of steady-state solutions of equations (1.1) which present 1 and 2 as basic wave numbers and near a double eigenvalue. We have shown that a continuous evolution between these structures is possible even if parameters are nonuniformly distributed in the system [2] (this issue, pp. 1042–1060). The predictions of our analysis were compared to experiments involving transitions between polar (nonsymmetric) and symmetric patterns [3]. Since different transformations are sometimes observed when the normal development is perturbed, we shall examine a different possibility which may influence the transition between nonsymmetric and symmetric steady states.

The purpose of this paper is to analyze the existence of steady state solutions near a triple degenerate bifurcation point. Although, the bifurcation diagram of the steady states is more complex, our analysis, given in § 2, indicates that a direct transition between steady state solutions presenting 1 and 2 as basic wave numbers can still be expected. Since our study is based on the assumption of the existence of triple degenerate bifurcation points, we give in § 3 an example of a model system presenting this possibility. Section 4 discusses the results.
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2. Bifurcation near a triple eigenvalue. In this section, we analyze the steady state bifurcation from the trivial solution of the reaction-diffusion equations (1.1). The present analysis concentrates on the case when the first bifurcation is from a triple eigenvalue.

Let us introduce a steady state solution \( X = X_0 \) which obeys the equation
\[
F(X_0, \lambda, \gamma, \mu) = 0.
\]
It is convenient to define the new variables
\[
(2.2a) \quad x = X - X_0,
\]
\[
(2.2b) \quad s = r
\]
and rewrite (1.1) in terms of \( x \) and \( s \):
\[
\begin{align*}
\frac{\partial}{\partial t} x &= L(\lambda, \gamma, \mu)x + H(x, \lambda, \gamma, \mu), \quad 0 \leq s \leq 1, \\
\frac{\partial}{\partial s} x &= 0, \quad s = 0, 1, \quad x(0, s) = x_i(s)
\end{align*}
\]
where we have fixed the values of all the parameters except \( \lambda, \gamma \) and \( \mu \). \( L(\lambda, \gamma, \mu) \) is defined as \( L(\lambda, \gamma, \mu) = (\partial F/\partial x_i)x_0 + (D/\ell^2) \partial^2/\partial s^2 \), and \( H(x, \lambda, \gamma, \mu) \) corresponds to the nonlinear part of \( F(X, \lambda, \gamma, \mu) \) after introducing (2.2a).

We assume that (2.3) satisfies the following conditions:

1. We assume that when \( \lambda \) progressively increases from zero, there exists a domain of \( (\lambda, \gamma, \mu) \) values where \( x = 0 \) is stable to perturbations uniform in space and the first bifurcation point of the basic state corresponds to nonuniform steady states. To determine the eventual branching of steady, nonuniform solutions of equation (2.3), it is necessary to solve the linear eigenvalue problem
\[
(2.4) \quad L(\lambda, \gamma, \mu)u = 0.
\]
We assume that (2.4) admits nontrivial solutions when
\[
(2.5) \quad \lambda = \lambda_n(\gamma, \mu), \quad n = 1, 2, \ldots.
\]
The corresponding eigenfunctions take the simple form
\[
(2.6) \quad u_n = p_n \cos n \pi s,
\]
where \( p_n \) is a constant vector, satisfying
\[
(2.7) \quad \left\{ \left( \frac{\partial F}{\partial x_i} \right)_{x_0,\lambda_n} - \frac{D}{\ell^2} k_n^2 \right\} p_n = 0, \quad k_n^2 = \frac{n^2 \pi^2}{4}.
\]

2. There exist critical values of \( \gamma = \gamma^0, \mu = \mu^0 \) such that
\[
(2.8) \quad \lambda = \lambda_1(\gamma^0, \mu^0) = \lambda_2(\gamma^0, \mu^0) = \lambda_3(\gamma^0, \mu^0).
\]
Moreover, when \( \lambda \) increases from zero, we assume that \( \lambda = \lambda^0 \) corresponds to the first bifurcation point of \( x = 0 \). Note that in contrast to the general case \( (\gamma \neq \gamma^0, \mu \neq \mu^0) \) the three eigenfunctions \( u_n \) \( (n = 1, 2, 3) \) given by (2.6) are all in the nullspace \( N \) of \( L_0 \equiv L(\lambda_0, \gamma^0, \mu^0) \):
\[
(2.9) \quad L_0 u_n^0 = 0, \quad n = 1, 2, 3.
\]
An example of a model chemical system operating in one space dimension and satisfying these two hypotheses is presented in § 3. Triple degenerate bifurcation points can also be observed for symmetric two- or three-dimensional systems. An example has been studied in the context of convective instabilities [4] and another reaction-diffusion problem has been examined by Reiss [15].

In the sequel, we intend to solve equations (2.3) with $\partial x/\partial t = 0$ for $(\lambda, \gamma, \mu)$ near $(\lambda^0, \gamma^0, \mu^0)$ using a generalization of the method proposed by Bauer et al. [1], [2], [5], [8], [9], [11], [16]. The bifurcation analysis will involve three parameters: we define $\delta = \lambda - \lambda^0$, $\sigma = \gamma - \gamma^0$, $\omega = \mu - \mu^0$ and rewrite (2.3) with $\partial x/\partial t = 0$ in terms of $\delta$, $\sigma$, $\omega$:

$$M(\delta, \sigma, \omega) x + N(x, \delta, \sigma, \omega) = 0, \quad 0 \leq s \leq 1,$$

(2.10)

$$\frac{dx}{ds} = 0, \quad s = 0, 1,$$

where

$$M(\delta, \sigma, \omega) = L(\lambda^0 + \delta, \gamma^0 + \sigma, \mu^0 + \omega),$$

(2.11)

$$N(x, \delta, \sigma, \omega) = H(x, \lambda^0 + \delta, \gamma^0 + \sigma, \mu^0 + \omega).$$

To solve (2.10) for $\delta$, $\sigma$, $\omega$ small, we first define $\varepsilon$ as

(2.12)

$$\varepsilon = \lambda_2 - \lambda_1 \quad (0 < \varepsilon \ll 1)$$

and assume the following expansions for $\lambda_3 - \lambda_1$ and the bifurcation parameter $\delta$:

(2.13)

$$\lambda_3 - \lambda_1 = \varepsilon \sigma_1 + \varepsilon^2 \sigma_2 + \cdots > 0,$$

(2.14)

$$\delta = \varepsilon \delta_1 + \varepsilon^2 \delta_2 + \cdots.$$

Then, we seek a solution of (2.10) of the form,

(2.15)

$$x = x(s, \varepsilon) = \varepsilon x_1(s) + \varepsilon^2 x_2(s) + \cdots.$$

From (2.12), (2.13) and since $\lambda_i = \lambda_i(\sigma, \omega)$ we find that

(2.16)

$$\sigma = \varepsilon \sigma_1 + \varepsilon^2 \sigma_2 + \cdots,$$

(2.17)

$$\omega = \varepsilon \omega_1 + \varepsilon^2 \omega_2 + \cdots.$$

Moreover, in order to carry out our perturbation procedure, we assume that $M(\delta, \sigma, \omega)$ and $Q(x, \delta, \sigma, \omega)$ have the following representations:

(2.18)

$$M(\delta, \sigma, \omega) = L_0 + \delta M_1 + \sigma M_2 + \omega M_3 + O(\delta^2, \sigma^2, \omega^2, \delta \sigma, \delta \omega, \sigma \omega)$$

when $|\delta| = O(\sigma) = O(\omega) \rightarrow 0$,

(2.19)

$$Q(x, \delta, \sigma, \omega) = Q_2(x, \delta, \sigma, \omega) + Q_3(x, x, \delta, \sigma, \omega) + \cdots$$

when $|x| \rightarrow 0$. $Q_k(x, \cdots, x, \delta, \sigma, \omega)$ represents vectors of homogeneous polynomials of degree $k$ in the concentration variables $x_1, \cdots, x_n$. From (2.12)-(2.14) and the definition of $\delta$, we find that

(2.20)

$$\lambda - \lambda_j = \varepsilon P_j + \varepsilon^2 Q_j + \cdots \quad (j = 1, 2, 3),$$

where the coefficients $P_j$, $Q_j, \cdots$ are linear combinations of $\delta_1$, $\delta_2$, $\sigma_1$, $\sigma_2, \cdots$, $\omega_1$, $\omega_2, \cdots$. Moreover, from (2.12), (2.13) and (2.20), we obtain relations between the
Our bifurcation analysis will present three parts:
1. We determine the different unknown functions \( x_i(s) \) appearing in the expansion (2.15).
2. We examine the question of secondary bifurcation.
3. We develop an inner expansion of the solutions of (2.10) when the general expansion (2.15) becomes no longer valid.

2.1. Bifurcation analysis. Introducing (2.14)-(2.17) into (2.10) and equating like powers of \( \varepsilon \), we obtain the following equations for \( x_1, x_2 \):

\[
L_0 x_1 = 0, \quad 0 \leq s \leq 1,
\]

\[
\frac{dx_1}{ds} = 0, \quad s = 0, 1.
\]

\[
L_0 x_2 = -(\delta_1 M_1 + \sigma_1 M_2 + \omega_1 M_3) x_1 - Q_2 (x_1, x_1, 0, 0, 0), \quad 0 \leq s \leq 1,
\]

\[
\frac{dx_2}{ds} = 0, \quad s = 0, 1.
\]

As a consequence of (2.9), the general solution of equations (2.22) is

\[
x_1(s) = \sum_{i=1}^{3} \alpha_i \mu_i^0,
\]

where \( \alpha_1, \alpha_2, \alpha_3 \) are undetermined coefficients. Introducing (2.24) into the right-hand side of (2.23), we apply the solvability conditions

\[
\int_0^1 ds ([\delta_1 M_1 + \sigma_1 M_2 + \omega_1 M_3] x_1(s) + Q_2 (x_1(s), x_1(s), 0, 0, 0), u_j^* ) = 0, \quad j = 1, 2, 3,
\]

where \( u_j^* \) \((j = 1, 2, 3)\) denote the three solutions which span the null space \( N^* \) of the adjoint operator \( L_0^* \) and satisfy, \( \int_0^1 ds (u_j^*, u_j^*) = 1 \) \((j = 1, 2, 3)\). These conditions are given by

\[
P_1 \alpha_1 + A_1 \alpha_1 \alpha_2 + A_2 \alpha_2 \alpha_3 = 0,
\]

\[
P_2 \alpha_2 + B_1 \alpha_1 \alpha_3 + B_2 \alpha_1^2 = 0,
\]

\[
P_3 \alpha_3 + C_1 \alpha_1 \alpha_2 = 0,
\]

where \( A_1, A_2, B_1, B_2, C_1 \) are coefficients which are independent of \( \delta, \sigma, \omega \) and are defined in Appendix A. The solutions of (2.26) are given by:

(i) \( \alpha_1 = \alpha_2 = \alpha_3 = 0. \)

(ii) \( \alpha_1 = \alpha_2 = 0, \quad P_3 = 0, \quad \alpha_3 \) undetermined.

(iii) \( \alpha_1 = \alpha_3 = 0, \quad P_2 = 0, \quad \alpha_2 \) undetermined.
(iv) When
\[(2.30a) \Delta = (A_1P_3)^2 + 4A_2C_1P_1P_3 \geq 0,\]
\(\alpha_2\) is given by
\[(2.30b) \alpha_2 = \frac{A_1P_3 \pm \sqrt{\Delta}}{2A_2C_1}\]
and \(\alpha_1, \alpha_3\) are related to \(\alpha_2\) by
\[(2.30c) \alpha_1^2 = \frac{P_2\alpha_2}{(B_1C_1\alpha_2/P_3 - B_2)} \geq 0,\]
\[(2.30d) \alpha_3 = -\frac{C_1\alpha_1\alpha_2}{P_3}.\]

Equation (2.27) corresponds to the basic state, (2.28), (2.29) describe vertical branches of solutions and (2.30) represents four distinct branches of solutions with \(\alpha_j \neq 0\) \((j = 1, 2, 3)\) provided the conditions (2.30a) and (2.30c) are satisfied. Two of these branches may present a singular behavior \((|\alpha_1| \to \infty)\) when
\[(2.31) \alpha_2 \to \alpha_2^* = \frac{B_2P_3^*}{B_1C_1}.\]

Introducing (2.31) into (2.30b) and using (2.21), we obtain the following conditions:
\[(2.32) P_1^* = \frac{a_1B_2(A_1B_1 - A_2B_2)}{(A_1B_1B_2 - A_2B_2^2 + B_2^2C_1)},\]
\[(2.33) (P_1^* - a_1)(A_1^2(P_1^* - a_1) + 4A_2C_1P_1^* \geq 0).\]

When \(B_2 < 1\), (2.32), (2.33) become:
\[(2.34) P_1^* = \frac{a_1B_2A_1}{B_1C_1} < 1, \quad a_1^2A_2^2 > 0,\]
and the singular point is located near \(\lambda = \lambda_1 + O(\varepsilon^2)\). When \(B_2\) is larger, the amplitude \(\alpha_2 = \alpha_2(P_1)\) does not change—(2.30b) is independent of \(B_2\)—but the value of \(P_1^*\) increases. Figures 1, 2 illustrate the behavior of the bifurcation diagram when \(B_2\) varies for particular values of the coefficients \(A_1, A_2, B_1, B_2, C_1\) and \(a_1\). In order to analyze the behavior of the solutions near the critical point defined by (2.32), (2.33), we need an inner expansion of the solutions of (2.10). This is presented in § 2.3.

On the other hand, the next order corrections of the solutions (2.30) become singular when \(P_2 \to 0\) (or \(P_3 \to 0\)). When \(P_2\) (or \(P_3\)) approaches zero, we note from (2.30) that \(\alpha_2 = O(1), \alpha_1 = O(|P_2|^{1/2}), \alpha_3 = O(|P_2|^{1/2}), (or \alpha_3 = O(1), \alpha_1 = O(|P_3|^{1/2}), \alpha_2 = O(|P_3|^{1/2}))\). These observations suggest that we reexamine the bifurcation problem when \(P_2 = 0\) (or \(P_3 = 0\)) and seek a solution of (2.10) of the form
\[(2.35) x = X(s, \varepsilon^{1/2}) = \varepsilon^{1/2}X_1(s) + \varepsilon X_2(s) + \varepsilon^{3/2}X_3(s) + \cdots,\]
assuming
\[(2.36) \lambda - \lambda_2 = \varepsilon^2Q_2 + O(\varepsilon^3), (or \lambda - \lambda_3 = \varepsilon^2Q_3 + O(\varepsilon^3)).\]

In the next section, we examine each case and prove the existence of secondary bifurcations.
FIG. 1. Bifurcation diagram of the solutions of equations (2.26). We represent $\alpha_1$, $\alpha_2$, $\alpha_3$ as functions of the bifurcation parameter $\lambda$. The three amplitudes are given by (2.27)-(2.30). The values of the coefficients appearing in (2.26) are $A_1 = 2$, $A_2 = -1$, $B_1 = -2$, $B_2 = -1.125$, $C_1 = 1.5$ and $a_1 = 2.2$. We observe secondary bifurcation points which are indicated by the arrows and a singular point where the branch of steady states becomes unbounded.

FIG. 2. Bifurcation diagram of the solutions of (2.26). As in Fig. 1, we represent the three amplitudes $\alpha_1$, $\alpha_2$, $\alpha_3$ as functions of $\lambda$. The values of the coefficients in (2.26) are the same as for Fig. 1 except $B_2 = -1.5$.

2.2. Secondary bifurcation.
(i) $P_2 = 0$. We assume that the bifurcation parameter $\delta$ admits the following expansion:

$$\delta = \varepsilon \delta_{1c} + \varepsilon^2 \delta_2 + O(\varepsilon^3),$$

where $\delta_1 = \delta_{1c}(\sigma_1, \omega_1)$ is fixed by the condition $P_2(\delta_{1c}, \sigma_1, \omega_1) = 0$. Consequently, from (2.20), (2.21) we observe the following relations between $\lambda$ and the three primary
bifurcation points:

(2.38a) \[ \lambda - \lambda_2 = \varepsilon^2 Q_2 + O(\varepsilon^3), \]
(2.38b) \[ \lambda - \lambda_1 = \varepsilon + \varepsilon^2 Q_2 + O(\varepsilon^3), \]
(2.38c) \[ \lambda - \lambda_3 = \varepsilon (1 - a_1) + \varepsilon^2 (Q_2 - a_2) + O(\varepsilon^3). \]

Introducing (2.16), (2.17), (2.35) and (2.37) into (2.10) and equating to zero the coefficients of each power of \( \varepsilon^{1/2} \), we obtain a sequence of linear systems. Applying the solvability conditions, we find that

(2.39) \[ x = \varepsilon (\beta_2 + O(\varepsilon^{1/2}))u_2 + \varepsilon^{3/2}(\beta_1 u_1 + \beta_3 u_3) + O(\varepsilon^2), \]

where \( u_j^0 \) (\( j = 1, 2, 3 \)) are defined by (2.9) and \( \beta_j \) (\( j = 1, 2, 3 \)) satisfy

\[ \beta_1 + A_1 \beta_1 + A_2 \beta_2 = 0, \]

(2.40) \[ Q_2 \beta_2 + B_1 \beta_1 + B_2 \beta_3 + B_3 \beta_2^3 = 0, \]

\[ (1 - a_1) \beta_3 + C_1 \beta_1 \beta_2 = 0 \]

and the new coefficient \( B_3 \) is defined in Appendix B. Equations (2.40) admit the following solutions:

(i) \[ \beta_1 = \beta_2 = \beta_3 = 0. \]

(ii) If \( Q_2/B_3 < 0 \)

(2.42) \[ \beta_1 = \beta_3 = 0, \quad \beta_2 = \pm(-Q_2/B_3)^{1/2}. \]

(iii) When

(2.43a) \[ \Delta = A_1^2 (1 - a_1)^2 + 4A_2 C_1 (1 - a_1) \geq 0, \]

\( \beta_2 \) is a constant given by

(2.43b) \[ \beta_2^0 = \frac{A_1 (1 - a_1) \pm \sqrt{\Delta}}{2A_2 C_1} \]

and \( \beta_1, \beta_3 \) are functions of \( Q_2 \):

(2.43c) \[ \beta_1^0 = \frac{\beta_2^0 (Q_2 + B_3 \beta_2^{02})}{(B_1 C_1 \beta_2^{02}/(1 - a_1) - B_2)} \geq 0, \]

(2.43d) \[ \beta_3 = -\beta_1 \beta_2^{02} C_1/(1 - a_1). \]

Equation (2.41) corresponds to the basic state, (2.42) represents primary bifurcating states appearing at \( Q_2 = 0 \) (\( \lambda = \lambda_2 + O(\varepsilon^3) \)), (2.43) describes secondary bifurcating steady states emerging from (2.42) at \( Q_2 = -B_3 \beta_2^{02} \) and connecting when \( |Q_2| \to \infty \) the primary steady state solutions previously described in §2 when \( P_2 \neq 0 \). Note that if condition (2.43a) is verified, condition (2.43c) is always satisfied since \( Q_2 + B_3 \beta_2^{02} \) can be positive or negative.

(ii) \( P_3 = 0 \). We assume an expansion of \( \delta \) of the form (2.37) where \( \delta_{1c}(\sigma_1, \omega_1) \) is fixed by the condition \( P_3(\delta_{1c}, \sigma_1, \omega_1) = 0 \). From (2.20), (2.21), we observe the following relations between \( \lambda \) and the primary bifurcation points:

(2.44a) \[ \lambda - \lambda_3 = \varepsilon^2 Q_3 + O(\varepsilon^3), \]

(2.44b) \[ \lambda - \lambda_1 = \varepsilon a_1 + \varepsilon^2 (Q_3 + a_2) + O(\varepsilon^3), \]
(2.44c) \[ \lambda - \lambda_2 = \varepsilon (a_1 - 1) + \varepsilon^2 (Q_3 + a_2) + O(\varepsilon^3). \]

Introducing (2.16), (2.17), (2.35) and (2.37) into (2.10), equating to zero the coefficients of each power of \( \varepsilon^{1/2} \) and applying the solvability conditions, we find the following results:

(2.45) \[ x = \varepsilon (\beta_3 + O(\varepsilon^{1/2})) u_3^0 + \varepsilon^{3/2} (\beta_1 u_1^0 + \beta_2 u_2^0) + O(\varepsilon^2), \]

where the amplitudes \( \beta_1, \beta_2, \beta_3 \) satisfy

(2.46) \[
\begin{align*}
(a_1 - 1) \beta_2 + B_1 \beta_1 \beta_3 &= 0, \\
Q_3 \beta_3 + C_1 \beta_1 \beta_2 + C_2 \beta_3^3 &= 0,
\end{align*}
\]

where \( C_2 \) is defined in Appendix C. Equations (2.46) admit the following solutions:

(i) \[ (2.47) \beta_1 = \beta_2 = \beta_3 = 0. \]

(ii) If \( Q_3/C_2 < 0 \),

(2.48) \[ \beta_1 = \beta_2 = 0, \quad \beta_3 = \pm (Q_3/C_2)^{1/2}. \]

(iii) \( \beta_3 \) is a constant given by

(2.49a) \[ \beta_3^{02} = a_1(a_1 - 1)/A_2 B_1 > 0 \]

and \( \beta_1, \beta_2 \) depend on \( Q_3 \):

(2.49b) \[ \beta_1^2 = (a_1 - 1)(Q_3 + C_2 \beta_3^{02})/B_1 C_1 > 0, \]

(2.49c) \[ \beta_2^2 = a_1(Q_3 + C_2 \beta_3^{02})/A_2 C_1 > 0. \]

Equation (2.47) is the basic state, (2.48) represents primary bifurcating states emerging from \( x = 0 \) at \( Q_3 = 0(\lambda = \lambda_3 + O(\varepsilon^3)) \), (2.49) describes secondary bifurcating states emerging from (2.48) at \( Q_3 = -C_2 \beta_3^{02} \) provided the three conditions (2.49a)--(2.49c) can be satisfied. Moreover, when \( |Q_3| \to \infty \), they connect the primary branches of solutions described in § (2.1) when \( P_3 \neq 0 \).

2.3. Inner expansion of the steady state solutions near the singular point \( P_1 = P_1^* \). When the general expansion of the steady state solutions presents a singularity at \( P_1 = P_1^* \) given by (2.32), we propose a new expansion of the solutions in the vicinity of this point [12]. The asymptotic behavior of the outer solution (2.15) when \( |P_1 - P_1^*| \to 0 \) indicates that the singularity appears when \( P_1 - P_1^* = O(\varepsilon^{1/2}) \) and suggests that the appropriate scalings in this critical regime are:

(2.50) \[ \delta_1 = \varepsilon (\delta_1^* + \varepsilon^{1/2} \Gamma_1 + \varepsilon \Gamma_2 + \cdots), \]

(2.51) \[ x(s, \varepsilon^{1/4}) = \varepsilon^{3/4} (X_1(s) + \varepsilon^{1/4} X_2(s) + \varepsilon^{1/2} X_3(s) + \cdots), \]

where \( \delta_1 = \delta_1^*(\sigma_1, \omega_1) \) is defined by the condition \( P_1(\delta_1^*, \sigma_1, \omega_1) = P_1^* \). Introducing (2.16), (2.17), (2.50), (2.51) into equations (2.10) and equating like powers of \( \varepsilon^{1/4} \), we find that

(2.52) \[ x = \varepsilon^{3/4} [(\phi_1 + O(\varepsilon^{1/2})) u_1^0 + (\phi_3 + O(\varepsilon^{1/2})) u_3^0] + \varepsilon (\phi_2 + O(\varepsilon^{1/2})) u_2^0 + O(\varepsilon^{5/4}), \]

where the amplitudes \( \phi_1, \phi_2, \phi_3 \) are obtained from the solvability conditions:

(2.53) \[ \phi_2 = \alpha_2^* \]
and \( \alpha_2^* \) is defined by (2.31), \( \phi_3 \) is simply related to \( \phi_1 \) by

\[
\phi_3 = -\frac{B_2 \phi_1}{B_1}
\]

and \( \phi_1 \) satisfy an equation of the form,

\[
\phi_1^4 S_2 + \phi_1^2 S_1 R + S_0 = 0.
\]

\( S_2, S_1, S_0 \) represent complex expressions of the coefficients appearing in the successive solvability conditions. \( R = R(\Gamma_1) \) is related to \( \lambda \) by,

\[
\lambda - \lambda_1 = \epsilon P_1^* + \epsilon^{3/2} R + O(\epsilon^2).
\]

When \( S_0 S_2 < 0 \), there exists a unique positive solution for \( \phi_1^2 \) which is defined for \( R \geq 0 \). However when \( S_0 S_0 > 0 \), there exist two positive solutions for \( \phi_1^2 \) which are defined for \( R > 0 \) if \( S_0 S_1 < 0 \) or for \( R < 0 \) if \( S_0 S_1 > 0 \). These two branches of solutions admit a limit point given by, \( R^2 = 4 S_0 S_2 / S_1^2 \). Moreover, when \(|R| \to \infty\), the inner solutions admit the two following limits:

\[
\begin{align*}
\phi_1^2 &= O(|R|^{-1}), \\
\phi_2^2 &= O(|R|).
\end{align*}
\]

We have verified that (2.57b) approaches the inner limit of the outer solution which is given by (2.30). Composite expansion can be formed from the inner and outer expansions, as it is proposed by the method of matched asymptotic expansions [12]. The second limit (2.57b) connects large amplitude solutions which are not described by our analysis. Figure 3 represents the complete bifurcation diagram of the steady state solutions.

**Fig. 3.** Composite bifurcation diagram. Taking into account the inner description of the steady state solutions near the singular point defined by (2.32)-(2.33), a uniform representation of the solutions can be obtained. \( x = \lambda_{j=1}^3 a_j \), where \( a_j = \epsilon a_j \) (j = 1, 2, 3) for all values of \( \lambda \) except near the singular point \( \lambda = \lambda^* + O(\epsilon^{3/2}) \): \( \alpha_1 = \epsilon^{3/4} \beta_1, \alpha_2 = \epsilon^{3/2} \beta_3, \alpha_2^* = \epsilon^{3/2} \beta_3 \) and near the primary bifurcation points \( \lambda = \lambda_2 + O(\epsilon^2) \): \( \alpha_1 = \epsilon \beta_1, \alpha_3 = \epsilon \beta_3, \alpha_2 = \epsilon^{3/2} \beta_2 \) and \( \lambda = \lambda_3 + O(\epsilon^2) \): \( \alpha_1 = \epsilon \beta_1, \alpha_2 = \epsilon \beta_2, \alpha_3^* = \epsilon^{3/2} \beta_3 \).
3. A model system presenting a triple eigenvalue. In this section, we give an example of a reaction-diffusion model presenting a triple eigenvalue.

Consider the following four variable system

\[
\begin{align*}
\frac{\partial}{\partial t} X_1 &= F(X_1, Y_1, \lambda) + D_1 \frac{\partial^2}{\partial r^2} X_1 + k_1 (X_2 - X_1), \\
\frac{\partial}{\partial t} Y_1 &= G(X_1, Y_1, \lambda) + D_2 \frac{\partial^2}{\partial r^2} Y_1 + k_2 (Y_2 - Y_1), \\
\frac{\partial}{\partial t} X_2 &= F(X_2, Y_2, \lambda) + D_1 \frac{\partial^2}{\partial r^2} X_2 + k_1 (X_1 - X_2), \\
\frac{\partial}{\partial t} Y_2 &= G(X_2, Y_2, \lambda) + D_2 \frac{\partial^2}{\partial r^2} Y_2 + k_2 (Y_1 - Y_2),
\end{align*}
\]

where \(F(X, Y, \lambda)\) and \(G(X, Y, \lambda)\) correspond to the kinetic equations of the so called "Brussellator" model [14]:

\[
\begin{align*}
F(X, Y, \lambda) &= A + X^2 Y - (B + 1) X, \\
G(X, Y, \lambda) &= B X - X^2 Y.
\end{align*}
\]

A uniform steady state solution of (3.1) is

\[
X_1 = X_2 = A; \quad Y_1 = Y_2 = \frac{B}{A}.
\]

Its stability can be determined by linear stability analysis. Setting

\[
X_j = A + u_j(r) e^{\sigma r}, \quad Y_j = B/A + v_j(r) e^{\sigma r}, \quad j = 1, 2
\]

in (3.1), and neglecting the nonlinear terms in \(u_j(r)\), \(v_j(r)\), we find that \(u_j(r)\), \(v_j(r)\) \((j = 1, 2)\) must satisfy the linear eigenvalue problem

\[
\begin{pmatrix}
D \frac{d^2}{dr^2} + L + K - \sigma I
\end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \\ v_1 \\ v_2 \end{pmatrix} = 0, \quad 0 \leq r \leq 1,
\]

where

\[
L = \begin{pmatrix}
B - 1 & A^2 & 0 & 0 \\
-B & -A^2 & 0 & 0 \\
0 & 0 & B - 1 & A^2 \\
0 & 0 & -B & -A^2
\end{pmatrix},
\]

\[
D = \begin{pmatrix}
D_1 & 0 \\
D_2 & D_1 \\
0 & D_2
\end{pmatrix}, \quad K = \begin{pmatrix}
-k_1 & 0 & k_1 & 0 \\
0 & -k_2 & 0 & k_2 \\
k_1 & 0 & -k_1 & 0 \\
0 & k_2 & 0 & -k_2
\end{pmatrix}.
\]
The eigenfunctions of (3.4) are

\[ (u_j, v_j) = \left( \frac{1}{c_{mj}} \right) \cos n \pi r, \quad j = 1, 2, \quad n = 0, 1, 2 \cdots, \]

provided the eigenvalues \( \sigma = \sigma_n \) satisfy

\[ \det (-Dn^2 \pi^2 - \sigma_n I + L + K) = 0. \]

The trivial solution (3.2) is stable if Re (\( \sigma_n \)) < 0 for all \( n \) but is unstable if not. The eigenvalues \( \sigma_n \) satisfy the following characteristic equation:

\[ f_1(\sigma_n) \cdot f_2(\sigma_n) = 0, \]

where

\[ f_1(\sigma_n) = \sigma_n^2 - \sigma_n \{ B - 1 - A^2 - (D_1 + D_2)n^2 \pi^2 \} \]
\[ + (B - 1 - D_1 n^2 \pi^2)(-A^2 - D_2 n^2 \pi^2) + A^2 B, \]
\[ f_2(\sigma_n) = \sigma_n^2 - \sigma_n \{ B - 1 - A^2 - (D_1 + D_2)n^2 \pi^2 - 2(k_1 + k_2) \} \]
\[ + (B - 1 - 2k_1 - D_1 n^2 \pi^2)(-A^2 - 2k_2 - D_2 n^2 \pi^2) + A^2 B. \]

Using \( B \) as a bifurcation parameter, the results are as follows:

1. One real eigenvalue becomes positive when

\[ B > B_n = 1 + \frac{A^2 D_1}{D_2} + \frac{A^2}{D_2 n^2 \pi^2} + D_1 n^2 \pi^2 \]

or

\[ B > B'_n = (1 + 2k_1 + D_1 n^2 \pi^2) \left( 1 + \frac{A^2}{(2k_2 + D_2 n^2 \pi^2)} \right). \]

2. A complex eigenvalue has a positive real part when

\[ B > B'_n = 1 + A^2 + 2(k_1 + k_2) + (D_1 + D_2)n^2 \pi^2, \quad B'_n < B_n \]

or

\[ B > B'_n = 1 + A^2 + 2(k_1 + k_2) + (D_1 + D_2)n^2 \pi^2, \quad B'_n < B_n. \]

A zero eigenvalue of multiplicity 3 appears, for example, when

\[ B^* = B'_1 = B_2 = B_3. \]

This is possible if \( A \) and \( k_2 \) are chosen such that

\[ A = 9\pi^2(D_1 D_2)^{1/2}, \]
\[ k_2 = \frac{1}{2} \left\{ D_2 \pi^2 + \frac{(1 + 2k_1 + D_1 \pi^2)D_1 D_2 36\pi^4}{12D_1 \pi^2 (1 + 3D_1 \pi^2) - 2k_1} \right\}, \]

\[ 12D_1 \pi^2 (1 + 3D_1 \pi^2) - 2k_1 > 0. \]

Under these conditions

\[ B^* = 1 + D_1 4\pi^2 + D_1 9\pi^2 + D_1^2 36\pi^4. \]

\( B^* \) corresponds to the first bifurcation point if

\[ B^* < \{ B'_l, B_0, \tilde{B}_0 \}, \quad j = 1, 2, 3, \cdots, \quad l = 1, 2 \cdots. \]
For $D_1 = 0.04$, $D_2 = 0.5$, $k_1 = 1$, we find

$$A = 8.37, \quad k_2 = 11.79, \quad B^* = B_1^* = B_2 = B_3 = 11.74.$$ 

$B^*$ corresponds to the first bifurcation point.

4. Discussion. Our first interest is to study from the bifurcation theory point of view the possible transition between nonsymmetric and symmetric chemical gradients when the bifurcation parameter gradually changes from a stable to an unstable reference state. Recent works [2] have showed that such a transition is possible, only one symmetric solution can be expected to be stable—and therefore observed experimentally [3]—and this transition is still possible even if a parameter is nonuniformly distributed in the system. The principal purpose of this paper was to investigate the transformation from nonsymmetric to symmetric steady state solutions when three primary branches of steady states, characterized by an increasing wave number, are interacting i.e. near a triple degenerate bifurcation point. The analysis showed that:

(i) a primary branch of nonsymmetric solutions emerging at $\lambda = \lambda_1$ may connect the primary branch of symmetric solutions, appearing at $\lambda = \lambda_2$ if the singular point $\lambda = \lambda^* = \lambda_1 + eP_1^* + O(e^2) > \lambda_2$ where $P_1^*$ is given by (2.32) (see Fig. 3).

(ii) By contrast to triple degenerate bifurcation problems in two or three space dimensions [4], [15], we find no tertiary branches of steady state solutions.

Further analysis is however required in order to complete our preliminary results. First, the stability of the various solutions can be studied by considering the linearized equations of evolution. Second, it could be interesting to compare the informations of our analysis of bifurcation near a triple eigenvalue to those which can be obtained near double eigenvalues [2], [5], [8], [9], [16] or by numerical simulations of simple two-variable models [3], [5], [10]. Indeed, quite different behaviors can be observed; for example, when $\eta = |\lambda_3 - \lambda_4|$, $\lambda - \lambda_1 = O(\eta)$, $\eta \ll 1$ but $\lambda_2 - \lambda_1 = O(1)$, the primary branch of solutions, emerging at $\lambda = \lambda_3$, presents a bifurcation to secondary solutions which are defined on both sides of the bifurcation point [5]. This behavior is not observed when $\lambda_2 - \lambda_1 = O(\eta)$ i.e. in the vicinity of a triple degenerate bifurcation point since the secondary states are only defined on one side of the bifurcation point. In future work, we intend to explore further these qualitative modifications of the bifurcation diagram.

Appendix A: Definitions of $P_j$ ($j = 1, 2, 3$), $A_1$, $A_2$, $B_1$, $B_2$, and $C_1$. The coefficients $P_j$ ($j = 1, 2, 3$), $A_1$, $A_2$, $B_1$, $B_2$, $C_1$, appearing in the bifurcation equations (2.26), are defined by

(A.1)

\[
\begin{align*}
A_1 & = \frac{1}{2}(Q_2(p_1, p_2, 0, 0, 0) + Q_2(p_2, p_1, 0, 0, 0), p_1^*/(M_1p_1, p_1^*), \\
A_2 & = \frac{1}{2}(Q_2(p_3, p_2, 0, 0, 0) + Q_2(p_2, p_3, 0, 0, 0), p_2^*/(M_1p_1, p_1^*), \\
B_1 & = \frac{1}{2}(Q_2(p_1, p_1, 0, 0, 0), p_2^*/(M_1p_1, p_2^*), \\
B_2 & = \frac{1}{2}(Q_2(p_1, p_3, 0, 0, 0) + Q_2(p_3, p_1, 0, 0, 0), p_2^*/(M_1p_1, p_2^*), \\
C_1 & = \frac{1}{2}(Q_2(p_1, p_2, 0, 0, 0) + Q_2(p_2, p_1, 0, 0, 0), p_2^*/(M_1p_1, p_2^*). \\
\end{align*}
\]

$M_j$ ($j = 1, 2, 3$) and $Q_2(x, x, 0, 0, 0)$ have been defined by (2.18)–(2.19). $p_j$ ($j = 1, 2, 3$) correspond to constant vectors defined by (2.7) and $p_j^*$ ($j = 1, 2, 3$) are constant vectors associated with the three solutions of the adjoint equation:

(A.2)

\[L_0^* u_{n}^* = 0.\]
The solutions of (A.2) are of the form

\[(A.3) \quad u_n^* = c_n p_n^* \cos n \pi s, \quad n = 1, 2, \ldots,\]

where \(p_n^*\) is a constant vector satisfying:

\[(A.4) \quad \left\{ \left( \frac{\partial F}{\partial X_i} \right)_{X_0, \lambda}^*, -\left( D/l^2 \right) n^2 \pi^2 \right\} p_n^* = 0.\]

\(\partial F/\partial X_i)_{X_0, \lambda}^*\) denotes the adjoint operator to \(\partial F/\partial X_i)_{X_0, \lambda}^*\). \(c_n\) is a constant coefficient defined by

\[(A.5) \quad c_n = \frac{2}{(p_n, p_n^*)}.\]

**Appendix B: Definition of \(B_3\).** The constant vectors \(p_0\) and \(p_4\) are obtained by solving

\[(B.1) \quad \left( \left( \frac{\partial F}{\partial X_i} \right)_{X_0, \lambda}^* \right) p_0 = -Q_2(p_2, p_2, 0, 0, 0)^{1/2},\]

\[\left( \left( \frac{\partial F}{\partial X_i} \right)_{X_0, \lambda}^* - 16 \frac{D \pi^2}{l^2} \right) p_4 = -Q_2(p_2, p_2, 0, 0, 0)^{1/2},\]

and the new coefficient \(B_3\) appearing in the bifurcation equation (2.40) is given by

\[(B.2) \quad B_3 = (Q_2(p_2, p_2, 0, 0, 0) + Q_2(p_2, p_2, 0, 0, 0))^1/2 + Q_2(p_2, p_2, 0, 0, 0)\]

\[+ \frac{Q_3(p_2, p_2, 0, 0, 0)}{(M_1 p_2, p_2^*)}.\]

**Appendix C: Definition of \(C_2\).** The coefficient \(C_2\) appears in the bifurcation equations (2.46) and is given by:

\[C_2 = (Q_2(q_0, p_3, 0, 0, 0) + Q_2(p_3, q_0, 0, 0, 0)\]

\[+ [Q_2(p_6, p_3, 0, 0, 0) + Q_2(p_3, p_6, 0, 0, 0)]^{1/2}\]

\[+ Q_3(p_3, p_3, 0, 0, 0)^{1/2}, p_3^*)/(M_1 p_3, p_3^*),\]

where \(q_0\) and \(p_6\) are two new constant vectors obtained by solving the following equations:

\[(C.1) \quad \left( \left( \frac{\partial F}{\partial X_i} \right)_{X_0, \lambda}^* \right) q_0 = -Q_2(p_3, p_3, 0, 0, 0)^{1/2},\]

\[\left( \left( \frac{\partial F}{\partial X_i} \right)_{X_0, \lambda}^* - 36 \frac{D \pi^2}{l^2} \right) p_6 = -Q_2(p_3, p_3, 0, 0, 0)^{1/2}.\]
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