Cavitation Nuclei Population and Event Rates

To model the processes of cavitation inception, noise and damage, it is necessary to generate a model of the cavitation event rate which can then be coupled with the consequences of the individual events to produce a complete synthesis of the phenomenon. In this paper we describe recent efforts to connect the observed event rates to the measured distributions of cavitation nuclei in the oncoming stream. Comparisons are made between the observed event rates and event rates calculated from measured nuclei distributions using an algorithm which includes the dynamics of the nuclei motion and growth. Various complications are explored including the effect of the boundary layer, the relative motion between the nucleus and the liquid, the observable bubble size effect, and the effect of bubble growth on neighboring nuclei. All of these are seen to have important influences on the event rate, and therefore, on cavitation inception and other macroscopic consequences. We demonstrate that it is possible to predict the correct order of magnitude of the event rate when an attempt is made to model the important flow complications.

1 Introduction

In order to synthesize the cumulative effects of a stream of traveling cavitation bubbles, it is necessary to supplement the details of individual events with the rates at which these events occur. Many investigators have anticipated a relationship between the cavitation event rate and the concentration of cavitation nuclei in the oncoming stream (see, for example, Schiebe, 1972; Keller, 1972, 1974; Keller and Weitendorf, 1976; Kuiper, 1978; Gates and Acosta, 1978; Meyer et al., 1992). At first sight this seems like a straightforward problem of computing the flux of nuclei into the region for which $C_0 < -\sigma$. However, many complications arise which make this analysis more difficult than might otherwise appear and we shall discuss some of the specific issues below. But these difficulties do not account for the lack of experimental research into the relationship. Rather, the difficulties involved in the accurate measurement of the incoming nuclei number distribution function, $N(R)$, have been responsible for the delay in any detailed, quantitative investigations of this component of the problem. (Note that $N(R)dR$ is the number of nuclei with size between $R$ and $R + dR$ per unit volume.) As Billet (1985) remarked in his review of nuclei measurement techniques, the only reliable method of obtaining $N(R)$ has been the extremely time-consuming procedure of surveying a reconstruction of an in situ hologram of a small volume of tunnel water (Gates and Bacon, 1978). However, the time and effort required to construct one $N(R)$ distribution by this method has seriously limited the scope of these investigations.

The recent development of light scattering instruments employing phase Doppler techniques (Saffman et al., 1984; Tanger et al., 1992) has improved the situation. In our laboratory, we have succeeded in validating and calibrating a Phase Doppler Anemometer (PDA) made by Dantec by taking simultaneous measurements with the PDA and a holographic system (Liu et al., 1993). The great advantage of the PDA system is the speed with which $N(R)$ can be measured. After validation, the PDA system could then be used with confidence for investigations of the nuclei population dynamics in a water tunnel (Liu et al., 1993 and 1994) and of the aforementioned relation between $N(R)$ and the cavitation event rate (Liu et al., 1993, Liu and Brennen, 1994).

In this paper, we first present the experimental observations of cavitation event rates on a Schiebe headform with simultaneous measurement of the nuclei distribution in the upcoming stream. We then present an analytical model to synthesize the event rates from the measured nuclei distributions. Then we compare the predicted event rates with cavitation observations in two water tunnels with quite different nuclei population dynamics.

2 Observations of Nuclei Population and Event Rates

The experiments were performed in the Low Turbulence Water Tunnel (LTWT) and the High Speed Water Tunnel (HSWT) at Caltech. Detailed descriptions of these two water tunnels can be found in other literature (see Gates, 1978 and Liu and Brennen, 1995), and will not be repeated here. Figure 1 shows a sketch of the experimental setup. A Schiebe headform with 5.08 cm diameter was installed at the center of the water tunnel. The free-stream nuclei number distribution was measured by a Phase Doppler Anemometer (PDA), which was calibrated by comparing the results with those obtained by a holographic method (Liu et al., 1993). On the other hand, the cavitation event rate on the Schiebe headform was measured by three flush-mounted electrodes on the headform surface (Ceccio and Brennen, 1992 and Kuha de Chizelle et al., 1992).

In Fig. 2, we present a typical comparison of the nuclei number density distributions in the LTWT and in the HSWT. Also plotted in the figure are measurements in other facilities (Arnold and Keller, 1976; Peterson et al., 1972, 1975; Foldberg and Shlemenson, 1971; Keller and Weitendorf, 1976; and Gates and Bacon, 1978) and in the ocean (Cartmill and Su, 1993). As expected, substantial differences in the nuclei number density distributions in the two water tunnels were found. Although the shapes of the distributions are similar, the differences in the magnitudes were as much as two orders of magnitude. The typical nuclei concentration in the LTWT is quite large, about $100 \text{ cm}^{-3}$; while the nuclei concentration in the HSWT is low at about $1 \text{ cm}^{-3}$. Billet (1985) and Gindroz and Billet (1994) presented useful reviews of the subject of nuclei concentrations and distributions. They found that for deaerated water, typical concentrations are of the order of $20 \text{ cm}^{-3}$ with sizes ranging from about $5 \mu m$ to about $20 \mu m$. We conclude that the LTWT is nuclei rich and the HSWT is nuclei poor. This was expected...
Figure 1. Experimental setup for the simultaneous measurement of the cavitation nucleus distribution in the water tunnel and the cavitation event rate on a Schiebe headform

Fig. 2. A comparison of the nuclei number density distributions in the Low Turbulence Water Tunnel and the High Speed Water Tunnel with measurements in other facilities and in the ocean. The uncertainty in the ordinate is ±5 percent.

Since the HSWT has an effective resorber while the LTWT does not; related studies (Liu, 1995, Liu et al., 1993) demonstrated that, as a result, the two facilities have quite different nuclei population dynamics. Consequently, comparative experiments in the two tunnels were expected to provide a valuable range of nuclei populations.

Figure 3 presents the measurements of the event rates on a Schiebe headform in the LTWT and HSWT tunnels. Note that the cavitation event rates increase dramatically as the cavitation number is decreased. However, the event rates can vary by as much as a decade at the same cavitation number. The uncertainty in the ordinate is ±5 percent.

During the tests in the HSWT, cavitation experiments were performed at various speeds and air contents. Again, it was clear that the nuclei population had a strong effect on the cavitation inception number. For example, at a velocity of 9.4 m/s and a nuclei concentration of 0.8 cm⁻³, the cavitation inception number was 0.47. After air injection, the nuclei concentration rose to 12 cm⁻³, and cavitation inception occurred at σ = 0.52. In contrast, in the LTWT, the cavitation inception number in the LTWT was about 0.57, and the nuclei concentration was about 100 cm⁻³. In the HSWT, attached cavitation occurred soon after traveling bubble cavitation. This implies that attached cavitation occurs more readily when the nuclei population is low. Similar phenomenon was also observed by Li and Cecco (1994) on a cavitating hydrofoil. In their observations, when the nuclei concentration in the

**Nomenclature**

\[
\begin{align*}
C & = \text{nuclei concentration} \\
C_p & = \text{coefficient of pressure, } (p - p_a)/\rho U^2 \\
C_{PM} & = \text{minimum } C_p \text{ on a given streamline} \\
C_{RMS} & = \text{minimum value of } C_p \text{ on the headform surface} \\
C_p & = \text{constant} \\
D & = \text{headform diameter} \\
E & = \text{cavitation event rate} \\
N(R) & = \text{nuclei density distribution function} \\
R & = \text{radius of a cavitation nucleus} \\
\dot{R}, \dot{R} & = \text{dR/dt, d}^2 R/dt^2 \\
R_c & = \text{critical cavitation nucleus radius} \\
R_{min} & = \text{minimum observable bubble radius} \\
R_{max} & = \text{maximum cavitation bubble radius} \\
R_o & = \text{initial nucleus radius} \\
S & = \text{surface tension} \\
U & = \text{upstream tunnel velocity} \\
U_M & = \text{maximum velocity corresponding to } C_{RMS}
\end{align*}
\]

\[
\begin{align*}
f_1, f_2, f_3 & = \text{numerical factors effecting the cavitation event rate} \\
n_i & = \text{bubble/bubble interaction effect} \\
p & = \text{fluid pressure} \\
p_{\infty} & = \text{free stream pressure} \\
p_{0G} & = \text{initial gas pressure in a bubble} \\
p_c & = \text{blake critical pressure} \\
P_{min} & = \text{undisturbed liquid pressure} \\
p_r & = \text{vapor pressure} \\
q & = \text{flow velocity} \\
r & = \text{distance from the center of a bubble} \\
r_H & = \text{headform radius} \\
r_k & = \text{radius of curvature of streamlines near minimum pressure point} \\
r_s & = \text{radius of minimum pressure point} \\
r_c & = \text{critical radius} \\
y & = \text{distance normal to body surface} \\
y_M & = \text{maximum y value of the } C_p = \sigma \text{ isobar} \\
s, s_0 & = \text{coordinate along a streamline and the location of minimum pressure point} \\
\tau_0 & = \text{time available for bubble growth} \\
U, U_M & = \text{fluid velocity, fluid velocity just outside boundary layer} \\
v & = \text{velocity of a bubble normal to streamline} \\
r & = \text{fluid density} \\
\sigma & = \text{cavitation number, } (\rho_c - \rho)/\rho c^2 \\
\sigma_{cr} & = \text{threshold cavitation number} \\
\sigma_I & = \text{inception cavitation number} \\
\sigma_I & = \text{cavitation number variation} \\
\xi, \lambda & = \text{factors in the chosen analytical expression for } N(R) \\
v & = \text{kinematic viscosity of fluid} \\
\mu & = \text{fluid viscosity} \\
\delta, \delta & = \text{thickness and momentum thickness of the boundary layer} \\
\epsilon & = \text{displacement of a bubble normal to a streamline} \\
\Sigma & = \text{function defined by Eq. (15)} \\
\Sigma' & = \frac{d\Sigma}{d(r/r_H)}
\end{align*}
\]
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water was high, traveling bubble cavitation occurred before attached cavitation was observed. But when the nuclei concentration was low, no traveling bubble cavitation was observed before attached cavitation occurred. They ascribe the cause of this phenomenon to laminar boundary separation on the hydrofoil. However, we are not sure about the cause on the Schiebe rate increases with oncoming velocity, provided that the nuclei concentration was low, no traveling bubble cavitation was observed. But when the nuclei concentration was high, traveling bubble cavitation occurred before water was high, traveling bubble cavitation occurred before attached cavitation was observed.

By comparing the event rates for conditions C and E in Fig. 3 (right), it can be seen that, at the constant nuclei concentration level, the cavitation event rate decreased with increasing tunnel velocity, which is the inverse of what would be expected. All the numerical and analytical simulations (Ceccio and Brennen, 1992; Meyer et al., 1992; Liu et al., 1993) predict that the event rate increases with oncoming velocity, provided that the nuclei population remains the same. This velocity effect on the cavitation event rate was also observed by Kuhn de Chizelle et al. (1992, 1995). Since they were unable to measure the nuclei population in the oncoming flow, Kuhn de Chizelle et al. speculated that the free nuclei population was decreased by the increase in tunnel pressure necessary to achieve the same cavitation number at a higher speed. The investigations of nuclei population dynamics in a water tunnel by Liu et al. (1993) support that explanation. However, the current data shows that the event rates decrease with an increasing tunnel speed even when the nuclei concentrations are at the same level. This phenomenon is not understood. A possible explanation is that the PDA mistakenly counted more solid particles as microbubbles at the higher tunnel velocities. Since the population of solid particles increased with speed, perhaps the number of microbubbles decreased even though the total nuclei concentration remained the same. It may also be the case that there exists some, as yet unrecognized, mechanism in the relation between the nuclei population and the cavitation event rate.

3 An Analytical Model for Cavitation Event Rate

A simple synthesis of the cavitation event rate from the nuclei distribution in the oncoming stream was presented by Ceccio and Brennen (1992). Here we explore this relationship further and comment on other factors which could significantly effect the event rate. We will use a nuclei number distribution function, $N(R)$, defined such that, per unit volume, the number of nuclei with radii between $R$ and $R + dR$ is given by $N(R)dR$. From the measurement of free stream nuclei distribution in our laboratory (see Liu et al., 1993), a characteristic form for $N(R)$ is

$$N(R) = C \frac{\log e}{(2\pi)^{1/2}AR} \exp \left( - \frac{(\log R - \log \xi)^2}{2\lambda^2} \right)$$

where $C$ is the nuclei concentration. By adjusting the values of $\xi$ and $\lambda$, the distribution function (1) can be made to fit most observed nuclei distribution functions. It is preferable to the more frequently used power law because it allows simulation of the peak in the population which is often observed (at $R = \xi$) and of the fact that the population of large bubbles is very small.

The principal problem in synthesizing the event rate is to evaluate how many of these nuclei are convected into the region of low pressure near the minimum pressure point on the surface of the body and how many therefore grow to observable macroscopic vapor bubbles. Some simplifying observations allow us to avoid lengthy numerical computations of the bubble dynamics (using the Rayleigh-Plesset equation) for every nucleus size, every streamline, every cavitation number, etc. Meyer et al. (1989, 1992) conducted a detailed numerical study of this kind which included most of the effects studied here. In this paper we present a much simpler analytical approach which, though more approximate, is probably as accurate as the current experimental data would merit. First, we shall employ various relations pertaining to spherical bubble dynamics despite the fact that, as shown by Ceccio and Brennen (1992), the actual cavitation bubbles are far from spherical. However, Kuhn de Chizelle et al. (1995) also showed that the Rayleigh-Plesset equation gives a reasonable though crude estimate of the bubble dimensions and we therefore adopt this approximation here. However, in doing so we note that Kuhn de Chizelle et al. (1995) also demonstrated increasing departure from sphericity and from the
Rayleigh-Plesset equation for the larger bubbles at low cavitation numbers and we make reference to this in discussing the results. Cercio and Brennen (1992) observed while carrying out numerical integration of the Rayleigh-Plesset equation that, for a given cavitation number, \( \sigma \), and minimum pressure coefficient, \( C_{PM} \), all nuclei above a certain critical size, \( R = R_c \), would grow to roughly the same observable bubble size and therefore would be registered as "cavitation events." Furthermore, the critical size, \( R_c \), appeared to be almost independent of the details of the pressure/time history and a function only of the difference between the minimum pressure and the vapor pressure (represented non-dimensionally by \( -\sigma \)).

The upstream velocity, \( U \), the fluid density, \( \rho \), and surface tension, \( \sigma \). Specifically,

\[
R_c = \frac{8\beta \sigma}{3\rho U^2 (-C_{PM} - \sigma)} \tag{2}
\]

fitted the bubble dynamic calculations very well when the empirical parameter \( \beta = 1 \). This expression is, of course, consistent with the stability analyses put forward first by Flynn (1964) and Johnson and Hsieh (1966). Its use does save a great deal of computational effort. Furthermore, it means that we need not concern ourselves with the detailed pressure/time history along the entire length of each streamline but can simply focus on the region around the minimum pressure point.

However, it is necessary to determine how the minimum pressure coefficient, \( C_{PM} \), varies from streamline to streamline. Here again we will use a simple analytic expression derived from much more complex computations. A panel method was developed to solve this potential flow around any axisymmetric headform. This was used to calculate the potential flow around the Schiebe headform. Such calculations suggested that the pressure gradient, \( dp/dy \), normal to the surface in the vicinity of the minimum pressure point on the minimum pressure point could be approximated by

\[
\rho U^2 / \rho_k
\]

where \( \rho_k = U(1 - C_{PM})^{1/2} \) and \( C_{PM} \) are, respectively, the velocity and pressure coefficient at the minimum pressure point on the surface of the body (exterior to the boundary layer) and \( \rho_k \) is a measure of the radius of curvature of the streamlines in this region. For the Schiebe body ( \( C_{PM} = -0.78 \) ) it is found that \( r_M / r_k = 2.5 \) provides an approximate representation of the variation in the minimum pressure coefficient, \( C_{PM} \), on a streamline with the distance \( y \) of that streamline from the surface. The actual variation of \( C_{PM} \) with \( y \) from the potential flow calculation is shown in Fig. 4 along with several approximations. With \( dp/dy = \rho U^2 / \rho_k \) it follows that

\[
C_{PM} = C_{PM0} + 2y(1 - C_{PM0})/r_k \tag{3}
\]

This expression allows us to evaluate from Eq. (2) the critical nuclei size, \( R_c(y) \), for each streamline. Clearly, \( R_c \) increases with the distance, \( y \), of the streamline from the surface. A larger critical size means that fewer of the available nuclei will generate cavitation events. The process is terminated on that streamline which just touches the isobar \( C_{PM} = -\sigma \) for then the minimum pressure is equal to the vapor pressure and no cavitation events will occur on that streamline or any outside it. Consequently, we need only be concerned with a region near the surface given by

\[
0 < y \leq y_M \tag{4}
\]

where

\[
y_M = \frac{(-C_{PM0} - \sigma)}{2(1 - C_{PM0})} r_k \tag{5}
\]

and \( f_3 = 1 \). Different values of \( f_3 \) which is a function of \( R_m / r_M \) will be used later to examine the influence of a minimum observable bubble size, \( R_m \). Using the relations (2) and (3) and disregarding any possible effects of the boundary layer or of relative motion between the nucleus and the flow one can then construct an event rate from the nuclei number distribution as follows. The volume flow rate passing through two stream surfaces faces a distance, \( dy \), apart at the minimum pressure point (see Fig. 5) is given by

\[
2\pi r_c U(1 - C_{PM})^{1/2} f_1(y) dy \tag{6}
\]

where \( f_1(y) = 1 \), but different values will be used later to account for the same boundary layer effects. The variable \( r_c \) is the radial distance from the axis of symmetry to the minimum pressure point (on the Schiebe body \( r_c \approx 0.75 \)). It follows from Eq. (6) that the cavitation event rate in the stream tube, \( dE \), is given by

\[
dE = 2\pi r_c U(1 - C_{PM})^{1/2} f_1(y) dy \times \int_{R_c(y)}^{R} \frac{N(R) dR}{f_1(R, y)(1 + n)} \tag{7}
\]

where \( f_2(R, y) = 1 \), but different values will be used later to account for screening effects due to relative motion between the nuclei and the liquid. Also \( n_i = 0 \), but different values will be used later to account for the bubble/bubble interactions. In the above equation it follows from Eqs. (2) and (3) that

\[
R_c(y) = \frac{8\beta \sigma}{3\rho U^2} \left[ -\sigma - C_{PM0} - \frac{2y(1 - C_{PM0})}{r_k} \right]^{-1} \tag{8}
\]

Note that \( R_c(y \rightarrow y_M) \rightarrow \infty \). It follows that the total cavitation event rate, \( E \), will be

\[
E = \int_0^{R_M} 2\pi r_c U(1 - C_{PM})^{1/2} f_1(y) dy \times \int_{R_c(y)}^{R} \frac{N(R) dR}{f_1(R, y)(1 + n)} dy \tag{9}
\]

where \( f_1 = 1 \), but different values will be used to account for the observable bubble size effect.

---
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**Fig. 4** Variation in the minimum pressure coefficient, \( C_{PM} \), on a streamline for a Schiebe headform with the distance \( y \) of that streamline from the surface of the body near the minimum pressure point.
3.1 Boundary Layer Effect. The above analysis neglected the effects which the presence of a boundary layer might have on the pressure/time history experienced by a potential cavitation nucleus. Several such effects can be envisaged. These include the fact that the boundary layer will reduce the volume flow rate of fluid traveling close to the headform and thus reduce the supply of nuclei. It will also increase the residence time of the bubbles in a thin layer very close to the surface, though the supply of nuclei. It may also alter the shape of the isobars near the surface. Here we will explore only the first of these effects. To do so we assume a simple form for the boundary layer profile near the minimum pressure point, namely,

\[
\frac{u}{U_m} = \begin{cases} 
2 \left( \frac{\gamma}{\delta} \right) - 2 \left( \frac{\gamma}{\delta} \right)^3 + \left( \frac{\gamma}{\delta} \right)^4 & \text{for } y < \delta \\
1 & \text{for } y \approx \delta
\end{cases}
\]

(10)

where \(\delta\) is the boundary layer thickness. If \(\delta_2\) is the momentum thickness, it follows that \(\delta_2 = 0.133\delta\) and using the modified Thwaites method to solve for the laminar boundary layer thickness (Thwaites, 1949, Rott and Crabtree, 1952), we find that

\[
\frac{\delta_2}{r_h} \approx 0.68 \left( \frac{\nu}{r_h U} \right)^{1/2}
\]

(11)

Then, to account for the decrease in volume flow rate due to the boundary layer, the expressions (6), (7), and (9) should include values for \(f_1(y)\) different from unity, namely

\[
f_1(y) = \begin{cases} 
2 \left( \frac{\gamma}{\delta} \right) - 2 \left( \frac{\gamma}{\delta} \right)^3 + \left( \frac{\gamma}{\delta} \right)^4 & \text{for } y < \delta \\
1 & \text{for } y \approx \delta
\end{cases}
\]

(12)

with \(\delta = 5.10(\nu r_h/U)^{1/2}\).

It is also true that the boundary layer will affect the shape of the isobars and therefore cause some alteration of the expressions (3), (5), and (8); we have not included this effect in the present analysis.

3.2 Bubble Screening Effects. In their study of the potential cavitation nuclei, Johnson and Hsieh (1966) recognized that the relative motion between a nucleus and the liquid might play an important role in determining the number of nuclei which enter the region in which the pressure is below the vapor pressure. Specifically they recognized that a "screening" effect would occur in which the nuclei are forced away from the body due to the large pressure gradients normal to the streamlines in the vicinity of the stagnation point. This outward displacement would be larger for the larger bubbles. Because one is concerned only with streamlines very close to the stagnation streamline and the body surface and because the streamline curvature and therefore the pressure gradient normal to the streamline is much larger in the vicinity of the stagnation point than anywhere else, we may evaluate this screening effect by focusing attention on the stagnation point flow alone. In order to obtain an estimate of this effect we shall assume that the nuclei under consideration (radius \(R\)) are all sufficiently small that the Reynolds number of the relative motion is much smaller than unity. Then the velocity, \(v\), of the nucleus in a direction normal to the streamline is given by

\[
v = \frac{2 R^2}{9 \mu} \left( \frac{\partial p}{\partial n} \right)
\]

(13)

where \(\partial p/\partial n\) is the local pressure gradient normal to the streamline. Then the total displacement, \(\epsilon\), across the streamlines is given by

\[
\epsilon = \int_A^B \sqrt{\partial \nu} \left( \frac{\partial p}{\partial n} \right) ds
\]

(14)

where \(|\nu|\) is the magnitude of the fluid velocity, the coordinate \(s\) is measured along a streamline, \(A\) is a point far upstream and \(B\) is a location after the large pressure gradients in the vicinity of the stagnation point have been experienced. Note that \(\epsilon\) will, of course, differ from streamline to streamline and will therefore be a function of \(r\) defined as the radial position of the streamline far upstream of the body (see Fig. 5). Thus

\[
\frac{\epsilon(r/r_h)}{r_h} = \frac{2 R^2 U}{9 \nu r_h} \int_A^B \left( \frac{\partial p}{\partial n} \right) \frac{U}{|\nu|} d\left( \frac{r}{r_h} \right)
\]

(15)

where \(\Sigma(r/r_h)\) is used to denote the dimensionless integral on the previous line.

Since the stagnation point flow is the same on any blunt axisymmetric body it is appropriate to choose to examine the stagnation region in the potential flow around a sphere in order to evaluate \(\Sigma(r/r_h)\). This is a non-trivial calculation, and the details will be omitted here for the sake of brevity. The result is the function \(\Sigma(r/r_h)\) presented in Fig. 6; for convenience this can be approximated by the empirical relation

\[
\Sigma(r/r_h) = 1.69 \left( \frac{\nu}{r_h U} \right)^{1/2}
\]

(16)

where \(\Gamma = 1.69, \gamma \approx 0.5\).

Having evaluated the screening displacement it can be applied to the evaluation of the event rate in the following way. A nucleus of radius \(R\) which is on the streamline at radius \(r\) far upstream will, when it reaches the low pressure region, be on the streamline which is the following distance, \(y\), from the body surface:

\[
y = \frac{1}{2(1 - C_{PMW})^{1/2}} \frac{r^2}{r_h^2} + \frac{2}{9} \left( \frac{R}{r_h} \right)^2 \frac{r_h U}{\nu} \Sigma(r/r_h)
\]

(17)

Thus the stream tube between \(y\) and \(y + dy\) will contain all the nuclei of radius \(R\) which were present in the upstream flow between radii \(r\) and \(r + dr\) (Fig. 5) where

\[
\frac{dy}{r_h} = \frac{r dr}{(1 - C_{PMW})^{1/2} r_h f_2(R, y)}
\]

(18)
The bubble growth rate is given approximately by

$$\frac{dR}{dt} = U(-\sigma - C_{PM})^{1/2}$$  \hspace{1cm} (23)

where $C_{PM}$ is given by Eq. (3). It follows that the maximum size reach by a cavitating bubble, $R_{\text{max}}$, will be given roughly by

$$\frac{R_{\text{max}}}{r_H} = \frac{2(-\sigma - C_{PM})^{1/2}}{C_{F_1}(1 - C_{PM})^{1/2}}$$  \hspace{1cm} (24)

Only those bubbles whose maximum size, $R_{\text{max}}$, is greater than a certain radius, $R_M$, are regarded as observable cavitation events. By solving $R_{\text{max}} \approx R_M$ for $y$, we have

$$y \approx y_M f_s(R_M/r_H)$$  \hspace{1cm} (25)

where

$$f_s\left(\frac{R_M}{r_H}\right) = 1 - \left[\frac{1}{2} \left(\frac{R_M}{r_H}\right) C_{F_1}(1 - C_{PM})^{1/2}\right]^{2/3}$$  \hspace{1cm} (26)

and $y_M$ is given by (5). Notice that as $R_M \to 0$, $f_s(R_M/r_H) \to 1$. And when

$$f_s\left(\frac{R_M}{r_H}\right) = 0$$

which means that if $\sigma \approx \sigma_{\text{cr}}$, no bubble with a size greater than $R_M$ will occur. Hence $\sigma_{\text{cr}}$ is the threshold cavitation number. For example, for $C_{PM} = -0.78$ and $R_{\text{in}}/r_H = 0.04$, $\sigma_{\text{cr}}$ is 0.67, which is significantly less than $-C_{PM} = 0.78$.

3.4 The Effect of Bubble/Bubble Interactions. As a bubble grows in the low pressure region, the pressure field close to the bubble is altered. Within a certain distance close to the growing bubble the pressure perturbation due to bubble growth increases the local pressure above the critical pressure at which a nuclei will cavitate. Thus, any other nuclei in this volume will not cavitate. In this section we explore this bubble/bubble interaction effect in more detail.

To quantify the effect, we need to calculate the liquid volume in which the local pressure is larger than the Blake (Blake, 1949) critical pressure, $p_c$.

$$p_c = p_0 - \frac{4S}{3} \left[\frac{2S}{3\rho_0 R_0}\right]^{1/2}$$  \hspace{1cm} (28)

When a bubble is growing, the pressure perturbation in the surrounding liquid is given by

$$\frac{p(r) - p_{\text{min}}}{\rho} \approx \frac{R}{r} (R R' + 2(R^2)^3)$$  \hspace{1cm} (29)

where $p_{\text{min}}$ is the undisturbed liquid pressure. When $R \gg R_0$, the pressure perturbation can be simplified using the Rayleigh-Plesset equation and written as

$$p(r) - p_{\text{min}} = \frac{4}{3} \frac{R}{r} (p_c - p_{\text{min}})$$  \hspace{1cm} (30)

For another nucleus to cavitate, the local pressure must be smaller than the Blake critical pressure. Solving for $p(r) < p_c$, we find the radius of the volume within which another nucleus will not cavitate is:

$$t_s = \frac{2(-\sigma - C_{PM})}{U C_{F_1}(1 - C_{PM})^{1/2}} r_H$$  \hspace{1cm} (22)
where \( \sigma' \) is given by

\[
\sigma' = \left( \frac{8\pi}{3} \frac{1}{\rho U^2 R_0} \right) \left[ \frac{1}{6} \left( \frac{8\pi}{3} \frac{1}{\rho U^2 R_0} \right) \sigma + \frac{8\pi}{3} \frac{1}{\rho U^2 R_0} \right]^{1/2}
\]  

(32)

Now, the minimum pressure which a nucleus experiences in flow of the type considered here is a function of the streamline offset, \( y \), normal to the headform surface. And the bubble size at the point where the pressure reaches the minimum pressure is approximately half of the maximum bubble size, \( R_{\text{max}}/2 \). Thus the critical radius is given by

\[
r_c = \frac{4}{3} \frac{(-C_{pa}(y) - \sigma)}{(-C_{pa}(y) - \sigma - \sigma')} \left( \frac{R_{\text{max}}}{2} \right)
\]  

(33)

and, only those nuclei outside \( r = r_c \) can cavitate.

It follows that the number of nuclei which will not cavitate due to the pressure perturbation surrounding a growing bubble is

\[
n_i = \int_0^{R_{\text{max}}} \frac{4}{3} \pi \left( \frac{R_{\text{max}}}{2} \right)^3 N(R_0) dR_0
\]  

(34)

In other words, only one nucleus out of \( 1 + n_i \) nuclei will actually cavitate. Thus, the effective nuclei number distribution is given by

\[
N(R) = \frac{1}{1 + n_i} \int_0^{R_{\text{max}}} N(R_0) \left[ \frac{64}{27} \left( \frac{-C_{pa}(y) - \sigma}{-C_{pa}(y) - \sigma - \sigma'} \right)^3 - 1 \right] dR_0
\]  

(36)

Note that the effect of bubble interactions, \( n_i \), is proportional to the cube of the maximum bubble size, \( R_{\text{max}} \), which, in turn, is proportional the headform size. This means that, for a small model, bubble interactions may not be very important for the cavitation event rate. But for a large model, interactions may be very important. We do not know that this scaling effect has been recognized before. We also note that when \( n_i \gg 1 \), it follows that \( 1 + n_i \approx n_i \), and this implies that, when the bubble interactions become large (\( n_i \gg 1 \)), the event rate becomes independent of the nuclei concentration. This may help to explain the fact that, when the nuclei population is sufficiently large, quantities like the inception number tend to become independent of the nuclei concentration.

4 Results of the Analytical Model

In this section we shall evaluate the various effects on the cavitation event rate and compare the results of the analytical model with the measured cavitation event rates. For this purpose we select a particular nuclei number distribution of the form given by Eq. (1), namely,

\[
C = 100 \text{ cm}^{-3}
\]

\[
\xi = 9.8 \mu m
\]

\[
\lambda = 0.49
\]  

(37)

These values produce a nuclei distribution which is similar in shape to that of many of the nuclei number distributions which have been measured in the Low Turbulence Water Tunnel and the High Speed Water Tunnel. We note that the concentration, \( C \), of 100 cm\(^{-3}\) is also consistent with values obtained by other researchers (see, for example, Billet, 1985). When viewing the analytical results in Fig. 7, one should remember that the cavitation event rates scale almost linearly with concentration \( C \) and therefore the results for other values of concentration \( C \) are easily obtained. Furthermore, we shall use a minimum observable radius, \( R_{\text{m}} \), of 1 mm since this is the limit of the electrode instrumentation used to detect the cavitation events (see also Ceccio and Brennen, 1992).

First, we present in Fig. 7 typical results calculated for a 5.08 cm Schiebe body at a tunnel speed of 9 m/s. The event rates are calculated from Eq. (9) using the assumed nuclei concentration and distribution (Eqs. (1) and (37)). The individual changes in the event rate due to four separate effects described in Sections 3.1 to 3.4 are shown in the figure, namely the boundary layer flux effect \( (f_1) \), the bubble screening effect \( (f_2) \), the observable bubble size effect \( (f_3) \) and the bubble/bubble interaction effect \( (n_i) \). Note that all these effects can produce significant alterations in the event rate, and, together, can account for more than an order of magnitude reduction in the event rate in the present calculation. Among all the effects, the bubble screening effect causes the largest reduction in the event rate. At large cavitation numbers, the effect of bubble/bubble interactions causes little or no reduction in the cavitation event rate. However, at low cavitation numbers, it causes significant reduction because the interactions between bubbles are more intensive at low cavitation numbers due to the larger and more numerous bubbles. The boundary layer flow rate effect is more pronounced at large cavitation numbers since the boundary layer thickness approaches the thickness of the low pressure region in which nuclei cavitate. Also note that the observable cavitation bubble size effect generates a sharp threshold at a cavitation number of about 0.6.
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Fig. 8 Left: A comparison of observed cavitation event rates (○) on a 5.08 cm Schiebe body in the LTWT at a speed of 9 m/sec with anticipated event rates based on simultaneously measured nuclei distributions. The numerical results are plotted as (F): event rates calculated using intermediate nuclei concentrations, (G): event rates calculated using the largest nuclei concentrations, (H): event rates calculated using the smallest nuclei concentrations.

The effects of the boundary layer flow rate and of bubble screening varied slightly with flow velocity and headform scale. The effects of bubble/bubble interactions, however, varied significantly with headform size since the bubble size increases as the headform size increases. As the headform size increases, the reduction of the cavitation event rate at low cavitation numbers due to bubble/bubble interactions increases with the cube of the headform radius. For the values chosen and at a cavitation number of $\sigma = 0.46$ the bubble interaction factor, $n_i$, is $0.9$ for a headform radius of 2.5 cm. At the same cavitation number, but with a headform radius of 25 cm, the bubble/bubble interaction factor, $n_i$, is 900, which implies significant reduction in the cavitation event rate. Note, however, in practice that the cavitation on the headform transitioned to fully-attached cavitation long before bubble/bubble interactions reach that level.

Figure 8 presents a comparison between the experimentally measured event rates and the event rates calculated from the analytical model by using the simultaneously measured nuclei distributions. Note that the event rates are in rough agreement at the larger cavitation numbers but that a progressively increasing discrepancy develops as the cavitation number decreases and the event rate increases. At the present time the reason for this discrepancy is not known. Though we make several suggestions in the next section.

The information on event rates can be used to produce cavitation inception numbers simply by selecting a certain event rate criterion for inception. In figure 9 we make a qualitative comparison between the inception numbers observed in the LCC experiments of Kuhn de Chizelle et al. (1992) and those calculated from the model using an assumed but typical nuclei distribution function. Both the observed and calculated $\sigma_i$ are based on an arbitrarily chosen critical event rate of 50 events per second. Comparing the predicted and measured cavitation inception numbers, we note that the trends with changing headform size are consistent. Moreover, the predicted values are also close to those observed experimentally. But the change of the predicted inception numbers with velocity are the reverse of the experiment observations. This is a reflection of the same unresolved velocity scaling issue discussed at the end of Section 2.

We must conclude that two outstanding issues still remain. First the observed event rates at low cavitation numbers are at least one order of magnitude smaller than one would predict based on the anticipated nuclei distributions. Perhaps only a small fraction of the “potential” nuclei actually do cavitate but more detailed study is needed to confirm this. Secondly the changes with tunnel velocity cannot be explained at present. One suspects that the observed effects may be the result of changes in the nuclei population with changes in the tunnel operating condition (pressure and velocity). On-line monitoring of nuclei content and explorations of how the nuclei content changes with operating condition seem essential prerequisites for answering the questions posed by this study. Moreover, it seems clear that cavitation inception criteria are a natural consequence of the event rate variations and that the above recommendations are also an essential prerequisite to an understanding of inception and the scaling effects of cavitation.

5 Conclusions

The present paper describes investigations of the relationship between the cavitation nuclei distributions in the incident free
Increasing tunnel speed even when the nuclei concentrations rates increase with increasing nuclei population and decreasing combined, all these effects give rise to a reduction in the event rate lower cavitation numbers are about an order of magnitude experimental observations. At larger cavitation numbers, the observed event rates at those predicted by the analytical model based on a critical event rate of 50 s⁻¹; an assumed but typical nuclei distribution and a minimum observable bubble radius of 1 mm (solid lines). Data are shown for three different speeds.

A simple analytical model is presented for the connection between the nuclei distribution and the event rate. The changes in the cavitation event rate due to several complicating factors are explored; these factors are the reduction of volume flow rate by the boundary layer, the bubble screening effect near the stagnation point, the interactions between bubbles and the effect of a minimum observable cavitation bubble size. Among all these effects, bubble screening results in the largest reduction in the cavitation event rate. However, the effect of bubble/bubble interactions becomes increasingly important with increasing body size and decreasing cavitation number. Combined, all these effects give rise to a reduction in the event rate of an order of magnitude.

The scaling of the predicted cavitation event rate with body size, cavitation number and nuclei population agrees with the experimental observations. At larger cavitation numbers, the predicted cavitation event rates agree quantitatively with the experimental observations in the Low Turbulence Water Tunnel and in the High Speed Water Tunnel. However, two outstanding issues still remain. First the observed event rates at lower cavitation numbers are about an order of magnitude smaller than one would predict based on the actual nuclei distributions. This may be due to the fact that only a fraction of the observed nuclei actually cavitate or it may be due to some other effect not included in the model. One possible effect could be due to the large departure from bubble sphericity; since Kuhn de Chizelle et al. (1995) showed increasing departure from sphericity at low cavitation numbers, this might contribute to the larger discrepancies under those conditions. Other factors might be the increased importance of bubble interactions at lower cavitation numbers. The other issue which remains is that the changes with tunnel velocity cannot be fully explained at present.

With regard to the possibility that only a fraction of the counted nuclei actually cavitate, we should note that there is some uncertainty regarding the role played by solid particles in the present experiments. Though, in theory, the PDA system should measure only spherical bubbles, in fact, due to the validation level settings some solid particles may also be counted. These may or may not act as nuclei. On the other hand, the validation process may eliminate some bubbles. These uncertainties are, to some extent, resolved by the calibration using the holographic measurements, though that calibration was only possible for nuclei larger than 18 μm. Therefore some of the discrepancies could be caused by the uncertainties associated with solid particles.

When the model for the event rates is used along with some chosen criterion in order to predict the cavitation inception number, the results are consistent with those observed experimentally in so far as the trend with headform size is concerned. The trend with velocity is, of course, at odds with the experiments because of the discrepancy in the event rate discussed above.
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