Minimizing convection effects to measure diffusion in liquid droplets during high-temperature electrostatic levitation
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We present an approach to reduce the convective flow in an electrostatically levitated liquid droplet to such an extent that diffusion is the dominant mechanism for mass transport, thus enabling direct measurements of atomic diffusion in reactive liquids at elevated temperatures. Convection is minimized by containerless processing, and reducing temperature variations in the sample. The diffusion tracer is deposited in situ in the electrostatic levitation device used for containerless processing. Uniform noncontact heating of the sample is achieved by laser heating with multiple beams arranged symmetrically, e.g., in a tetrahedral geometry. The expected temperature variations and the resulting convection flows are estimated for a Zr-based glass-forming alloy. The analysis suggests that diffusion experiments are possible throughout the entire undercooled liquid temperature range of this alloy and, in microgravity, up to 50 K above the liquidus temperature.


I. INTRODUCTION

As a platform for experiments on reactive materials at high-temperature, electrostatic levitation (ESL) is in many ways ideal. Because ESL is a containerless processing method operated in ultrahigh vacuum, the sample is almost perfectly isolated from its environment. The levitation mechanism is conceptually simple, despite the experimental complications of an active control system required to maintain a stationary sample position. Although limited to noncontact methods, a wide variety of thermophysical properties have been measured in ESL experiments, including heat capacity and hemispherical emissivity, phase transition temperatures, density and thermal expansion, viscosity and surface tension, electrical conductivity, and x-ray or neutron scattering structure factors. To further expand the electrostatic levitation technique and enable the measurement of transport properties of liquids, the contribution from convective transport must be either negligible or precisely known.

The present paper presents a systematic analysis—building on the earlier work of Bauer—of the relative magnitude of the different driving forces for convection in an ESL experiment, and establishes the boundaries within which mass transport is dominated by diffusion. Gravitational body forces (natural convection) and variations in surface tension (Marangoni convection) that arise from thermal gradients and solute concentration gradients are considered. The calculations show that convection can be suppressed to an acceptable level even at temperatures above the liquidus, when the experiment is performed using a tetrahedral heating assembly. We demonstrate with data for the bulk glass-forming Zr$_{58}$Nb$_{16}$Cu$_{16}$Ni$_{13}$Al$_{10}$ that measurement of atomic diffusion over the entire undercooled liquid region then becomes feasible, limited only by practicalities related to sample processing and the diffusion measurement itself. Thus, we arrive at an approach to measuring atomic transport in chemically reactive high-temperature liquids, which overcomes problems associated with convection and reactivity.

II. ANALYSIS AND MODELING OF CONVECTION EFFECTS

With high-vacuum containerless processing, only a limited number of interactions of a sample with its environment are a priori possible. The sample is almost perfectly isolated. This has the disadvantage that all measurements and manipulations must be made by noncontact methods, but analysis and modeling is conveniently simplified. The only forces acting on the sample are: external forces of gravity and electromagnetism, internal forces governing fluid flow as described by the Navier–Stokes equations, and surface tension at the liquid–vacuum interface. To evaluate the resulting convective flow velocities, one might use several approaches.

The simplest approach is a dimensional analysis, for each of the different driving forces for convection, to determine the influence of the various parameters that affect convection and calculate the order of magnitude of the induced convective flow velocity. Dimensionless numbers combine the properties of the liquid (viscosity, heat capacity, density, surface tension, etc.), the applied boundary conditions (temperature, solute flux, length scale), and the magnitude of the resulting flow velocity, so that the problem can be modeled by a set of functions which depend only on these dimensionless numbers and the geometry of the problem. Even without...
solving the actual functions giving numerical values for the quantities of interest, much useful information can be extracted from the dimensionless numbers that appear in the problem.

A more quantitative assessment can be obtained by examining known analytical solutions to the Navier–Stokes equations, where such solutions exist, or going to numerical solutions. The following discussion gives results from dimensional analysis and approximate analytical solutions for the limiting case where convective flow velocities remain small.

A. Marangoni convection

Bauer\textsuperscript{15} has solved the linearized Navier–Stokes equation for the case of a freely floating sphere subjected to an arbitrary axially symmetric thermal gradient and temperature-dependent surface tension, to obtain a series expansion for the analytical solutions of the stream function for thermally induced Marangoni convection

\begin{align}
  u_M(r, \theta) &= \frac{1}{2 \eta} \left[ \frac{d\sigma}{dT} \right] \sum_{n=1}^{\infty} T_n n(n-1) \left( \frac{r}{R} \right)^{n-1} \\
  &\quad \times \left( \frac{r}{R} \right)^{n+1} P_n(\cos(\theta)), \\
  v_M(r, \theta) &= \frac{1}{2 \eta} \left[ \frac{d\sigma}{dT} \right] \sum_{n=1}^{\infty} T_n \left( n+1 \right) \left( \frac{r}{R} \right)^{n-1} \\
  &\quad \times \left( \frac{r}{R} \right)^{n+1} P_n^1(\cos(\theta)),
\end{align}

where \( u_M \) and \( v_M \) are the radial and tangential components of the flow velocity, expressed in polar coordinates \( r \) and \( \theta \), \( \eta \) is the viscosity, \( d\sigma/dT \) is the temperature dependence of the liquid surface tension, \( R \) is the radius of the sphere, and \( T_n \) are the coefficients in a Legendre polynomial series expansion of temperature (see Sec. II C below), with \( P_n(\xi) \) and \( P_n^1(\xi) \) the unassociated and associated Legendre polynomials, respectively. The subscript “M” refers to Marangoni driven flow. Because the equations are linearized, solutions may be superimposed, so that the series expansion is readily generalized to a multipole expansion relaxing the axial symmetry requirement. Figure 1 illustrates the steady-state flow field for the leading term in the series expansion, i.e., in the case of a constant temperature gradient. The flow field is toroidal, with the axis of symmetry along the temperature gradient

\begin{align}
  u_M(r, \theta) &= (\Delta T/3 \eta) \left[ \frac{d\sigma}{dT} \right] \left( 1 - r^2/R^2 \right) \cos \theta, \\
  v_M(r, \theta) &= - (\Delta T/3 \eta) \left[ \frac{d\sigma}{dT} \right] \left( 1 - 2r^2/R^2 \right) \sin \theta,
\end{align}

where \( \Delta T \) is the temperature difference between the poles of the sphere. The maximum flow velocity, with magnitude \( u_{M,\text{max}} = (\Delta T/3 \eta) \left[ \frac{d\sigma}{dT} \right] \), occurs tangentially at the equator \((\theta = \pi/2)\) on the sphere surface \((r=R)\) and also along the polar axis \((\theta = 0 \text{ or } \pi)\) at the sphere center \((r=0)\). Note that whereas the radial component always vanishes at the surface, the tangential component is nonvanishing owing to the surface tractions presented by the thermally varying surface tension. For higher-order terms in Eq. (1), the corresponding flow field lines separate into several lobes displaying the symmetry characteristic of that multipole term. Taking the maximum flow velocity for each term in the multipole expansion separately, the position of the maximum is found nearer the surface of the sphere for higher order terms, but the magnitude is always of the order of \( u_{M,\text{max}} \), where \( \Delta T \) is replaced with the magnitude of the corresponding term in the multipole expansion for temperature.\textsuperscript{16}

B. Buoyancy-driven convection

Due to thermal expansion, temperature differences are associated with differences in density, which are the cause of natural (or free, as opposed to forced) convection. Bauer has extended his analytical solution for Marangoni convection in a free-floating sphere, given in Eq. (1), to also include the effect of gravity.\textsuperscript{14} The flow field can be calculated for the combined effects of buoyancy in a constant gravitation field and Marangoni convection with a temperature field that is axially symmetric about an axis aligned with the direction of gravity. Using this analytical solution, the relative magnitudes and combined influences of Marangoni and gravitational flow as a function of sample size, temperature, temperature gradient, magnitude of the gravitation field, and other relevant parameters can be assessed. The ratio of driving forces for buoyancy-driven and Marangoni convection is given by the length scale dependent dynamic Bond number,\textsuperscript{17} defined as

\[ Bo[L] = g \rho \beta L^2 [d\sigma/dT], \]

where \( g \) is the gravitational acceleration, \( \rho \) the density, \( \beta \) the volume thermal expansion coefficient, and \( L \) the characteristic length scale of the density variation.

C. Temperature gradients

The magnitude of temperature variations expected in the spherical droplets under conditions of heating with one or more laser beams (or any other power input source) can be assessed by solving the Fourier heat flow equation. The boundary conditions represent heat loss from the surface by Stephan–Boltzmann radiation to a surrounding vacuum and heat input by absorption of laser power

\[ J_s(R, \theta, \varphi) = -\kappa [\partial T/\partial r]_{r=R} = \varepsilon \sigma_S T^4 - p_{\text{laser}}(\theta, \varphi), \]

where \( J_s(R, \theta, \varphi) \) is the net radial component of the heat flux out of the sphere surface, \( \kappa \) is the thermal conductivity of the
For small temperature gradients, such that the wavelength and the incident power per unit area of the laser beam projected on the sphere surface, which depends on location \((\theta, \phi)\). The power input is determined by the spectral absorption coefficient of the surface \(s\) at the laser wavelength and the incident power per unit area of the laser beam projected on the sphere surface. The situation is illustrated in Fig. 2. For small temperature gradients, such that \(\Delta T/T_{av} \ll 1\), the local temperature \(T_s\) in Eq. (4) may be replaced by the average surface temperature of the sphere \(T_{av}\), to a good approximation.

The steady-state solution can be expressed as a multipole series expansion using spherical harmonics; for axially symmetric problems these reduce to Legendre polynomials, as used in the analytical solutions for Marangoni and gravity-driven convection:

\[
T(r, \theta, \phi) = \sum_{n=0}^{\infty} T_0 r^n P_n(\cos(\theta))
\]

with
\[
T_0 = \left(1 + \frac{1}{2n} \right) R \int_0^{\pi/2} \cos^2(\theta) s I_{\text{laser}}(R \sin(\theta)) \times P_n(\cos(\theta)) \sin(\theta) d\theta \text{ for } n > 0
\]

and
\[
T_0 = \sqrt{\int_0^{\pi/2} \cos(\theta) s I_{\text{laser}}(R \sin(\theta)) \sin(\theta) d\theta / 2 \varepsilon s_{SB}}
\]

for an axially symmetric laser beam centered on a spherical sample, with intensity profile \(I_{\text{laser}}(x)\) in W/m². For multiple laser beams, the average temperature \(T_0\) must be calculated using the total power input from all of the beams together, but the rest of the temperature profile may be calculated for each beam separately and superimposed. In any case, the Marangoni flow velocity profile scales as
\[
v_{max,M} \propto R p_{\text{laser}} [d\sigma/dT] / \kappa \propto R s_{SB} T_0^2 [d\sigma/dT] / \kappa.
\]

D. Composition variations

To assess the role of composition variations in inducing convective flow (solutal convection), one needs to account for the fact that both the density and the surface tension of the alloy are composition dependent and may therefore vary with solute concentration. We can estimate the driving forces for Marangoni solutal convection by referring to the previous discussion [Eqs. (1) and (6)] and replacing the thermal driving force for Marangoni convection \(\nabla T [d\sigma/dT]\) by the equivalent solutal driving force \(\nabla c [d\sigma/dc]\). Here \(c\) is the dimensionless concentration of solute (\(c = 1\) for a pure solute phase), \(\nabla c\) is the magnitude of the concentration gradients on the sample surface, and \(d\sigma/dc\) is the concentration dependence of the liquid surface tension. We can define a dimensionless ratio

\[
\delta = \nabla c [d\sigma/dc] / \Delta T [d\sigma/dT]
\]

which measures the ratio of solutal to thermal driving forces. In principle, the solutal driving force for Marangoni convection could be much larger than the thermal driving force. To estimate the composition dependence of the surface tension of an alloy, one should remember that alloys minimize their surface energy by surface segregation of the element(s) with lowest surface tension. As a result, the surface tension changes dramatically with the concentration of these low surface tension elements when their concentration is low, but when the surface tension of the alloy approaches the surface tension of the low surface tension element it is relatively independent of composition. Often the solute does not lower surface tension of the alloy, and \(d\sigma/dc \ll \alpha\) for all concentrations. In addition, surface diffusion—which is much faster than bulk diffusion—may well override solutal Marangoni convection as a mechanism for reducing concentration variations on the surface. It is therefore likely that solutal Marangoni convection would be insignificant.

Concentration variations in the sample can also cause buoyancy-driven convection. We can again replace the thermal driving force \(g \beta \Delta T\) in Eq. (3) with the corresponding solutal driving force \(g [d\rho/dc] \Delta c\), where \(d\rho/dc\) is the concentration dependence of the liquid density, and \(\Delta c\) is the magnitude of the concentration variations within the sample. Or we can define a dimensionless ratio

\[
\gamma = [d\rho/dc] / \rho \beta \Delta T
\]

for natural buoyancy-driven convection.

E. Dynamic effects

So far, the analysis considered steady-state solutions, with driving forces for convection that are constant over time. The steady-state solutions are reached only when transients resulting from previous changes and disturbances have decayed. For convection, viscous dissipation gives a damping time of

\[
t_{\text{visc}} = \rho L^2 / \eta,
\]

where \(L\) is a transverse length scale of the transient flow pattern. For changing temperature, the internal thermal relaxation time—governing the decay of temperature variations within the sample—is given by
\[ t_{\text{therm}} = c_P R^2 / \pi^2 \kappa, \]  
whereas the external thermal relaxation time—required for the average sample temperature to adjust to changes in net heating power—is

\[ t_{\text{rad}} = \frac{R c_P (T_0 - T_{RT})}{\kappa \sigma_{SB} (T_0^4 - T_{RT}^4)}. \]

Here \( c_P \) is the specific heat capacity per unit volume of the sample material, \( \kappa \) is its thermal conductivity, and \( T_{RT} \) is the ambient temperature.

It is also possible that the sample would rotate. This can be controlled in the electrostatic levitation experiment, by adjusting one of the laser beams so its incidence on the sample is off-center. The moment of the momentum of the sample, gradually increasing or decreasing its rotation rate, with a rotational acceleration of up to 0.05 Hz/s. The effect of a rotating reference frame on the kinematics of convection is accounted for by augmenting body forces with centrifugal and Coriolis “forces.” For slow rotations and vanishing convection velocities (i.e., nearly rigid-body rotation), both effects can be neglected.

III. MINIMIZING CONVECTION

The analysis and modeling results indicate practical methods for reducing convective flow to an acceptable minimum. Depending on the situation, different measures of the convective flow velocity profile determine what is acceptable: total displacement of a material point, convective flow velocity, local shear rate, etc. For each of these quantities the maximum or the average over time and/or space, its magnitude or the component along some direction, over the entire sample or only a part of it may be the most relevant. In most cases, reducing one measure of the flow velocity profile will also reduce the others, so we may simply state the goal as minimizing convection. Which combination of the methods below should be used will be determined by the expense and practicality of implementing each method under the circumstances dictated by the experiment, and by the sensitivity of the experimental outcomes to disturbance by convective flow.

A. Improved temperature uniformity

Both Marangoni convection and thermal buoyancy-driven convection are caused by temperature variations in the sample. The magnitude of these variations can be drastically reduced by using a symmetric arrangement of broad laser beams instead of a single narrow beam for heating. In fact, the limiting case of an infinitely narrow beam is the worst possible case for temperature uniformity: heat flux and temperature at the point of incidence become infinite, and the Legendre series expansions of Eqs. (1) and (5) cannot be truncated. If the power input is distributed more smoothly over the surface, without any sharp features, the higher-order terms in the Legendre series are not needed to provide a good description of the power input and the resulting temperature and flow fields. The symmetry of the Legendre polynomials further simplifies the series expansion when a symmetric arrangement of multiple heating laser beams is used. Figure 3 illustrates that increasing the beam width reduces the higher-order terms disproportionately, while symmetry eliminates the lowest-order terms.

The complementary effects of symmetry and beam broadening in the heating arrangement are most visible in different parts of the convective flow velocity profile. Convective flow near the center of the sample is caused by temperature differences across the sample, and therefore most effectively reduced by using a more symmetric heating arrangement. Precisely balancing the power and alignment of the different heating beams is paramount. Sharp features in the heating power distribution are associated with convective eddy flows localized beneath these features near the sample surface. These are most effectively reduced by smoothing and broadening the heating beam intensity profile.

B. Controlled sample rotation

In a rotating sample, centrifugal acceleration and gyroscopic forces can complicate matters, causing significant deviations from the nominally spherical sample shape at high rotation rates, ultimately leading to dynamic instabilities. The rotation rate must be kept low enough to avoid these effects. But rotation also has the effect of smoothing out azimuthal variations in any external fluxes incident on the sample, e.g., the power input from the heating laser beam(s). Provided that rigid body rotation does not run counter to other experimental requirements, it may therefore be desirable to work with the sample spinning at a rate \( \dot{\omega} \) such that

\[ t_{\text{relax}} \gg \omega^{-1} > (g_{\text{max}} / R)^{1/2}, \]

where \( t_{\text{relax}} \) is the internal relaxation time for the variations in the sample caused by the nonuniform flux, \( g_{\text{max}} \) is the allowable centrifugal acceleration, and \( R \) is the sample radius. Deviations from the spherical sample shape remain small when the pressure of the centrifugal force is small compared to the surface tension \( \sigma \),

\[ \rho \omega^2 R^3 / \sigma \ll 1. \]

C. Microgravity environment

An obvious, but somewhat impractical and very expensive, method of reducing buoyancy-driven convection is to reduce gravity. Due to the existence of research laboratories in parabolic flight or low earth orbit, made available by government space programs, carrying out electrostatic levitation experiments in microgravity might be an option. In a microgravity environment, the hydrostatic pressure gradient in the sample is reduced by several orders of magnitude. This pressure gradient causes buoyancy, driving convection, and deviations from the perfectly spherical sample shape favored by surface tension. The electric field strength required to levitate a given sample, which is another source of shape distortions and limits the sample size that may be levitated, is also reduced proportionally to gravity.

D. Sample material properties

When different sample materials are under consideration for an experiment, the choice can be partly determined by the
materials’ physical properties and the role these play in the various contributions to convective flow. For the same driving forces and geometry, material with a higher viscosity would have proportionally lower flow velocities. The different driving forces and the parameters that determine the experiment duration and temperature should also be evaluated for each material.

The buoyancy-driven contribution to convective flow is directly proportional to the density difference between different parts of the sample. Density differences can result from phase changes, temperature differences or composition differences. When different sample materials are under consideration for an experiment, a choice can be made to avoid excessive buoyancy-driven convection.

IV. CASE STUDY

In the following, the analysis of convective flow will be applied to evaluate the feasibility of diffusion measurements on the melt of a bulk glass forming alloy, using an electrostatic levitation technique for sample containment. The high viscosity and good thermal stability of bulk glass-forming alloys in the deeply undercooled liquid state have enabled several diffusion studies since the discovery of these alloys.20–22 We shall not concern ourselves with the accuracy of our assumptions or the feasibility of the electrostatic levitation approach near the glass transition, but at higher temperatures where a containerless technique is needed to avoid chemical reactions between the container wall and the liquid.

Convective flow must be avoided as well. Convective mixing can completely obliterate the diffusion profile; even small amounts of convection contaminate the profile and make quantitative analysis difficult or impossible. In the past, researchers have employed capillary geometries, magnetic damping, and reduced gravity to limit the contamination of diffusion profiles by convection.23,24 Nearly all of the earlier research on diffusion in metallic liquids has been confined to low melting point metals such as indium, gallium, tin, bismuth, and similar alloys. One reason for this is that, at elevated temperature, temperature gradients—and the resulting Marangoni- and gravity-driven convective flows—tend to become aggravated. In simulations it was found that contamination in capillary experiments remains a serious problem.25,26 Experiments performed under microgravity conditions on low melting point liquids have shown that, in some cases, problems associated with natural convection can be overcome.27 As a benchmark for the utility of a proposed method of reducing convection in liquids, a feasibility study of high-temperature diffusion measurements seems appropriate.

A. Alloy properties

We chose Zr$_{58}$Nb$_3$Cu$_{16}$Ni$_{13}$Al$_{10}$ (Vit106a), which is the best currently known Zr-based metallic glass forming composition without beryllium.25 The physical properties of this alloy—or related alloys when data for this composition was unavailable—are listed in Table I. Recently, it was shown that the Vit106a alloy could be vitrified by radiative cooling.
TABLE I. Values of various physical parameters used for the calculations.
For the cases where parameters are not available for Vit106a (Zr52Nb5Cu19Ni13Al10), we chose the parameters for the neighboring composition of Vit106 (Zr72Nb5Cu19Ni13Al10).

<table>
<thead>
<tr>
<th>Physical parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molar mass</td>
<td>( \omega_{\text{mol}} = 0.07617 \text{ kg/mol} )</td>
</tr>
<tr>
<td>Density(^{a})</td>
<td>( \rho = 6.66 \times 10^3 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Thermal expansion(^{b})</td>
<td>( \beta = 5.33 \times 10^{-5} \text{ K}^{-1} )</td>
</tr>
<tr>
<td>Glass transition temperature(^{a})</td>
<td>( T_g = 673 \text{ K} )</td>
</tr>
<tr>
<td>Liquidus temperature(^{b})</td>
<td>( T_{\text{liq}} = 1103 \text{ K} )</td>
</tr>
<tr>
<td>Specific heat(^{c})</td>
<td>( c_p = 3.9 \times 10^6 \text{ J/m}^3 \text{ K}^{-1} )</td>
</tr>
<tr>
<td>Thermal conductivity(^{d})</td>
<td>( \kappa = 25 \text{ W/m K} )</td>
</tr>
<tr>
<td>Total hemispherical emissivity(^{d})</td>
<td>( \varepsilon = 0.26 )</td>
</tr>
<tr>
<td>Spectral emissivity(^{d})</td>
<td>( \varepsilon = 0.26 )</td>
</tr>
<tr>
<td>Surface tension(^{e})</td>
<td>( \sigma = (1.538 - 1.7 \times 10^{-5} T) \text{ J/m}^2 )</td>
</tr>
</tbody>
</table>

\(^{a}\) Data for Vit106 at \( T_{\text{liq}} \) from Ref. 30.

\(^{b}\) Data from Ref. 29.

\(^{c}\) Data from Ref. 32.

\(^{d}\) Data for Vit106, from Ref. 33.

\(^{e}\) Data for Vit106a with \( T \) in K, from Ref. 34.

Isothermal crystallization studies were performed in the entire undercooled liquid region and compiled in a time-temperature-transformation (TTT) diagram.\(^{29}\) The TTT-diagram has a typical nose shape, with the shortest time of 30 s to crystallization occurring at 900 K. We will consider three different temperatures, representative of the entire undercooled liquid region: 960 K, above the nose of the TTT-diagram, 900 K, at the nose, and 740 K, below the nose.

For the further calculations, the viscosity and diffusivity and their temperature dependence are required. For the Vit106a alloy, this data has not been measured yet. The viscosity can be estimated using data for the viscosity of the original Vit106 composition,\(^{30}\) which is very similar to Vit106a, interpolated to the temperatures of interest using the Vogel–Fulcher–Tamman equation. If the temperature dependence follows a typical value for elemental metallic melts at about 1000 K of \( D = 3 \times 10^{-15} \text{ m}^2/\text{s} \) and further assume that—far above the glass transition temperature—the Einstein–Stokes relationship holds to estimate its temperature dependence.\(^{31}\) This results in diffusivity values of approximately \( 1 \times 10^{-10} \text{ m}^2/\text{s} \) at 960 K, \( 1 \times 10^{-11} \text{ m}^2/\text{s} \) at 900 K, and \( 1 \times 10^{-16} \text{ m}^2/\text{s} \) at 740 K.

B. Tracer deposition

In order to perform a diffusion experiment, a “tracer” species will be deployed on the surface of the molten sphere by vapor deposition. Treating diffusivity as a constant, the evolution of the (dilute) tracer diffusion profile in the absence of convection can be calculated analytically. If the tracer deposition is uniform across the sample surface with a constant flux \( F_0 \),

\[
C(t, r) = \frac{F_0 R}{D} \left\{ \frac{4Dt}{\pi r^2} e^{-\left(\frac{r}{R}\right)^2} \right\}
\]

FIG. 4. Graph of diffusion profiles labeled with the corresponding dimensionless diffusion length \( (D_D)^{1/2}/R \).

\[
C(t, r) = \frac{F_0 R}{D} \left\{ \frac{4Dt}{\pi r^2} e^{-\left(\frac{r}{R}\right)^2} \right\}
\]


with \( \alpha_r \) the \( n \)th positive root of \( \alpha_n \), the detection limit of the analysis technique to the maximum of the alloy’s elements.

When the detection limit of the analysis technique to the maximum analytical solution for continuous deposition on a planar surface in spherical coordinates

\[
C(t, r) = \frac{F_0 R}{D} \left\{ \frac{4Dt}{\pi r^2} e^{-\left(\frac{r}{R}\right)^2} \right\}
\]

where \( \operatorname{erfc}(x) \) is the complementary error function. Dimensionless concentration profiles are plotted for different values of the ratio \( \lambda/R \) in Fig. 4.

Vapor deposition sources like Knudsen cells are capable of achieving a deposition rate of \( 10^{-11} \text{ m/s} \). An alternative way to apply the tracer on the sample surface is chemical vapor deposition. Filling the chamber with a suitable deployment gas to a low pressure of about \( 10^{-6} \text{ mbar} \) results in a uniform deployment of the tracer on the sample’s surface, with a deposition rate of about one monolayer per second. Several deployment gases are available to study the diffusion of the alloy’s elements.

A meaningful analysis of the diffusion profile requires the diffusion length, \( \lambda \), to be significantly smaller than the sample radius to avoid reaching a nearly uniform distribution of the tracer species. On the other hand, the profile must be at least 30 nm deep in order to be evaluated by a suitable method such as secondary ion mass spectroscopy (SIMS). In an ideal profile, concentrations span the entire range from the detection limit of the analysis technique to the maximum concentration that is still dilute, i.e., which does not noticeably affect the outcome of the diffusion experiment. Figure 4 demonstrates that diffusion profiles with \( \lambda = 0.1 R \) or smaller span many orders of magnitude in concentration.
The maximum concentration that can still be considered dilute depends on which physical properties of the liquid are of importance in the diffusion experiment, and how strongly those depend on the solute concentration. In any case, the dilute limit will be below about 1%, but for some tracer species, the limit can be much lower. With “heavy” elements like Au, for example, \( dp/dc \) is of the order of \( 10^4 \) kg/m³, which gives a maximum concentration of about 10 ppm to keep the dimensionless ratio \( \gamma \) in Eq. (8) smaller than one.

C. Perturbation of the diffusion profile by convection

To assess the degree to which experimentally determined atomic concentration profiles are contaminated by the effects of convection, the rate of atomic transport by diffusion should be compared with the rate of convective transport. Strictly speaking, the relevant quantity is the total change of the atomic concentration, i.e., the time integral of the divergence of the concentration flux vectors

\[
C(t_f) - C(t_0) = \int_{t_0}^{t_f} \frac{dC}{dt} dt = \int_{t_0}^{t_f} \vec{\nabla} \cdot (D \vec{\nabla} C) - \vec{v} \cdot \nabla C dt,
\]

where \( C(t) \) is the concentration at time \( t \), \( D \) is the intrinsic atomic diffusion constant, and \( \vec{v} \) is the convective flow velocity. The first term in the integral is associated with Fick’s law of diffusion, whereas the second term represents convection. If, at all times, everywhere in the sample, the convection term is negligible compared to the diffusion term, a first-order approximation may be used, where the convection and diffusion problems are solved independently, combining the convective flow profile with the unperturbed diffusion profile to calculate the perturbation of the concentration profile.

For comparison of diffusion with convection, it is instructive to define a diffusion velocity \( v_{\text{diff}} \) such that the “convective” flux associated with this “velocity” equals the diffusion flux

\[
v_{\text{diff}} = \frac{\vec{\nabla} \cdot (D \vec{\nabla} C)}{\| \vec{\nabla} C \|^2} \vec{\nabla} C.
\]

For the solution given in Eq. (14), the diffusion velocity is a monotonically decreasing function of time, of the order of \( (D/\pi t)^{1/2} \) in the initial stages—where the diffusion length \( \lambda = (D t)^{1/2} \) is small—and approaching \( 3D/r \) when the diffusion length becomes large compared to the sample radius. In order to keep the diffusion profile free of convective perturbation, it is sufficient that \( v_{\text{diff}} \gg v_{\text{max},\text{M}} \) and \( v_{\text{diff}} \gg v_{\text{max},\text{gr}} \), where \( v_{\text{max},\text{M}} \) and \( v_{\text{max},\text{gr}} \) are the maximum values for the flow velocity (along the direction of the concentration gradient) due to Marangoni convection and gravity-driven convection, respectively.

D. Time constraints

In order to define the “window of opportunity” for a “convection free” diffusion experiment, the various constraints on the processing time have to be considered. These are depicted in Fig. 5, as a function of temperature, for different sample sizes and heating conditions. It should be noted that the levitation of samples larger than 4 mm diameter would require a reduced gravity environment.

The time before the onset of crystallization, \( t_{\text{cryst}} \), represents an upper limit for the duration of the liquid diffusion experiment, so the diffusion time must be shorter than 600 s at 960 K, shorter than 30 s at 900 K, and shorter than 200 s at 740 K, as can be read from the TTT-diagram. On the other hand, a time interval of the order of the thermal relaxation time is required before the start of the diffusion experiment to achieve a constant temperature. Using Eq. (10) with the values for \( c_p \) and \( k \) listed in Table I, \( t_{\text{therm}} = 15 \) ms for a spherical sample of radius \( R = 1 \) mm, and even for \( R = 5 \) mm \( t_{\text{therm}} = 0.4 \) s is negligible. Time must also be allocated to quench the sample at the end of the experiment. Because the diffusivity changes rapidly with temperature, the time constant \( t_{\text{quench}} \) with which the diffusivity decreases when the temperature is decreasing with rate \( T/t_{\text{rad}} \) is

\[
t_{\text{quench}} = t_{\text{rad}} E_{\text{act}} / k_B T,
\]

where \( E_{\text{act}} \) is the apparent activation energy for diffusion and \( k_B \) is the Boltzmann constant. Thus, \( t_{\text{quench}} \) is the absolute minimum duration of a diffusion experiment.

The time window is further constrained by the requirements of tracer deposition and concentration profile measurement techniques. The inequalities expressing that the time-dependent diffusion profile depth \( \lambda \) should be larger than 30 nm, but smaller than 1/10th of the sample radius, can be algebraically manipulated to yield a pair of inequalities involving the diffusion time. Similarly, because the diffusion velocity decreases over time, the lower bounds on \( v_{\text{diff}} \) to avoid perturbation of the diffusion profile by Marangoni and buoyancy-driven convective flow are equivalent to an upper bound on the diffusion time. Marangoni convection dominates, since the dynamic bond number \( Bo_{\text{B} < 2 < \text{mm}} < 1 \) for sample sizes small enough to be levitated in standard earth gravity, and in microgravity \( Bo_{\text{B} < 1} \) for any realistic sample size. For the purpose of plotting Fig. 5, the constraint due to convection was evaluated numerically by using the secant method to search for the value of time where \( v_{\text{diff,min}} = 100 \)

\( v_{\text{max,M}} \).

When all these constraints are plotted together on a time-temperature diagram as in Fig. 5, a “window of opportunity” for successful liquid diffusion experiments is apparent, with boundaries which depend on the sample size, material properties, and heating configuration. Convection is reduced—moving the corresponding boundary to higher temperatures or longer times—by using a smaller sample, broadening the heating laser beam, or using a symmetric arrangement of multiple heating laser beams.

In the deeply undercooled liquid, the limiting constraints are the radiative cooling rate and the time to crystallization, so the window is enlarged by using a smaller sample. At these temperatures, convective flow is limited by the high
viscosity of the alloy, and diffusion experiments should be possible even with a single narrow heating laser beam.

At high temperatures, it becomes important to reduce convective flow. The temperature range where convection can be avoided can be extended upwards significantly, by switching from a single heating laser beam to a tetrahedral arrangement with broadened beams. There is a maximum temperature above which the proposed approach ceases to be useful because the depth of the diffusion profile becomes comparable to the size of the sample before the sample can be quenched. For the Vit106 alloy with samples sizes small enough to be levitated in standard earth gravity, the combination of tetrahedral heating and beam broadening is more than sufficient to move the boundary for contamination of the diffusion profile by convective flow beyond this fundamental constraint. Diffusion experiments should be possible up to approximately the liquidus temperature. Larger samples can be levitated in microgravity. This allows diffusion measurements at still higher temperatures, but also aggravates contamination by convective flow.

Thus, the approach of electrostatic levitation combined with uniform sample heating is effective in reducing convection in a high-temperature reactive liquid sample, thereby enabling diffusion measurements throughout the undercooled liquid range. The approach is also useful for other measurements on high-temperature reactive liquids where a convection-free sample with uniform temperature and containerless processing are desirable.
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16 Thus, Bauer’s series expansion for Marangoni flow converges only if the multipole expansion for temperature converges.
17 The dynamic Bond number differs from the usual definition of the Bond number in that both density and surface tension are differentiated with respect to temperature.