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Of special interest in molecular biology is the study of structural and conformational changes which are free of the additional effects of the environment. In the present contribution, we report on the ultrafast unfolding dynamics of a large DNA macromolecular ensemble in vacuo for a number of temperature jumps, and make a comparison with the unfolding dynamics of the DNA in aqueous solution. A number of coarse-graining approaches, such as kinetic intermediate structure (KIS) model and ensemble-averaged radial distribution functions, are used to account for the transitional dynamics of the DNA without sacrificing the structural resolution. The studied ensembles of DNA macromolecules were generated using distributed molecular dynamics (MD) simulations, and the ensemble convergence was ensured by monitoring the ensemble-averaged radial distribution functions and KIS unfolding trajectories. Because the order–disorder transition in free DNA implies unzipping, coiling, and strand-separation processes which occur consecutively or competitively depending on the initial and final temperature of the ensemble, DNA order–disorder transition in vacuo cannot be described as a two-state (un)folding process.

1. Introduction

Deoxyribonucleic acid (DNA) encodes for proteins and is therefore the genetic blueprint for all life, responsible for both diversities and similarities throughout the biosphere. Because the nucleotide sequence in DNA is organism-specific, and because it does not vary noticeably from one cell to another under normal circumstances, DNA macromolecules represent an invaluable source of biological, medical and forensic information which has been subject to intense investigation since the very discovery of their double-helix structure1 from X-ray fiber diffraction patterns7 in 1953. With single-crystal X-ray diffraction,3 the macromolecular architecture was resolved at the atomic level. Manipulations of DNA sequence and human chromosome reaches the centimeter length scale when DNA double helices are known to be well suited for tight packing of genetic material (notably, the DNA in a single human chromosome reaches the centimeter length scale when totally extended). Thus, there are 23 pairs of such macro-molecules in the micron-sized nucleus of a healthy cell.7 Under physiological conditions, the stability of a DNA duplex stems from a delicate balance of a number of competing forces and mechanisms.8 In particular, the Coulomb repulsion between negatively charged phosphate groups is compensated by stacking and hydrogen bonding interactions between DNA bases and by screening effect of water and surrounding ions. Hydration affects the stability of the duplex because the change from aqueous to less polar solvents reportedly leads to pronounced conformational transitions and/or disruption of the helical pattern.9 Similarly, it has been demonstrated by X-ray fiber diffraction that, upon variation of the relative humidity of fiber environment, the molecular structures assumed by DNA fibers vary from A-DNA to Z-DNA (Fig. 1), and that the hydration-driven transitions between the DNA conformers are fully reversible.10 A recent determination of the structure of DNA in single crystals of nucleosome core particles revealed that the DNA is predominantly in the B-form with local distortions and irregularities, which facilitate its superhelical path in the nucleosome.11 Generally, there seems to be little reservation about prevalence of B-DNA occurring in vivo, although in various situations (e.g., around histones) the molecule adapts a bent configuration.12

In light of the structural integrity of B-form DNA in solution, the physical source of this stability becomes a highly relevant topic. In particular, what features of the duplex are preserved in vacuo and are therefore “inherent” to the physics of DNA alone? Because the replication and transcription of DNA are dynamical processes involving strand separation, an equally important goal is the understanding of the effect of solvent on both conformational and unfolding dynamics. Although biological macromolecules often tend to undergo...
local distortions, the structures they commonly assume are relatively robust, persisting in a wide variety of environments. Thus, according to electrospray experimental observations, DNA retains its major structural features even in the absence of the hydrating water layer. However, because direct experimental determination of detailed molecular structures of large, flexible biopolymers \textit{in vacuo} and in solution is not feasible at present, theoretical methods remain the guiding force in exploring the configurational space of DNA/RNA in various environments.

Remarkably, the double-helix architecture of nucleic acids gives rise to a number of persistent structural features which can be efficiently exploited in experimental and theoretical studies. For example, by analyzing the diffraction from spatially aligned DNA fibers, both the helical symmetry and macromolecular structure of the fibers can be deduced. This is typically accomplished by calculating the diffraction pattern using a “theoretical” (anticipated) structure of a single fiber which is presumed to be known with a sufficiently high resolution. By comparing the theoretical pattern with the “observed” (experimental) one, which originates from a large number of well-oriented, coherently scattering fibers, an improved structural model of the fiber may be constructed. However, of special interest in molecular biology is the study of structural and conformational changes which are free of the effects of solvation, crystallization or external ordering imposed on the specimen. Because of their large size and unprecedented flexibility, DNA macromolecules possess a myriad of quasi-random structural configurations during the course of an order–disorder transition, and this complexity may, naively, suggest the masking of any significant change in diffraction. However, as we demonstrate in detail in the subsequent Sections, an accurate theoretical mapping of macromolecular ensembles which consist of hundreds of (non-interacting) DNA duplexes indicates that the pronounced features of the quasi-periodic structure (\textit{spatial resonance}) in DNA may be used as a natural measure of the disruption of the double-helix ordering in both space and time.

For over a decade, molecular dynamics (MD) simulations have been capable of reproducing the structure and dynamics of large DNA macromolecules in aqueous solutions. Although MD simulations of gas-phase nucleic acids have been performed even earlier for sub-nanosecond dynamics, in a recent computational study, Rueda et al. demonstrated for the first time that a somewhat distorted DNA duplex might be stable in the gas phase on the (sub)microsecond time scale. Sample conformations of a free DNA duplex as obtained from their MD simulations carried out at room temperature and at $T = 448$ K are highlighted in Fig. 1. Importantly, the conformational transition due to vaporization of DNA should occur very rapidly given the size of the macromolecule under scrutiny (the complete equilibration is reportedly achieved on a few-nanosecond time scale). As seen in Fig. 1, the equilibrated DNA duplexes are strongly extended along the helix axis which results in local (site-specific) irregularities and somewhat shallower grooves as compared to the canonical structure of B-DNA.

However, the extended duplex structures retain many features characteristic of the canonical (hydrated) DNA configuration irrespective of both the temperature ($T \leq 448$ K) and the neutralization protocol employed in the numerical simulations. Despite the similarities which reportedly exist between the equilibrated duplexes and C-DNA, the former are better described as mechanically-stretched (elongated) double helices. Interestingly, the vaporization does not have a dramatic effect on the conformational preferences of DNA nucleotides. Thus, 60 to 90% of canonical hydrogen bonds are preserved in the gas phase at 298 K. However, the fraction of
noncanonical hydrogen bonds, which is negligible in solution, increases to \( \leq 40\% \) in the gas phase. The DNA bases remained well-stacked throughout the simulations, but the stacking direction was no longer parallel to the helix axis (see Fig. 1). According to the results of ref. 8, no strand separations were observed in any of their MD trajectories.

In what follows, we discuss ultrafast structural dynamics of DNA unfolding in the gas phase as obtained from ensemble-convergent MD simulations carried out for a number of charged states \((Q = -6 \text{ or } -12)\) and temperature jumps \((T_0 = 300 \text{ K}; 300 \leq \Delta T \leq 1200 \text{ K})\) and make a comparison with unfolding dynamics of the same macromolecule in aqueous solution. In contrast to earlier theoretical work, the focus here is on the dynamics of DNA duplex unfolding, including the influence of hydration on the mechanisms and time scales of this process. In addition to the use of native-contact metrics to measure base-pairing disruption, we also investigate the conformational dynamics of the duplex via the radial distribution functions of ultrafast electron diffraction (UED) simulations. Though certain apparent implications for future UED experiments are briefly outlined in the subsequent Section, the above-mentioned radial distribution functions are only invoked here as an intuitively appealing coarse-graining model. As all analyses were performed on a large number of independent unfolding trajectories, we elucidate the dramatic effect of solvation on the structural and dynamical properties of DNA in an ensemble-convergent manner. It is noteworthy that self-sufficiency and credibility of the results reported below are ensured by the data redundancy and signal-to-noise ratio comparable to those typically obtained during the course of UED experiments.

2. Energy landscapes and electron diffraction

In the present work, large-scale molecular ensembles of \(5'-\text{d(CGCGGTGTCGCCG)}-3'\) DNA duplexes (PDB ID: 1LAI)\(^{20}\) were generated using the CHARMM\(^{21}\) suite of programs both \textit{in vacuo} and in aqueous solution, and their spatiotemporal evolution was monitored for a variety of temperature jumps during the course of distributed MD simulations. Such simulations provide a state-of-the-art theoretical account of structural interconversions within the ensemble because they are based on realistic interatomic interaction potentials which determine molecular motions at each particular point in time. With our newly built supercomputer cluster, which currently features 32 dual quad-core Intel E5345 compute nodes, 12 GB RAM/node, \(\sim 20\) TB of network-attached disk storage, and a 1-GigE network interconnection mesh, we are now poised to explore such dynamics of complex energy landscapes. The structural interconversions which involve numerous degrees of mechanical freedom, such as conformational changes in biological macromolecules, are easily modeled and the ensemble convergence is achieved at increasingly longer time scales. Atomic-scale spatiotemporal resolution combined with a massive statistical redundancy, which is sufficient to ensure the desired degree of ensemble convergence, constitute the basis for accuracy and reproducibility of the numerical experiments presented below.

In the earlier reports from this laboratory,\(^{14}\) we outlined the importance of collapsed (but not folded) macromolecular structures in the DNA order–disorder transitions. Contrary to the textbook wisdom, it is now widely accepted that DNA (un)foldung is not a two-state kinetic process because, on the ultrafast time scale, locally stable states of the DNA (un)folding trajectories are not limited to a set of completely folded and completely unfolded molecular configurations.\(^{14}\) Thus, an adequate level of coarse graining is required to parameterize the configurational space of the DNA macromolecule: ideally, the model parameterization should allow for the entire variety of intermediate states, both collapsed and (partially) unfolded. Because conventional approaches to coarse graining such as, \textit{e.g.}, percent native, or non-native, base contacts or root-mean-square deviations (RMSD) from the native structure,\(^{22}\) do not provide the level of detail required to resolve the actual structures of the intermediate states, we recently employed the kinetic intermediate structure (KIS) model to parameterize the configurational space of small DNA hairpins in aqueous solution.\(^{14b}\) Notably, the essential mechanisms distilled by the model are illustrative of the key insights possible with well-chosen coarse-graining models of macromolecular folding.\(^{23}\)

Within the KIS model, we consider native (Watson–Crick) base pairs, and the reaction coordinates \(i\) and \(j\) are chosen to be the number of unzipped base pairs on the loop and free ends of the stem, respectively (Fig. 2). The choice of coordinates implicitly constrains the KIS model to the single-sequence approximation (SSA) which excludes all structures with internal bulges or loops (besides the hairpin loop).\(^{24}\) All intermediate states are then represented by unique coordinates \((i,j)\) on the surface, with the hairpin native state at \((0,0)\). The only state that does not have a unique point on the landscape is the unfolded-structure ensemble, which is represented by the points on the diagonal boundary of the coordinate space (Fig. 2). Each state \((i,j)\) corresponds to an ensemble of structures that share the same base pairing but may differ in their detailed atomic coordinates. The free-energy landscape \(\Delta G(i,j)\) which defines the (un)folding behavior is then obtained by calculating the free energy for each \((i,j)\)-state with respect to the native state of the molecule at \((0,0)\), using the thermodynamic parameters employed by Kuznetsov et al.\(^{25}\) Significantly, the KIS model, which can be easily extended for short DNA duplexes as discussed below, retains the comprehensive picture of kinetics without sacrificing the structural resolution. However, because the model is limited to a local (native-contact-specific) description of intermediate states, it is not suited to describe the three-dimensional conformations characterized by a (partial) strand separation.

In the present contribution we utilize the (time-dependent) ensemble-averaged radial distribution function, \(\langle f(r, t) \rangle_n\) where \(n\) is the number of macromolecules in a numerically generated ensemble, to quantify both local and global conformational changes which accompany the order–disorder transition in DNA. Because \(\langle f(r, t) \rangle_n\) provides a snapshot of the density distribution of internuclear distances \(r_{ij}\) \(i \neq j, i, j \leq N,\) where \(N\) is the number of atoms in the macromolecule, throughout the simulated ensemble at each particular point in time \(t\), \(\Delta\langle f(r, t_m, t_b) \rangle_n = \langle f(r, t_m) \rangle_n - \langle f(r, t_b) \rangle_n\) represents a natural measure of the ensemble-averaged conformational changes.
which occur during the time interval $\Delta t = t_m - t_k$. The procedure of obtaining $\langle f(r, t) \rangle_n$ has been described in detail in a number of sources.\textsuperscript{16} Briefly, the electron diffraction patterns $sM(s, t)$, where $s$ is the magnitude of momentum transfer vector between an incident electron and an elastically scattered electron, are calculated at $t_m$ and $t_k$ using a locally modified version of UEDANA\textsuperscript{26} code for each DNA macromolecule in the ensemble, and further averaged to yield $\langle sM(s, t_m) \rangle_n$ and $\langle sM(s, t_k) \rangle_n$. The resulting $\langle sM(s, t) \rangle_n$ are Fourier-transformed to obtain $\langle f(r, t_m) \rangle_n$, $\langle f(r, t_k) \rangle_n$, and $\Delta f(r, t_m, t_k) \rangle_n$. Because $\langle f(r, t) \rangle_n$ and $\Delta f(r, t_m, t_k) \rangle_n$ represent the ensemble-wide structural changes in real space, they have more intuitive appeal than $\langle sM(s, t) \rangle_n$ and $\Delta sM(s, t_m, t_k) \rangle_n$, but the latter should also be examined in detail in order to assess the potential feasibility of an electron diffraction experiment.

Because the 3D coordinates of atoms in a macromolecule are projected onto a 1D momentum transfer space (Fourier, or reciprocal, space) as a superposition of damped oscillations (each of which represents a particular internuclear separation $r_{ij}$ within the studied molecular structure), the resulting electron diffraction patterns, radial distribution functions, and their differences constitute an intuitive coarse-graining approach with which to analyze the ensemble-level temporal evolution pertinent to order–disorder transitions in DNA. Due to additivity of the scattering terms in diffraction, the ensemble-wide set of internuclear distances can be easily decomposed into relevant subsets, such as bond distances, nearest-neighbor distances, or internuclear distances constrained to specific macromolecular moieties. Because the resulting term-by-term separability of $\langle f(r, t) \rangle_n$ permits the analysis of structural changes characteristic of the chosen groups of atoms, $\Delta f(r, t_m, t_k) \rangle_n$ is ideally suited for isolation of the key structural motifs, e.g., those giving rise to the spatial resonance in diffraction,\textsuperscript{16} throughout the entire macromolecular ensemble. Thus, the internuclear density distribution within the subset of phosphorus atoms, $\{P\}$, which occur quasi-periodically in the sugar backbones of DNA duplexes, $\langle f(r, t) \rangle_n$, can be used to monitor the deterioration of the global structural ordering in the ensemble (e.g., strand separation and coiling) in both space and time. This degree of coarse graining is essential because (i) the distance density distribution within the subset is free from obscuring effects of incoherently-distributed internuclear distances and (ii) the KIS model, which proved to be successful in describing the base-paring contacts in DNA, does not provide an insight into the geometric conformations and orientation of its strands.

In the remainder of this Section, we illustrate the above-mentioned principles with simulated $f(r)$ and $sM(s)$ patterns of a single, isolated B-DNA macromolecule and make connections to the potential UED measurements. Radial distribution functions of the full duplex as obtained for the NMR structure of the 1LA1 13-mer found in aqueous solution\textsuperscript{20} are depicted in Fig. 3. Also shown in the Figure are corresponding patterns of individual (uncoupled) DNA strands as they appear in the duplex. We note that the differences between the two kinds of patterns are really striking, which is indicative of a very pronounced change in diffraction upon the complete separation of the strands (the experimentally-observed difference would be even larger because the uncoupled DNA strands would also lose their structural ordering associated with both stacking and helicity characteristic of the B-DNA structure). Importantly, calculated diffraction patterns of the macromolecule and the uncoupled strands are almost indistinguishable at $s > 3 \text{ Å}^{-1}$ which indicates that the features arising from the interstrand $r_{ij}$ distances are largely concentrated in the innermost area of the scattering pattern.

In order to identify the origin of the spatial resonance characteristic of B-DNA we now turn to the analysis of simulated $f(r)$ and $sM_p(s)$ patterns of its quasi-periodic phosphorus chains. The distribution of phosphorus atoms in the macromolecule is schematically depicted in Fig. 4. An inspection of the electron scattering pattern of the chain reveals that the only sinusoidal wave which persists at $s > 3 \text{ Å}^{-1}$ has the periodicity of $\sim 1 \text{ Å}^{-1}$. With the help of a simple Fourier transform, we establish that it originates from a set of the closest phosphorus–phosphorus internuclear distances, $r_{P-P} \approx 7 \text{ Å}$ (Fig. 4). We conclude that (i) the scattering intensity features associated with the strand-to-strand internuclear distances are damped out almost completely for $s > 3 \text{ Å}^{-1}$ and (ii) accounting for these features in the course of an electron diffraction experiment requires a high-resolution CCD camera. A comparison of the radial distribution functions characteristic of full DNA duplex and separate strands (Fig. 4) reveals that the strand-to-strand internuclear distances result in pronounced distance-density accumulations (spatial resonance) at $r \approx 13, 16,$ and $18 \text{ Å}$. Because a typical hydrogen-bonded DNA base pair is about $10 \text{ Å}$ in size, the resonant distance density accumulations at $r < 10 \text{ Å}$ (Fig. 3) are largely due to base pairing and stacking ($r \approx 5 \text{ Å}$) in the duplex. In summary, UED study of order–disorder transitions in DNA must be feasible due to very pronounced structural resonance (see below), but it cannot be accomplished without solid theoretical guidance.
Fig. 3  Diffraction and spatial resonance in DNA. Shown is the molecular structure of a B-DNA 13-mer [5'-d(CGCGGTGTCCGCG)-3'], PDB ID: 1LAI] in aqueous solution as obtained from NMR experiments (a). Radial distribution functions ($f(r)$; b) and electron diffraction patterns ($sM(s)$; c) represent the full duplex and individual (totally uncoupled) DNA strands of the 13-mer.

Fig. 4  Spatial resonance contributions to scattering of DNA. Shown are radial distribution functions ($f_P(r)$; b) and electron diffraction patterns ($sM_P(s)$; c) of phosphorus chains in the full duplex (a) and uncoupled DNA strands of the B-DNA 13-mer displayed in Fig. 3. Tentative assignment of the resonant domains in the radial distribution function of the duplex (numbered I to IV) was carried out in the assumption that the interstrand phosphorus–phosphorus distances propagate quasi-periodically along the duplex: $r(P_i \cdots P_{i+k}) \approx r(P_{i-mr} \cdots P_{i+k+mr})$. 
3. Computational

The MD simulations reported here were performed on thirteen-base-pair DNA duplexes with the sequence of 5′-d(CGCGGTGTCCGC)-3′ in the gas phase and in aqueous solution. Molecular construction and MD simulations were performed using the CHARMM suite of programs with the all-atom CHARMM force-field parameters. The starting-point structure was obtained from the NMR experimental data deposited under 1LAI ID in the RCSB Protein Data Bank (www.pdb.org). Because DNA macromolecules are known to have an intrinsic negative charge which is responsible for their acidic character, and which is concentrated on the backbone phosphate groups, the DNA ensemble in vacuo will be characterized by a certain distribution of charged states due to varying degrees of macromolecular protonation. According to the electrospray experiments of ref. 13, the charged state of a typical DNA duplex in vacuo should be about 1/4 of its intrinsic negative charge. Since the duplexes studied here possess an inherent charge of −24, the charged states of $Q = −6$ and $−12$ were assumed in vacuo in order to assess the impact of different values of $Q$ on the macromolecular dynamics.

Rueda et al.$^8$ manipulated the charged state of their DNA duplexes by either neutralizing selected phosphate groups or scaling down the negative charge of all phosphate groups by the appropriate fractional factor. According to the results of ref. 8, the structural stability was essentially independent of neutralization scheme. In this study, we applied the latter methodology and scaled the phosphate-group charges of the PDB structure by factors of 1/4 and 1/2 in order to obtain the desired charged states (see above). For each of the two charged states, the initial PDB structure was energy-minimized for 12 000 steps in vacuo and then heated to $T = 300 \text{ K}$ and pre-equilibrated for 100 ps. In the gas phase, the structure was further equilibrated for 400 ns at $T = 300 \text{ K}$. From the latter equilibration step, $n = 200$ random DNA configurations were obtained to represent the (isolated) macromolecular ensemble at $T_0 = 300 \text{ K}$. In order to assess the ensemble-averaged temperature-jump dynamics of the DNA, the above-mentioned equilibrated macromolecular ensemble was used as a starting point for three sets of $n = 200$ independent heating trajectories representing the 300 K, 600 K, and 1200 K temperature jumps. For each of these trajectories, the starting-point macromolecular configuration was heated to the final temperature, $T = T_0 + \Delta T$, within 1 ps and allowed to evolve for up to 100 ns to obtain the duplex-unfolding statistics. Because the above simulations were performed in CHARMM on isolated DNA duplexes, periodic-boundary conditions and particle-mesh Ewald (PME) method$^{28}$ were, obviously, not used.

For the solution-phase MD simulations, the original PDB structure was centered in the cubic primary-simulation cell with the initial box length of 60.5 Å, which contained 7007 TIP3P water molecules and 24 sodium atoms for a neutral system. For all solution-phase simulations, MD trajectories were obtained using periodic-boundary conditions with long-range electrostatics computed via the PME method.$^{28}$ Following 20 000 steps of energy minimization, the box was heated to $T_0 = 300 \text{ K}$ within 10 ps. Subsequently, the system was allowed to evolve for 1 ns at constant temperature and 1 atm pressure using the extended-system algorithm.$^{29}$ From this trajectory, $n = 200$ random water–DNA configurations were chosen to represent the solvated structure. Using these configurations as the starting-point structures, the temperature-jump trajectories were obtained as follows. The system was heated to $T = 600 \text{ K}$ within 10 ps and was maintained at constant temperature and 1 atm pressure for 6 ns to obtain the duplex-unfolding statistics (see below). The MD simulations and data analyses were then repeated for $T = 500 \text{ K}$. In order to assess the fraction of intact native (Watson–Crick) base-pairing contacts as well as both local and global structural changes throughout the ensemble, two complementary types of data were collected as a function of time.

First, for all sets of independent trajectories, the fraction of each native base-pairing contact remaining intact at time $t$ was calculated as follows. The fraction of intact hydrogen bonds was obtained for every Watson–Crick base pair and further averaged over the $n = 200$ independent trajectories to obtain the average decay of each native contact as a function of time. A hydrogen bond was defined to be 100% intact if the distance between the donated proton and the nitrogen or oxygen atom (the hydrogen acceptor) was less than 1.8 Å and the straight line joining the proton and the hydrogen acceptor was no more than 90 degrees out of the planes defined by the aromatic rings of the base pair. In addition, the smoothness of the transition between a fully intact and a fully broken hydrogen bond was enforced using an exponential attenuation of the bond strength such that the hydrogen bond would be 1/e-fold intact at a distance of 2.5 Å. These criteria are consistent with established conventions for geometry-based hydrogen bond determination,$^{30}$ and it should be noted that the fast process of base-pair disruption renders the results thus obtained to be insensitive to variance in the threshold values used.

Second, the ensemble-averaged radial distribution functions, $(f(r, t))_n$ and $(f_0(r, t))_n$, were calculated for the same $t$ with a locally-modified version of UEDANA code using an artificial damping factor of $k = 0.02 \text{ Å}^2$ to compensate for the unwanted oscillations induced by a finite data range ($s_{\text{max}} < \infty$).$^{26}$ Root-mean-square (RMS) amplitudes of thermal vibrations, $\Delta t = u_{ij}$, were estimated using empirical equations$^{31}$ at $T = 300 \text{ K}$ and further extrapolated to elevated temperatures using eqn (4) of ref. 26.

Shown in Fig. 5 is the dependence of convergence behavior of both the decay of the third base-pair contact in the duplex (panels a, c, e) and the macromolecule-wide radial distribution function (panels b, d, f) as obtained from the $Q = −6$ MD simulations following a temperature jump of 1200 K in vacuo as a function of $n$. As seen in the results of the Figure for both measures of the spatiotemporal evolution in the ensemble, $(P(t))_n$ and $(f(r, t))_n$, averaging over $n = 100$ independent MD trajectories allows for the convergence of dynamical information into a clear picture of ensemble-level behavior. Indeed, whereas the information from single trajectories (Fig. 5a) may lead one to speculate that, for the native Watson–Crick contact $i = 3$, the base pairing may be quasi-stable for more than 20 ps after the temperature jump with the possibility of dynamically reforming the base pair at longer times, the information from averaging over one hundred trajectories
Fig. 5 Ensemble convergence in MD and UED simulations in vacuo. Shown is the temporal evolution of the probability density of finding the base-pair contact \( i = 3 \) intact upon a 1200 K temperature jump \((P_i(\tau))_n\); a, c, e) averaged over \( n = 1, 10, \) and 100 MD trajectories representing two equally large macromolecular ensembles. Also presented are radial distribution functions \((g(r, \tau))_n\); b, d, f) as obtained by averaging over \( n = 1, 10, \) and 100 DNA configurations representing the two ensembles at \( \tau = 10 \) ps upon the 1200 K temperature jump.

(Fig. 5e) indicates that the characteristic time scale for the base-pairing contact rupture is about 5 ps.

4. Results and discussion

Base pairing separation: unfolding trajectories

In regard to the temporal evolution of native base pairing in simulated ensembles, there are three noteworthy observations pertinent to DNA stability and (un)folding in the gas phase. First, the mechanism of DNA unzipping (or native contact rupture) turns out to be robust with respect to both the charged state assumed throughout the ensemble and the temperature jump experienced by macromolecules. Both charged states, \( Q = -6 \) and \(-12 \) (the latter one is omitted from this Section for the sake of conciseness) tend to undergo very similar unfolding processes at all the temperatures considered, with larger temperature jumps leading to shorter times required for complete DNA unzipping (5, 150, and 5000 ps for \( \Delta T = 1200, 600, \) and 300 K, respectively). Notably, the order of base-pair disruption (see Fig. 6) is preserved for all values of \( \Delta T \), whereas the unfolding time scales and behavior are virtually invariant to the charged state.

Second, DNA unzipping in vacuo violates the SSA, resulting in the formation of internal bulges throughout the ensemble.

As outlined above, within the framework of the original KIS model the exact base-pairing configuration in DNA can be strictly defined using integers \( i \) and \( j \) which parameterize the extent of base-pair disruption on the two ends of the duplex (Fig. 2). In contrast, the gas-phase unfolding induces the formation of a “bubble” (broken base-pair sequence) in the interior of the duplex. This can be defined on the KIS landscape by an additional set of integers, \( i_0 \) and \( j_0 \), which parameterize the extent of unzipping on the two ends of the bubble, with the origin defined to be the center of the duplex. Thus, the unfolding trajectory bifurcates into the end and bubble dynamics, as indicated in Fig. 7, in which the two domains of unzipping are shown using red and green solid lines, respectively. The final step in the trajectory occurs when the red and green paths meet, with the last break in the base pairing assigned to the end dynamics by convention.

This is in contrast to the unfolding behavior of solution-phase duplexes at \( \Delta T \leq 200 \) K (Fig. 8), which indicates that SSA is valid in solution. However, for a somewhat higher temperature jump \((\Delta T = 300 \) K, data not shown), the base pairs located at the very ends of the helices tend to break very early in the dynamics, with all the interior contacts disrupting at about the same time. Interestingly, the interior-contact unzipping does not appear to be in agreement with SSA in the latter case. It is noteworthy that, following a 300 K
temperature jump in solution, the (fast) interior-contact unzipping occurs in the virtual absence of the hydration shell, the formation of which is precluded by low solvent density. Thus, the behavior we observed for $D_T = 300$ K in aqueous solution may represent a transition from DNA unzipping in the presence of the hydration shell to DNA unzipping in vacuo.

The main reason for the validity of the SSA in solution is the necessity to disrupt an extra set of stacking interactions in order to allow for the formation of an interior bubble. In the case of our duplex in the gas phase, this is compensated for by the presence of (weaker) A–T base-pairing contacts in the center of the duplex. In the solution phase, however, the hydrogen bonding with water decreases the stabilizing advantage of G–C base pairing as compared to A–T base pairing, thereby favoring unzipping from the ends of the duplex. The importance of hydrogen bonding within the duplex in the gas phase also contributes to the relatively long time required for complete strand separation, which was only observed for $\Delta T = 1200$ K. At this temperature, although hydrogen bonding of the native contacts was broken in a few picoseconds, the formation of random non-native hydrogen bonds between the two “sticky” strands delayed strand separation for a nanosecond despite Coulomb repulsion.

Finally, in addition to the pronounced deviation in the DNA unfolding mechanism, the presence of water which competes for hydrogen bonds with the bases and provides random thermal energy to the helices results in a striking acceleration in duplex unzipping. At 600 K, the solvated duplexes lose their native base-pairing contacts in about 100 ps as opposed to 5 nanoseconds in the gas phase. However, despite shedding light on the unzipping dynamics of base-pair disruption, the above insights do not provide a picture of local or global macromolecular contortions in response to external stress. In particular, it is of interest to know if pronounced base-pair disruption is necessary for such contortions to occur or if the DNA structure can undergo significant deformations while preserving most of its native base pairs. In the following Section we address this issue in detail both for the duplex as a whole and for the phosphate backbone of the DNA.

Conformational unfolding: radial distribution functions

Despite the rapid transition from canonical (B-DNA) to somewhat extended macromolecular structures which takes place upon DNA vaporization, the major structural motifs characteristic of hydrated DNA duplexes are largely preserved in the gas phase (Fig. 1). Regardless of the presence of hydrating environment, multiple sets of spatially coherent intramolecular distances give rise to unique resonant features in both $\langle f(r, t) \rangle_n$ and $\langle f_p(r, t) \rangle_n$ of the DNA ensembles.
equilibrated at $T_0 = 300$ K ($t = 0$). Thus, a comparison of radial distribution features characteristic of hydrated and isolated ensembles of 1LAI (Fig. 9) reveals that the spatial resonance associated with structural ordering in the duplexes is slightly weakened upon vaporization, which may be rationalized in terms of formation of locally ordered domains separated by somewhat distorted moieties.

However, as evidenced by sharp resonant peaks in $\langle f(r) \rangle_0$, these changes are not associated with a pronounced loss of helicity in the backbone. It is noteworthy that the $\langle f(r) \rangle_0$ representation of isolated DNA ensembles is robust because varying the charged state of the macromolecules does not affect the major structural features of $\langle f(r) \rangle_0$ (Fig. 9). As evidenced by our MD simulations, an increased Coulomb repulsion between the strands results in somewhat decreased backbone ordering and smaller gliding shifts of stacked DNA bases which are more reminiscent of the canonical structure of B-DNA. In view of the above considerations, we limit the discussion to $Q = -12$ in this Subsection because $Q = -12$ yields virtually identical results. Importantly, deterioration of the spatial resonance in $\langle f(r, t) \rangle_n$ and $\langle jf(r, t) \rangle_n$ upon a temperature jump ($t > 0$) provides a direct insight into the details of order–disorder transitions throughout the ensemble regardless of the actual charged state of the duplexes.

For a temperature jump of $\Delta T = 1200$ K, the complete unfolding of DNA macromolecules in the gas phase includes three distinct stages each of which is characterized by its specific time scale. First, the base-pairing and base-stacking contacts are broken throughout the duplex in the order of $\langle f(r, t) \rangle_n$ and $\langle jf(r, t) \rangle_n$ upon a temperature jump ($t > 0$) provides a direct insight into the details of order–disorder transitions throughout the ensemble regardless of the actual charged state of the duplexes.
From the results of Fig. 11 and 12, it follows that the resonance pattern in $\langle f(r, t) \rangle_n$ was largely preserved for $\Delta T < 600$ K during the course of the studied temporal intervals (the total simulation run time was chosen to be 100 and 50 ns for $\Delta T = 300$ and 600 K, respectively). Despite some minor loss of ordering at shorter times, the helical structure of the backbone remained largely intact for tens of picoseconds in the case of $\Delta T = 600$ K, and a (partial) coiling of the strands became pronounced only in hundreds of picoseconds. In contrast, the order–disorder transition at $\Delta T = 300$ K was vastly different from that discussed above for $\Delta T = 600$ and 1200 K (Fig. 11 and 12). For the 300 K temperature jump, both $\langle f(r, t) \rangle_n$ and $\langle f_{ref}(r, t) \rangle_n$ were found to increase with time for shorter internuclear distances, which was indicative of ensemble-wide bending of the helices. Because the majority of base-pairing contacts remained intact at shorter time scales, the overall molecular rigidity prevented significant backbone unfolding for the first 300 ps. Moreover, even at $t = 1$ ns the helical motif was well preserved. However, the double helix undergoes significant global conformational contractions, compressing from a rod-shaped duplex to a spheroid while maintaining the majority of its initial gas-phase base pairs. Consequently, because the native contact rupture lags behind global conformational changes such as backbone coiling, decrease of local base-pairing and stacking is no longer isolated at the shortest times and is therefore not identifiable on the radial distribution function.

This behavior arises because base-pairing stacking disruption and global conformational change are enthalpy- and entropy-driven processes, respectively. At lower temperatures ($\Delta T < 300$ K) conformational diffusion happens even if few disruptions occur. Since the barrier-crossing disruption process speeds up exponentially with increasing temperature while the diffusive process is weakly dependent on temperature, at a certain threshold temperature, the time scales for these two processes cross and, at sufficiently high temperatures ($\Delta T > 600$ K), all base-pairs are broken prior to the characteristic diffusion time. Crucially, this observation also suggests that UED temperature jumps be performed for $\Delta T > 300$ K to observe ultrafast local dynamics. Notably, neither 300 K nor 600 K temperature jumps were sufficient to trigger a strand separation process in the gas phase within the simulation time window.

5. Summary and conclusion

In summary, it has been demonstrated here that order–disorder transitions in gaseous DNA cannot be accounted for by a conventional “two-state” model. The folding–unfolding landscape of a free DNA macromolecule involves a number of intermediate structures which may be described as (partially) unfolded or collapsed. The time scales characteristic of native contact rupture and sugar backbone denaturation are strongly temperature dependent, so much so, in fact, that coiling of the strands may precede (at low-enough temperatures) or follow the base-pair separation. For total strand separation to occur on the nanosecond time scale, the temperature jump experienced by the ensemble has to be high enough to compensate for the “stickiness” (the intramolecular hydrogen-bonding bias)
characteristic of DNA in the gas phase. For an isolated molecular ensemble of 1LA1 DNA 13-mers equilibrated at 300 K and experiencing a 1200 K temperature jump, the native contact rupture, backbone coiling, and strand separation were found to occur after 10 ps, 100 ps, and 1 ns, respectively (in the case of $Q = -12$, the strands were found to move apart somewhat faster because of a stronger Coulomb repulsion; see Fig. 13). For $\Delta T = 600$ K, the transitional behavior was qualitatively similar to that characteristic of $\Delta T = 1200$ K (apart from the unpairing/destacking and backbone coiling time scales of $\sim 60$ ps and 400 ps, respectively), but for $\Delta T = 300$ K the behavior was radically different: the DNA backbone would twist and bend quasi-randomly for hundreds of picoseconds prior to any substantial base-pair disruption.

Though ensemble-averaged unfolding trajectories of free DNA macromolecules are largely insensitive to both charged-state and temperature changes, the denaturation dynamics in vacuo is vastly different from that found in aqueous solution. Perhaps most strikingly, the above-mentioned “stickiness” of free DNA makes order-disorder transitions in the gas phase about two orders of magnitude slower than in solution, which is caused by repetitive bonding recombination of broken base pairs in the absence of water. The (extended) double-helical structures are robust in vacuo because they are stable on the sub-μs time scale. From the time-dependent base-pairing analysis, all gas-phase duplexes experienced simultaneous end and interior (bubble) base-pair disruption, independent of both charged state and temperature. Thus, unlike MD simulations in solution which show that the A–T region in the center of the helix unfolds at about the same time as the neighboring (inner) base pairs, the gas-phase simulations reveal that the A–T contacts unwind almost simultaneously with the ends of the helix. Because the single-sequence approximation (SSA) is no longer valid for the isolated macromolecular ensembles, their averaged unfolding trajectories tend to display characteristic bifurcations on the KIS landscape. In the gas phase, the extra destacking energy required to form an internal bubble is compensated for by the extra stabilization of a C–G contact as compared to an A–T contact, which makes the trajectory bifurcations possible. In solution, the extra stabilization of the C–G base pairs is no longer able to compensate for destacking energies required to form a bulge because neighboring water molecules tend to hydrogen bond with the duplex.

The results reported above may suggest some biological implications. Structurally, although the double-helical motif...
is stable on the sub-μs time scale independent of charged state, the high degree of conformational freedom and the loss of some base pairing and stacking, especially near the ends, indicate that water is necessary for the maintenance of robust double-helical structure. The contrast of the dynamical behavior in the solution and gas phases observed here suggests that the DNA-water system has fine-tuned the relative contributions of hydrogen bonding, base stacking, and entropy to achieve high-speed/low-error function. For example, the enhanced importance of intra-strand hydrogen bonding in vacuo led to high levels of non-native contacts and dramatically slowed the strand separation. This also led to the formation of A–T rich bubbles, which were absent in solution. The above effect may have consequences pertinent to transcription in vivo: since initiation of strand separation in the duplex is much less favored than propagation, this increases the chance that strand separation only occurs in response to a site-specific interaction (e.g., with a transcription factor) rather than thermal fluctuations. Once strand separation has been initiated, the lower relative energetic resistance to efficient unzipping allows for speedy transcription. The mechanisms and time scales reported here for the DNA double helix in a variety of solvation, charged, and temperature microensembles bring us one step closer in the quest for a complete atomic-scale picture of the effect of solvent and ligand binding on DNA stability, dynamics, and function. 32

In conclusion, it is perhaps instructive to comment on the role of theoretical and computational modeling in the determination of ultrafast dynamics of large-scale macromolecular systems. The size and conformational flexibility of an ensemble of free DNA macromolecules represent a real challenge to both experiment and theory because the amount of individual structures to be considered is far beyond human comprehension. However, ensemble-convergent MD simulations, when aided by adequate coarse-graining approaches which allow for the exploration of the key features on the dynamical landscape without sacrificing important structural details, provide an unprecedented insight into both structure and dynamics of the macromolecular ensembles, and with state-of-the-art atomic resolution. In a similar way to ultrafast electron crystallography (UEC) experiments, 33 which utilize the spatial and temporal coherence in the specimen to reveal the structural dynamics, the numerical experiments reported here make use of both spatial resonance and ensemble averaging to extract accurate and reliable structural data at each particular point in time. Unlike computational studies which lack these features, ensemble-convergent numerical experiments can provide a much deeper and more robust

Fig. 11 DNA unfolding dynamics: radial distribution functions in vacuo. Shown are macromolecule-wide radial distribution functions \((\langle f(r, t)\rangle)\) a, c, e) and corresponding temporal differences \((\Delta f(r, t))\) b, d, f) as obtained by averaging over \(n = 200\) DNA configurations at different time points \(t\) upon 300 K (a, b), 600 K (c, d), and 1200 K (e, f) temperature jumps. Note the dramatic differences in the ensemble-averaged behavior at \(\Delta T = 300\) and 1200 K.
Fig. 12  DNA unfolding dynamics: radial distribution functions in vacuo. Shown are phosphorus-chain-specific radial distribution functions \((\langle f_P(r, t) \rangle_{n}; \text{a, c, e})\) and corresponding temporal differences \((\Delta \langle f_P(r, t) \rangle_{n}; \text{b, d, f})\) as obtained by averaging over \(n = 200\) DNA configurations at different time points \(t\) upon 300 K (a, b), 600 K (c, d), and 1200 K (e, f) temperature jumps. Note the dramatic differences in the ensemble-averaged behavior at \(\Delta T = 300\) and 1200 K.

Fig. 13  DNA charged states \(Q = -6\) and \(-12\) in vacuo: characteristic structures (a, c) and strand separation time scales (b, d). Plotted are the minimum native base pair–base pair distances \((\text{min} \langle r_{BP, BP} \rangle_{n})\) as obtained by averaging over \(n = 200\) DNA configurations at each particular time point \(t\) following a 1200 K temperature jump. Note that in the case of \(Q = -12\) the strands tend to move apart somewhat faster because of a stronger Coulomb repulsion.
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