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Abstract  Starting January 2008, local magnitudes $M_L$ for southern California are determined by a new calibration that provides various improvements for determining $M_L$ for small earthquakes. Magnitudes for the previous years are being recalculated and the catalog continuously updated, with the first year of overlapping data now being available. Recalibrating a magnitude scale can cause a break in homogeneity of reporting and often produces artifacts in the catalog statistics that can influence a wide range of seismicity studies. To search for such a break, we compare the old $M_L$ and the new $M_L$ catalogs for 2007. We find (1) the two magnitude values differ for 96% of the $M_L$ events, and hand-determined magnitudes are also revised; (2) the magnitude differences are irregular from magnitude increases of up to 1.5 units to reductions by as much as 2.3 units, with an average change of $0.0000\pm0.13$ units; (3) the number of events above $M_{1.8}$ decreases by 32% for the new magnitude scale; (4) the completeness magnitude apparently drops by 0.3 units from 1.6 to 1.3; (5) the $b$-value reduces by approximately 0.2 units, dropping from 1.16 to 0.95; (6) the new magnitude calibration produces a more stable $b$-value estimate and can therefore be regarded as the better scaling.

We document selected examples of how the change in magnitude calibration may affect seismicity- and hazard-related analyses that are based on the Southern California Seismic Network (SCSN) catalog. Especially the change of the $b$-value from $\sim1.1$ to $\sim0.9$ has potentially major implications for hazard related applications.

Introduction

In January 2008 the California Integrated Seismic Network (CISN) introduced a new method to calculate local magnitudes, $M_L$, in southern California. CISN therewith eliminated the heterogeneity in $M_L$ definitions within the State of California. Since the local magnitude scale was developed by Richter in 1935 (Richter, 1935), not only have several different $M_L$ definitions been used for different places in California, but they have also often been adapted when new stations were added to the networks. For the recalculation, earthquake data from all of California were analyzed and reconvolved into Wood–Anderson seismograph responses to calculate synthetic Wood–Anderson amplitudes. The resulting more than five million observations of station-network-channel-location differences were simultaneously inverted to determine a new statewide-valid attenuation relation as well as new site corrections for all stations. Constraints were applied in an attempt to ensure consistency with past magnitudes in northern and southern California (Kanamori et al., 1999; Hellweg et al., 2007; Uhrhammer and Hellweg et al., unpublished manuscript, 2009). Further, for small earthquakes, a high-pass filter is applied to the waveforms to remove ocean microseisms that may affect the amplitude values. The new procedure is expected to provide more accurate and more robust magnitudes, especially for $M < 5.0$ events throughout all of California. The Southern California Seismic Network (SCSN) catalog that is distributed by the Southern California Earthquake Data Center (SCEDC) lists the new magnitudes from 1 January 2008 onward. The widely used Advanced National Seismic System (ANSS) catalog, which compiles reports from a variety of regional and global networks, also reports the new magnitudes for southern California.

In May 2009 the SCSN started to recalculate $M_L$ values back to 1992 or to the time when the operation of the original Wood–Anderson seismometers was discontinued and broadband records became available for generating synthetic Wood–Anderson records. The recalculation of these past magnitudes will take several years. By now, the first year of overlapping data, 2007, has become available, offering the excellent opportunity to thoroughly analyze the impacts of the change in $M_L$ calibration on the homogeneity of reporting in the southern California catalog.

Southern California is the region with the highest seismic risk in the United States, owing to the high seismicity
rate and the large population centers. Consequently, southern California has been for many decades one of the seismically best monitored and best studied regions in the world. The SCSN is a complex seismic network, recording data from more than 400 stations with different types of sensors and with different local geotechnical site characteristics. Many of the procedures used routinely today in seismology have originated here, including, of course, the local magnitude scale introduced by Richter in 1935 (Richter, 1935), as well as the commonly used description of the frequency of earthquakes

$$\log(N) = a - bM,$$

(1)
defined like that by Gutenberg and Richter in the 1940s (Gutenberg and Richter, 1944). The earthquake catalog of southern California has been used in hundreds, if not thousands, of publications related to earthquake physics, statistical seismology, and seismic hazard. The catalog has been thoroughly analyzed for its completeness level (e.g., Wiemer and Wyss, 2000; Woessner and Wiemer, 2005; Schorlemmer and Woessner, 2008) and homogeneity in space and time.

Network operators worldwide strive to improve their network, where improvement for the purpose of earthquake catalog creation is generally measured by the ability to detect smaller events (a decrease in the magnitude of completeness, $M_c$) or the ability to locate events more precisely. This can be achieved, for example, by adding more stations, improving the signal to noise characteristic of stations, or by improving the subsequent signal processing (e.g., filtering, triggering, magnitude calculation). Unfortunate consequences of these improvements are changes in the homogeneity and consistency of reporting. Those artificial (or man-made) changes in reporting, such as apparent changes in rate, changes in $M_c$ and $b$-values (eq. 1), or shifts or stretches of the whole magnitude scale, are common in all earthquake catalogs (Habermann, 1987; Habermann and Craig, 1988; Zuniga and Wiemer, 1999).

Such artifacts pose a challenge for seismological research because they can mimic or mask natural changes. Examples include, but are by no means limited to: earthquake triggering, precursory signals, and spatial and temporal mapping of seismicity parameters such as $b$-values. Changes in the homogeneity of reporting can also alter estimated seismicity parameters, which then alters the seismic hazard and risk assessment for a region. Finally, man-made changes have the potential to bias prospective testing of earthquake forecasting, for example, in the framework of the Collaboratory for the Study of Earthquake Predictability (CSEP) (Schorlemmer et al., 2010).

The change in data processing introduced by the SCSN in January 2008 is a prime example of a change in reporting homogeneity. While the new procedures improve the consistency of the scaling of $M_L$, they also introduce, as we document here, significant changes in the reporting rate of microseismicity and the apparent relative earthquake-size distribution. The SCSN $M_L$ recalibration is an excellent case study for the kind of challenges networks and researchers face. Many other networks in the coming years will introduce similar site corrections, for example, the Northern California Seismic Network, which is changing to the same new $M_L$ scale at the time of this writing; this article offers insight into the kinds of changes that will occur.

Data

We use two earthquake catalogs: the current SCSN catalog available from their website (giving the old $M_L$ calibration values up to the end of 2006 and the new values starting January 2007 [status of September 2009]) and the SCSN catalog for 2007 that we downloaded in early January 2008, giving the old $M_L$ values. We have chosen both catalogs to contain local events only (i.e., they are dequarried), and include events from all depths and with magnitudes $M > 0$. Our analysis concentrates on the 2007 data, for which values from both $M_L$ calibrations are available. For part of the analysis we need a longer catalog period, covering 2002 to 2008.

To ensure highest data quality, we define our study region to be the polygon of $M_c$ equals 1.8 completeness inside the rectangular region between 32° and 37° latitude and $-121°$ and $-114.5°$ longitude, as determined by the probability-based magnitude of completeness (PMC) method (Schorlemmer and Woessner, 2008) at a probability level of 0.999 (Fig. 1a). The PMC method computes a network’s completeness map at a specific time by using empirical data only: the earthquake catalog, a station list with on and off times, and the magnitude definition used by the network. From this information it compiles, for each station, a matrix indicating the probability of detecting an earthquake of a certain magnitude and distance. The advantage of this completeness level approach is that it does not assume linear behavior of the frequency magnitude distribution (FMD), as done, for example, in the entire magnitude range (EMR) method (Woessner and Wiemer, 2005). The latter approach is modeling both the complete and incomplete part of the FMD, returning a maximum-likelihood estimate of $M_c$. The results proved to be superior to estimates from cumulative FMD-fitting methods; therefore, EMR is taken as the traditional alternative to the PMC values in this study. Taking the PMC value to be the minimum magnitude of complete recording is a rather conservative assumption, because traditional completeness estimation methods, for example, the EMR algorithm, suggest values between 1.3 (for new $M_L$ data) and 1.6 (for old $M_L$ data) for this region.

The resulting SCSN catalog for 2007 contains 10,104 events for which we have both magnitude values; maximum magnitude is $M = 4.7$. The longer period from 2002 to 2008 contains 74,533 events with maximum magnitude $M_w = 5.4$ (Fig. 1a). Before the recalibration (the following numbers based on the catalog for 2002 to 2006), about 75% of the events are assigned a local magnitude $M_L$, less than half a percent splits between $M_{\text{coda}}$ (latest annotations in 2003) and very few moment magnitudes $M_w$, and nearly 25% are
given as $M_h$. Those are hand-determined magnitudes, and in the current process of catalog recalibration, are being revised and wherever possible replaced by newly calculated $M_L$ values. Therefore, the proportions change for the new catalog: for 2007 we find about 97% of the catalog given in $M_L$ and only 3% in $M_h$. No $M_w$ were observed in that year and within the polygon.

Figure 1. (a) Map of the study region in southern California. The polygon surrounds the area of $M_{1.8}$ completeness according to the PMC method at 99.9% probability. The gray dots represent all earthquakes between 1 January 2002 and 31 December 2006, the black dots represent the events that happened in 2008, while the red dots represent the earthquakes from 2007 for which both magnitudes are available. (b) Histogram of the contribution of both types of magnitude to each magnitude bin for the 2007 data. No $M_w$ were observed in that year and within the polygon.

parameters such as the $b$-value, which is only sensibly defined on the set of all earthquakes, not those subsets of a certain magnitude definition.

For part of our rate change study, we use a declustered catalog from 2002 to 2008. Declustering, the separation between dependent and independent events, is a complex and controversial catalog analysis; its applicability depends on the purpose of each individual study (e.g., van Stiphout et al., 2010). However, for the purpose of identifying artifacts in reporting, declustering has been shown to be highly useful (e.g., Zuniga and Wiemer, 1999), revealing features that would otherwise be hidden in the numerous rate changes introduced by aftershock sequences and swarms. Several different approaches are available to remove aftershocks from earthquake catalogs. We decluster the catalog using the Reasenberg algorithm (Reasenberg, 1985) with standard parameters for California (summarized in Table 1). To obtain the declustered catalog, we use the data back to 1 January 1992 to account for the still large impact of the $M_{7.3}$ Landers earthquake in June 1992 on the ongoing seismic activity. But we use only the 1 January 2002 onward declustered data for this analysis. The declustered SCSN catalog includes 40,470 earthquakes for the six years and 5854 for 2007 alone.

Analysis

Magnitude Differences

The differences between the old and the new magnitudes for 2007 are shown in Figure 2a–c: for each event we plot the new versus the old magnitude and include via grayscale the frequency of observation. As explained previously, not only the $M_L$ events feature new values, but also $M_h$. While some of the events are being corrected upward, most of the magnitude values are reduced. The differences become less striking for magnitudes above $M_{2.3}$, still even values above $M_{4}$ change slightly. The broad cloud of magnitude differences does not suggest a systematic change but a fluctuating signal, although the frequency of small reductions is highest. We found no geographical dependence of the differences. The largest differences between the old magnitude values and the new values reach a reduction of 2.3 units of magnitude and an increase of 1.5 units; the mean change is a reduction of the original magnitude by 0.13 units. For 4% of the $M_L$ events, the magnitudes do not change with the new calibration. We find that 50% of the $M_h$ events change during the revision, with similarly scattering magnitude differences and a mean change of $-0.21$ units.

Figure 2d–f shows the changes in magnitude histograms between the old and the new magnitude data for 2007 for both magnitude types. Figure 3, which shows the annual magnitude histograms from 2002 to 2008, once for the declustered and once for the raw catalog, can provide a measure of how strong the changes seen in Figure 2d–f are in relation to annual scatter. Figure 3a demonstrates that the observed shift between the old and the new data for 2007 lies beyond.
the annual scatter of the declustered catalog. Figure 3b, on the other hand, shows that the changes due to the recalibration are of the order of annual changes in the clustered catalog. Figure 3 is a prime example that declustering can be a valuable tool for revealing scaling changes that are not previously suspected: if unknown, the break between 2007 and the earlier years could have been easily retrieved from the declustered catalog, while the clusters in the raw catalog would have concealed the signal.

Seismicity Rate Analysis

Changes in the magnitude scale can result in a rate change for certain magnitude bands. We compare the number of events for the old and the new 2007 data and find a more

Table 1

<table>
<thead>
<tr>
<th>Standard Parameters for California as Used in the Reasenberg Declustering Algorithm (Reasenberg, 1985)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{min}}$</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

* $\tau_{\text{min}}$ is the look-ahead time for nonclustered events.
† $\tau_{\text{max}}$ is the look-ahead time for clustered events.
‡ $p_1$ is the probability of detecting the next event as dependent to the sequence.
§ $x_k$ is the increment factor for $x_{\text{meff}}$.
∥ $x_{\text{meff}}$ is the effective lower magnitude cutoff $x_{\text{meff}} = x_{\text{meff}} + x_k M$, where $M$ is the largest magnitude in the cluster.
# $r_{\text{fact}}$ is the factor for interaction radius between dependent events.
or less stable number when looking at all events $M > 0$: 10,251 versus 10,142 in the new version of the catalog. That small difference of about 1% might be due to relocations of border events: some of them might not fall into our polygon any longer. When we cut the catalog at completeness magnitude $M \geq 1.8$, we observe a decrease in the number of events from 1865 in the old to 1267 in the new catalog, which is equivalent to a loss of 32%. For the declustered catalog, the rate change reaches 33%.

To measure the significance of the rate changes, we first calculate the percentage of change in the numbers of new versus old data for all magnitude cutoffs from $M_0$ to $M_{4.0}$ in 0.1 magnitude steps (i.e., all events $M_0$ and larger, $M_0.1$ and larger, etc.) (Fig. 4). For each magnitude cutoff, and therewith pair of observed numbers of earthquakes from the old and the new catalog, we calculate the Poisson probability that the change could have been observed by chance. The observed rate changes in Figure 4 are grayscale-coded by the confidence to which we can exclude a random occurrence based on their Poisson probability values. For the interpretation we distinguish between three classes of rate changes: those with 90% confidence, that is, probabilities of random occurrence of up to 10%, which we call insignificant (light gray bars in the figure). They represent non-Poissonian behavior with no indication of an irregularity in the catalog. Confidence values between 90% and 99.99% are marginally significant (medium gray), and confidence values of more than 99.99% (dark gray) are statistically significant changes in the seismicity rate reporting (i.e., the probability that such an observation would have occurred by chance is less than 0.01%).

We find highly significant rate decreases for cutoff magnitudes between $M_{0.5}$ and $M_{2.2}$, with the maximum decrease of 33% for $M_{1.6}$. For cutoff magnitudes above $M_{2.7}$, we observe rate increases of up to 14%. Because of the limited amount of data in those magnitude ranges, they turn out to be insignificant.

**Figure 3.** Annual magnitude histograms for (a) Reasenberg declustered catalog, and (b) raw catalog. The light gray represents data for old magnitudes from 2002 through 2006; dark gray, the old magnitude data for 2007; black, the new magnitude data: solid for 2007, dashed for 2008.
To give a reference for changes of the traditionally determined magnitude of completeness due to the magnitude recalibration, we calculate the EMR completeness values for the two catalogs for 2007 for all events $M > 0$ within our polygon. We observe a drop from $1.6 \pm 0.02$ to $1.3 \pm 0.05$.

We calculate the $b$-values for both versions of the catalog for 2007 as well as a nearly continuous temporal evolution for 2002 through to 2008. Referring to the catalog independent probability-based magnitude of completeness definition, we assume $M_{c}$ to be the magnitude of completeness in the study region, so we use $M_{\text{min}}$ equals $1.8 - 0.05$ (where 0.05 corrects for the rounded magnitudes to 0.1 bins) and the data sets’ mean magnitudes $M_{\text{mean}}$ to compute maximum-likelihood $b$-values by solving the equation (Utsu, 1965; Aki, 1965; Bender, 1983)

$$b = 1/(M_{\text{mean}} - M_{\text{min}}) \times \log e.$$  (2)

The confidence limit of this estimation is given by (Shi and Bolt, 1982)

$$\sigma(b) = 2.30b^{2}\left(\frac{\sum_{i=0}^{n}(M_{i} - M_{\text{mean}})^{2}}{n(n-1)}\right)^{1/2}.$$  (3)

We find that the $b$-value for 2007 decreased by more than 0.2 units from $1.16 \pm 0.03$ for the old magnitude data to $0.95 \pm 0.03$ for the new magnitude data. To relate that change to the temporal fluctuation over the last few years (2002 to the end of 2008), we calculate $b$-values for a 600-event window, moving it along with time, overlapping by 120 events with each step. Figure 5a shows the resulting evolution of $b$-values calculated from the two data sets with old and new magnitude definition. Data before 2007 are computed with the old magnitude calibration (black in Fig. 5a); for 2007 we have both values available, for 2008 onward only the new values (gray in Fig. 5a). The signal stands out clearly with the two curves diverging greatly. The mean $b$-value calculated from old magnitude data (2002–2007) is $1.1 \pm 0.01$; for the new magnitude data (2007–2008) it is $0.94 \pm 0.02$.

Calculating the $b$-value as a function of cutoff magnitude allows a comparative evaluation of the two different magnitude scales. For a catalog that perfectly obeys the Gutenberg–Richter relationship (eq. 1), that is, above completeness is totally linear on a log scale, one would expect the $b$-value to increase from very small values for too low cutoff magnitudes and level out at the real value when approaching $M_{c}$. In the real world the $b$-value often changes again for higher magnitudes, depending on the shape of the cumulative frequency magnitude distribution, implying that the $b$-value function does not level out at the real value, but only forms a plateau. The characteristic of this plateau defines the stability and quality of the $b$-value and can be used to estimate the goodness of scaling in the catalog, which could be either naturally dominated or as in this case computationally. Figure 5b shows the $b$-values for the two data sets (black: old magnitude calibration; gray: new magnitude calibration) obtained for different cutoff magnitudes. We require at least 50 events to calculate a $b$-value, which determines the cutoff magnitude range to be $M_{0}$ to $M_{4.1}$ for the old data (2002–2007) and $M_{0}$ to $M_{3.7}$ for the new magnitude data.
The graph shows an unstable developing of $b$-values for the old magnitude data, which do not even form a plateau. The new magnitude data on the contrary feature a well-defined plateau, providing an improvement in $b$-value stability for the southern California catalog.

Transformation

For many applications it would be desirable if one had the option to transform the magnitudes of a sample from one magnitude scale into the other in order to perform analyses across the breakpoint in $M_L$ calibration. Figure 2d–f shows the magnitude histograms for the two types of magnitude for the old (2007–2008) and the new data of 2007. The histogram for the $M_L$ data (Fig. 2e) suggests a shift toward lower magnitudes, which can be approximated by the mean change in magnitudes, $-0.13$. Unfortunately, the nature of the changes previously discussed is such that a simple translation is impossible. The processing changes leading to the new magnitude distribution are complex, and, most importantly, not operating on the set of all earthquakes, but on each single event, with locally varying site corrections for the recording stations. Therefore, they cannot be properly represented by a mean correction function over the whole catalog. Only 96% of the $M_L$ notated earthquakes are assigned a new magnitude, and the scatter of
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**Figure 5.** (a) Temporal evolution of $b$-values, calculated from 600 events (with 120 events overlap). We assume a completeness magnitude of $M_{1.8}$. Horizontal bars represent the time interval used for each calculation, while vertical bars represent the confidence limits of $b$, following Shi and Bolt (1982). The black data are calculated from the old magnitudes, the gray data are based on the new calibration. Dotted lines show the mean $b$-values calculated for 2002–2007 and 2007–2008, respectively. (b) $b$-value as a function of cutoff magnitude, black symbols represent data with old magnitude calibration, gray symbols represent new data. The triangles mark the $b$-value that is used when assuming a completeness magnitude of $M_{1.8}$ as we do in this article. The error bars show the $b$-value range that is needed explain at least 50% of the data.
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**Figure 6.** Cumulative number of events with time between January 2002 and December 2008; (a) shows the raw catalog, (b) is based on the Reasenberg declustered catalog. Black lines show catalog with old magnitude calibration, gray represents the new calibration. The dotted lines show the catalogs for $M \geq 0$. The catalogs are more or less the same in that case, so that the two lines are on top of each other and not distinguishable. The solid lines show the catalogs for $M \geq 1.8$. Those data are identical up to the end of 2006, diverge by 32% in 2007, and continue on parallel for 2008.
magnitude differences spans many multiples of the average change of $-0.13$ (Fig. 2a–c).

**Implications for Selected Applications**

There are two major fields of applications, which will predominantly be biased by the man-made rate and scaling changes documented in this article: rate change studies and hazard and risk assessments for southern California.

Changes in the rate of microseismicity are often related to changes in the stressing rate (e.g., Miller, 1996; Stein, 1999; Dieterich et al., 2000; Wyss and Wiemer, 2000; Toda and Stein, 2002) or dynamic triggering (Gomberg et al., 2001; Husen et al., 2004; Felzer and Brodsky, 2006). Precur-sory phenomena, such as precursory seismic quiescence, also require a very detailed analysis of the rate of small earthquakes (e.g., Wiemer and Wyss, 1994; Dieterich and Okubo, 1996; Joswig, 2001). For studies of this type, a regional rate change of more than 30% (see Fig. 6) poses a significant challenge that needs to be considered in the analysis. In the worst scenario, such changes introduced in the homogeneity of earthquake reporting may make it impossible to establish precursory signals with confidence. This was the case for the 2002 Denali ($M_w 7.9$) earthquake (Ratchkovski et al., 2004).

The precursory quiescence that is observed is highly suspect because the reporting homogeneity changed significantly in the years before.

Hazard forecasts are based on a variety of data from various fields of seismology and geology. One part of each hazard calculation is the computation of expected rates of events for all magnitude bins to estimate the Poissonian, or time-independent, background hazard. Many parameters go into hazard calculation algorithms, but here we note how lower $b$-values increase the rates for large events. Background hazard is computed from a declustered catalog, so we specifically calculate the annual rates for magnitude 2, 3, 4, 5, and 6 events for the Reasenberg declustered catalog, contrasting the expected numbers based on the old $M_L$ data (annual mean for 2002 to 2007), $b_{old} = 1.11 \pm 0.01$ compared with the new $M_L$ data (annual mean of 2007 and 2008), $b_{new} = 0.92 \pm 0.02$ (Fig. 7). Although rates for large magnitude earthquakes cannot be reliably estimated on the basis of two years of a regional catalog, we show what would be calculated for magnitude 7 and 7.5 events based on the available data. We find that although the yearly rate $R$,

$$R_{new} = \text{factor} \times R_{old},$$

of $M_2$ events in the declustered catalog is more than 10% lower for the two years with the new magnitude data than for the six years with the old magnitude definition, the extrapolated rate for $M_7.5$ events is about 10 times higher using the $b$-value from the new data. Calculating annual rates for $M_6$ events, we expect five times more after the change of $M_L$ calculation or vice versa; the rates have been underestimated by a factor of 5 because of inadequate $M_L$ calculation before the recalibration. Indeed, the comparison of the expected rates with the annualized observed rates from the last 77 years of the Reasenberg declustered SCSN catalog proves that the new $b$-value with its extrapolated rates is representing the data better than the old one, but it still underestimates the real world $M \geq 6$ by a factor of about 2. The $b$-value calculated from the 830 $M \geq 4$ events between 1932 and 2008 is $0.87 \pm 0.03$. Table 2 summarizes the expected annual rates and changes (factors) for the Reasenberg declustered catalog as well as the annualized observed rates for $M \geq 4$ for the last 77 years of the SCSN catalog (the early catalog would not be complete.

Figure 7. Annualized frequency magnitude distribution (FMD) for the old (black circles) and the new (red triangles) magnitude data. The zoom shows the differences in the slope between the curves for the small magnitudes above completeness, which dominates the calculation of the $b$-values. The different $b$-values (calculated with magnitude of completeness of $M 1.8$) are shown as gray and light red lines for the old and the new data, respectively. The dotted part of the $b$-value lines is the extrapolation toward large magnitudes, showing an increase of expected rates for large events of a factor of 10 and more.
for magnitudes 2 and 3) (Hutton et al., 2009). Although contemporary Probabilistic Seismic Hazard Assessment (PSHA) is based on more information than the extrapolated rates of small recent events (e.g., geologic slip rate on mapped faults, time since last historical event), our simple test shows that a significant impact on the PSHA for southern California is conceivable due to changes in computation of magnitude.

There are more applications that are affected by the change in magnitude calibration, for example, the probability-based magnitude of completeness method (PMC) (Schorlemmer and Woessner, 2008) whose results we used in this article. The method requires a sufficient period of homogeneous reporting before the time of interest. Therefore, with the documented break in homogeneity of reporting, which is being moved backward in time, the completeness maps will have to be continuously recalculated with respect to the new $M_L$ calibration.

The change in $M_L$ calculation also has the potential to bias the results for the CSEP testing center. Some models derive their parameters from data with local completeness values. For example, the Asperity-based Likelihood Model for California (Wiener and Schorlemmer, 2007) estimates $a$- and $b$-values locally using all earthquakes above completeness. Therefore, its parameter estimates and earthquake rate forecasts will differ with the new magnitude scale, although the target magnitudes for the actual test, constrained to $M \geq 4.5$, will likely be more or less unaffected by the rate changes. To optimize their prediction capabilities with the new magnitude scale, some of the forecasting models may need to be recalibrated.

**Discussion and Conclusion**

The new calibration for local magnitudes will provide an improved catalog. Still, the change in the homogeneity of reporting due to its introduction poses a serious challenge for many seismicity and seismic hazard related studies. The main purpose of this article is to make scientists aware of the change and to highlight some of the implications. As we have shown, seismicity rates and parameters change significantly between the catalog realizations for the two different magnitude scales; there is no simple translation from the old into the new scale. We therefore recommend, wherever possible, to restrict data to either the time before or after the change in $M_L$ calculation. The second dimension of the challenge introduced by the recalibration is the reproducibility of analyses and results, a basic principle in science. The CISCN continues to improve the catalog and plans to recomputate local magnitudes for the SCSN catalog as far back as 1992. They started to recalculate $M_L$ magnitudes in May 2009. The process, however, is slow and expected to take a few years to be finished back to 1992. The current policy is a continuous updating of the catalog as soon as the new magnitudes become available month by month. Therefore, the break documented by us here for January 2007, will continuously move backward in time (and might change in amplitude, as the number of usable stations and therewith new station-corrections decrease for older data). This implies that the output of a catalog search does not any longer depend only on the search parameters like region, time window, and magnitude range, but also on the date on which it is downloaded. A thorough documentation of used data is inevitable to ensure reproducibility of the scientific research.

We have revealed in this article how strongly the change in $M_L$ calibration affects the homogeneity of the southern California catalog and identified challenges for seismicity and implications for hazard related studies. We point out that there are good reasons for the SCSN to address these obstacles: the new magnitude scale will not only be uniform for all of California, which makes studies and results more comparable, but has also proven to better realize the Gutenberg–Richter relationship. $b$-values are important for a variety of applications, and a stable estimate is valuable.

**Data and Resources**

We downloaded the SCSN catalog from the website www.data.scec.org/catalog_search/date_mag_loc.php. We used the link to the yearly .txt files for the current version.
of the catalog, while we downloaded the old data through the selection interface in early January 2009.

The magnitude of completeness data have been extracted from the website http://completeness.usc.edu.

Some of the analysis was done using the Matlab-based software package ZMAP (Wiemer, 2001), which can be downloaded from www.earthquake.ethz.ch/software/index.

The figures were created using the Generic Mapping Tools Version 4.2.1 (http://gmt.soest.hawaii.edu, Wessel and Smith, 1998).
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