Helical Liquids and Majorana Bound States in Quantum Wires
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We show that the combination of spin-orbit coupling with a Zeeman field or strong interactions may lead to the formation of a helical electron liquid in single-channel quantum wires, with spin and velocity perfectly correlated. We argue that zero-energy Majorana bound states are formed in various situations when such wires are situated in proximity to a conventional s-wave superconductor. This occurs when the external magnetic field, the superconducting gap, or, most simply, the chemical potential vary along the wire. These Majorana states do not require the presence of a vortex in the system. Experimental consequences of the helical liquid and the Majorana states are also discussed.
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States of matter supporting Majorana fermions (MFs) have received much attention in the context of quantum computation. A widely separated pair of MF bound states forms a nonlocal fermionic state immune to local sources of decoherence, thus providing a platform for fault-tolerant quantum information processing. A realization of such states where quantum information processing can, in principle, be affected by braiding [1]. A realization of such states where they can be readily manipulated is therefore highly desirable.

There are several suggestions for physical systems that support MF states, for ways to measure their properties and manipulate them. These include fractional quantum Hall states at filling ν = 5/2 [2], p-wave superconductors [3], surfaces of 3D topological insulators proximate to a superconductor [4], superfluids in the 3He-B phase [5,6], and helical edge modes of 2D topological insulators proximate to a ferromagnet and a superconductor [7]. Recently, it was suggested that a semiconducting thin film sandwiched between an s-wave superconductor and a magnetic insulator [8] will host MF states associated with superconducting vortices. All of these proposals are extremely challenging experimentally.

Realizing and manipulating MFs in wires may be decisively simpler. We show that quantum wires with strong spin-orbit coupling, e.g., InAs or InSb wires, and banded carbon nanotubes, form a helical liquid, akin to topological insulator edges. Consequently, these wires support MF states when in proximity to s-wave superconductors, and a magnetic field. Unlike their 2D counterparts, wire-MF states do not require the presence of a vortex in the system, eliminating decoherence arising from low lying vortex-core quasiparticle states. Most importantly, we explain how to produce and manipulate them by variations of a chemical potential, which could be simply produced by a set of micron-sized gates capacitatively coupled to the wire. Below we outline the key physical properties of MF states in quantum wires, their experimental signatures, and how to construct networks, enabling quantum information processing.

Without loss of generality, let the wire lie along the y axis, the spin-orbit interaction, u, be along the z axis, and a magnetic field B be along the x axis. Also, the wire is in contact with a superconductor, with proximity strength Δ (chosen real). The Hamiltonian is [4]

\[ H = \int \Psi^\dagger(y) \mathcal{H} \Psi(y) dy; \quad \mathcal{H} = (\psi^\dagger_1, \psi^\dagger_\downarrow, \psi_1, -\psi_\downarrow) \]

\[ \mathcal{H} = [p^2/2m - \mu(y)] \tau_z + up \sigma z \tau_z + B(y) \sigma_x + \Delta(y) \tau_x, \]

(1)

\[ \psi_{1,\downarrow}(y) \] annihilates spin-up (down) electrons at position y. The Pauli matrices \( \sigma, \tau \) operate in spin and particle-hole space, respectively, \( \mu \) is the chemical potential.

Zeeman field and superconducting proximity absent, the Hamiltonian (1) has an energy-momentum dispersion consisting of two shifted parabolas crossing at momentum \( p = 0 \). The Zeeman field B removes the level crossing and opens a gap at \( p = 0 \). (Such a gap may also occur due to strong electron-electron interactions [9,10], and therefore B should be generally construed as either a magnetic field perpendicular to the spin-orbit coupling, or an interaction induced gap.) The pairing \( \Delta \) opens a gap at the dispersion’s outer wings (regardless of the Zeeman field’s strength when strong spin-orbit coupling is present), which eliminates high-momentum excitations, thus leaving only the chiral states near \( p = 0 \) as low energy excitation, which resemble the edge of a topological insulator [4,10]. \( \Delta \) also affects these states, which allows us to tune the topological phase transitions essential for the production of MFs. Note that gapping out the high-momentum excitation can be done by coupling our system to an antiferromagnet with periodicity comparable to \( 2k_F \),
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or using interactions to open a ±$k_F$ pairing gap for $\mu$ away from the gap at $p = 0$ [11].

The spectrum for constant $\mu$, $u$, $\Delta$, and $B$, is revealed by squarring $H$ twice, which yields

$$E^2_\pm = B^2 + \Delta^2 + \xi^2_p + (up)^2 \pm 2\sqrt{B^2\Delta^2 + B^2\xi^2_p + (up)^2\xi^2_p},$$

where $\xi_p = p^2/2m - \mu$. Figure 1 shows examples of the spectrum. A linear vanishing and reopening gap when $B$, $\Delta$, $\mu$ vary indicates a topological phase transition. We denote the gaps near $p = 0$ and near the Fermi momenta corresponding to $\xi_p \pm up = 0$ as $E_0$ and $E_1$, respectively.

The $p = 0$ gap, $E_0$, is the key to the emergence of the MF states. Examining $E_-$ at $p = 0$ we notice that

$$E_0 = E(p = 0) = |B - \sqrt{\Delta^2 + \mu^2}|.$$  \hspace{1cm} (3)

For $B^2 > \Delta^2 + \mu^2$, $E_0$ is a $B$-dominated (or strong interaction induced) gap; the wire is in its topological phase, with MF states at the wire’s ends [12]. When $B^2 < \Delta^2 + \mu^2$ the gap is pairing dominated, with no end states; when $B^2 = \Delta^2 + \mu^2$ a quantum phase transition occurs. The gap $E_1$ near $p^2 = 2\mu m$ remains a finite pairing gap throughout, since $\Delta$ always stays finite.

The phase transition evident in $E_0$ allows Majorana states to form. These can be achieved in various ways since $E_0$ depends on $B$, $\Delta$, and $\mu$. As in 2D topological insulator edges [4], a MF bound state forms when $B$ changes spatially and crosses $\Delta$, e.g., at $y = 0$ [cf. Fig. 2(b)], or when $\Delta$ varies and crosses $B$ [cf. Fig. 2(d)].

Here we emphasize a third possibility: varying the chemical potential $\mu$. E.g., consider $B > \Delta$ so that for $\mu = 0$ we have a $B$-dominated gap $E_0$. But when $\mu > \sqrt{B^2 - \Delta^2}$, the gap $E_0$, Eq. (3), is pairing dominated. Thus, we can form a MF state by tuning $\mu$ between these values [cf. Fig. 2(c)]. Notice that changes in $\mu$ hardly influence the gap $E_1$, so states $\approx \pm k_F$ do not play a role.

In 1D we can explore MF states formation where their wave functions can be obtained essentially exactly. Consider, e.g., a long ring with one conducting channel, in proximity to a superconductor and a Zeeman field, as in Fig. 2(a). Since the relevant momenta are near $p = 0$, below we use the Hamiltonian linearized in that region:

$$H = up\sigma_z\tau_z - \mu(y)\tau_z + B(y)\sigma_x + \Delta(y)\tau_x.$$  \hspace{1cm} (4)

This approximation requires $B \ll mu^2$. The MF states obtained below, however, are present regardless of the Zeeman splitting to spin-orbit coupling ratio.

Spatially varying $B$.—Assume $\Delta > 0$ is constant, $\mu = 0$, and that $B > \Delta$ for $y > 0$ and $B < \Delta$ for $y < 0$ [Fig. 2(b)]; the periodic boundary conditions require another point where $B = \Delta$. Near the crossing point $y = 0$, we write $B(y) = \Delta + by$. Because of particle-hole symmetry, it is useful to square $H$; In addition to the

FIG. 1 (color online). (a) Single-particle spectrum for $\mu = B = \Delta = 0$. (The two shadings denote the different spin components.) The energy (momentum) scale is set by $mu^2/2$ (by $mu$), with $u$ the spin-orbit coupling strength. (b) Excitation spectrum of adding or removing an electron for $\mu = B = \Delta = 0$. (c) Excitation spectrum for $B = 1/4$, $\Delta = \mu = 0$ where a gap due to the Zeeman term opens near $p = 0$. (d) $B = 2.5$, $\Delta = 1/2$, $\mu = 0$ with a superconducting gap in the wings and a $B$ dominated gap near the origin. This situation is analogous to a p-wave superconductor. We refer to this phase as the “$B$ dominated phase” (e) $B = 1/4 = \Delta = 1/4$, $\mu = 0$. The gap near $p = 0$ closes, the gap at finite $p$ persists. At this critical point a quantum phase transition occurs. (f) $B = 1/4$, $\Delta = 0.3$, $\mu = 0$. All gaps in the excitation spectrum are controlled by $\Delta$. (g) $B = 1/4$, $\Delta = 0.1$, $\mu = \sqrt{81 - 21}/20$ The gap at $p = 0$ closes due to the shift in chemical potential. (h) A superconducting gap opens up in the entire spectrum due to the shift of the chemical potential above its critical value $\Delta = 1/10$, $B = 1/4$, $\mu = 0.3$.

FIG. 2 (color online). (a) Wire in a ring geometry. Both halves have constant parameters and are joined by short junctions with a linearly varying parameter. MF states (marked by circles) are formed at the junctions. (b) MF state in the sector $p = 0$ when $B$ varies. The gap in the finite-$p$ sector remains finite in the entire wire. (c) MF state in the sector $p = 0$ when $\Delta$ varies. (d) MF state in the sector $p = 0$ when $\mu$ varies. (e) “$p$ wave” MF state when $\Delta$ changes sign. The sector $p = 0$ remains gapped in the entire wire. Each crossing with $\Delta = 0$ hosts two MF states.
squared, and the mixed $B \Delta$ terms, a term $\{u p \sigma_x \tau_z, B \sigma_y\} = i \sigma_x \tau_z u[p, B] = \sigma_x \tau_z u b$ arises because $B$ depends on space and does not anticommute with the spin-orbit coupling term. Collecting all terms, we have

$$H_b^2 = (u p)^2 + B(y)^2 + \Delta^2 + u b \sigma_x \tau_z + 2\Delta B(y) \sigma_x \tau_z.$$  

(5)

Rotating $H_b^2$ by $U_b^\dagger = 1/2(\tau_x - i \tau_y - i \sigma_x \tau_z + \sigma_x \tau_z)$, we find that $U_b H_b^2 U_b^\dagger$ is diagonal with components $(u p)^2 + (\Delta \pm B)^2 \pm u b$. The interesting modes are those with a minus sign in the brackets, $\Delta - B$. They correspond to an harmonic oscillator with ground-state wave function $\varphi(y) = (b/(u \pi)^{1/4}) e^{-b y^2/(2u)}$ and energies $E_n^2 = 2 u b n + 1/2 \pm u b, n = 0, 1, 2, \ldots$. For $b > 0$, the minus sign yields a zero-energy state with Bogoliubov operator

$$\gamma_b^\dagger = \gamma_b = \frac{1}{\sqrt{2}}(\eta_1 - \eta_2) = \frac{1}{2}(\psi_1 - i \psi_1 + i \psi_1 + \psi_1),$$

$$\eta_1 = 1/\sqrt{2}(\psi_1 + \psi_1); \quad \eta_2 = 1/\sqrt{2}(\psi_1 - \psi_1).$$  

(6)

The MF state at the second crossing point along the ring follows by $b \rightarrow b$. Thus, this zero-energy state is $E_0^2 = 0$ with MF operator $-i/\sqrt{2}(\eta_1 + \eta_2)$.

Spatially varying $\Delta$. Here we assume $\Delta(y) = B + d y, \mu = 0$, and $B$ constant [Fig. 2(o)]. The Hamiltonian here resembles the $y$-dependent $B$ case, if we exchange $\tau$ and $\sigma$ in Eqs. (4) and (5). Therefore, the MF states emerge here in exactly the same way as above, except with the diagonalizing matrices being $U_b^\dagger = U_b^\dagger(\tau_x \rightarrow \sigma_x)$, and $b \rightarrow d$ and $\Delta \rightarrow B$ in the resulting wave function. This yields (for positive $d$)

$$\gamma_d^\dagger = \gamma_d = (\eta_1 - \eta_2)/\sqrt{2}.$$  

Spatially varying $\mu$. If $B > \Delta$ everywhere, then at the interface between $B$-dominated regions with $\mu^2 < B^2 - \Delta^2$ and pairing gap regions with $\mu^2 > B^2 - \Delta^2$, a MF state also forms [Fig. 2(d)]. Here we assume that $\mu$ jumps abruptly at $y = 0$ between $\mu_x$ for $y < 0$, and $\mu_x$ at $y > 0$. The condition for the MF state to form is

$$\mu_x^2 < B^2 - \Delta^2, \quad \mu_x^2 > B^2 - \Delta^2.$$  

(7)

Matching the wave function at $y = 0$ and using the ansatz $\psi_1 \propto e^{-k y}$ for $y > 0$ and $\psi_1 \propto e^{k y}$ for $y < 0$ we find

$$\mathcal{H} = -(\varpi(y)) k_x \Theta(0) \tau_z i u \sigma_x \sigma_z - \mu \tau_z + B \sigma_x + \Delta \tau_z = 0$$

(8)

where $u k_{r(\tau)} = \Delta \pm \sqrt{B^2 - \mu^2}$ and the eigenvectors

$$\psi^{(1)} = e^{-k y i r(\tau)}(1, e^{i \Phi(\tau)}, i, -i e^{i \Phi(\tau)}) T/2$$

(9)

with $\cos \Phi(\tau) = \mu_{r(\tau)}/B$. One can easily verify that $\psi^{(1)} \cdot \psi = \psi_a \Psi = (\psi_1, \Psi)$ are MF operators, with $\psi$ a c number. Then, the wave function $\psi(y)$ of the MF state is

$$2 i \sin \gamma \psi^{(1)} e^{i \gamma y} \quad y < 0$$

$$\psi^{(1)} = (e^{-i \gamma}, e^{-i \gamma}, -e^{-i \gamma}, -e^{-i \gamma}) \quad y > 0$$

(10)

exhausting all possibilities for isolated MF states.

We note that when $E_0$ is a $B$ dominated gap, the gap $E_1$ is due to pairing between spin-up electrons for positive $p$ and spin-down electrons for negative $p$, reminiscent of a one-dimensional $p$-wave superconductor [13]. Recalling that vortices of a $p$-wave superconductor support a zero-energy bound state $[2,8,14]$, we expect the formation of MF states when $\Delta$ changes sign [Fig. 2(e)]. Because of the broken azimuthal symmetry, however, two inseparable MF states form where $\Delta$ vanishes.

Next we discuss experimental realizations. To be feasible, our proposal main requirement is a sufficiently strong spin-orbit interaction in a conducting single-channel wire weakly coupled to a superconductor. Previous experimental and the theoretical works describe different aspects of spin-orbit coupling in wires [15].

Several candidate systems for spin-orbit coupled wires exist. In carbon nanotubes, spin-orbit coupling arises due to curvature effects [16]. Here it is preferable to have a strong spin-orbit coupling along the direction of propagation, requiring that the tube is bent along its axis. Alternatively, one can use a strong electric field perpendicular to the axis. A more promising candidate is a wire of InAs in the wurtzite structure, known to have strong spin-orbit coupling [17]. The velocity $u$ in the Hamiltonian equation (1) is related to the experimentally measured length scale $\lambda_{SO} = 100 \text{ nm} = \mu u$ and $\Delta_{SO} = 250 \text{ $\mu$V} = \mu u^2/2 \text{ via } u \sim \hbar \Delta_{SO} \lambda_{SO} = 7.6 \times 10^6 \text{ cm/sec and } m = \hbar^2/\lambda_{SO}^2\Delta = 0.015 \text{m}_e$, with $\text{m}_e$ the free electron mass. Similar numbers (with $\Delta = 280 \text{ $\mu$V}$) describe newly fabricated InSb wires, except with a large $g$ factor of $\sim 50$, compared to $g \approx 8$ in InAs, requiring only a small, relatively innocuous to the SC, magnetic field [18].

Our wire-MF states can be formed by spatial variations of the Zeeman field, the proximity-induced superconductivity, or, most importantly, the chemical potential, and will form near points where $B^2 - (\mu^2 + \Delta^2) = 0$. A varying chemical potential, as in Fig. 2(d), e.g., can be achieved by gate electrodes capacitatively coupled to the wire. Note that as long as the chemical potential gradients are slow compared to $\lambda_{SO}$, the separate treatment of the large momentum wings, and linearization of the $p = 0$ region are valid. Tunneling experiments should provide the most direct signatures of the MFs [19].

Additional experimental signatures arise by controlling the phase of the pairing $\Delta$ and the chemical potential. In particular, the configuration of Fig. 3 allows controlling $\Delta$’s phase on the left ($\phi_x$), center ($\phi_x$), and right ($\phi_x$) sections independently. The total Josephson current flowing between the three superconducting segments is rather intricate, and will be discussed in a separate publication. Since the MFs are localized when the distance between them, $L$, is infinite the Josephson current due to the MFs is zero. A straightforward first-order perturbation analysis for finite $L$ yields the energy splittings between the two MF states on the domain walls (cf. Ref. [20]). We find the Josephson energy associated with the MFs to be
conducting gap an interesting effective helical state. By tuning the superconductor is for instance, we see that the Josephson current from the region, the current, proportional to \( E_c \sin((\phi_+ + \phi_+ - 2\phi_)/2) \) comes equally from the left and right superconductors. Therefore, this geometry can serve as a Josephson transistor, since a change of \( \phi_+ \) determines part of the current between the left and the middle section. Related effects were discussed in Ref. [23].

Next, we estimate the Josephson couplings in the setup of Fig. 3, with three superconducting substrates, connected only through the wire via proximity. The Josephson currents through the wire are given by Eq. (11), in addition to a contribution proportional to \( \Delta \) and \( 2\pi \) periodic in \( \phi_+ - \phi_+ \) and \( \phi_+ - \phi_+ \). In InAs wires, we expect the current critical for the \( 2\pi \)-periodic portion to be of order 40 nA, consistent with \( B, \Delta \approx 1 \) K. The \( 4\pi \)-periodic critical Majorana-Josephson currents, \( 2eE_c/h \) and \( 2eE_c/h \), are a significant fraction of this number. For instance, for InAs parameters with \( \mu_+ = 0 \) and \( \mu_+ = \mu_+ = 0.9B \) and \( \Delta = 0.8B \), with \( B \approx 1 \) K, we obtain \( E_c = 0.22Ke^{-L(\Delta - \Delta)/\hbar} \) corresponding to a maximum current \( eE_c/h \approx 4nA \cdot e^{-L/3 \mu m} \) with \( L \) the separation between the MFs. Low-frequency shot noise measurements would also reveal the anomalous Josephson periodicity of the Majorana-Josephson currents.

In summary, we have shown that wires with strong spin-orbit coupling in proximity to a superconductor host an interesting effective helical state. By tuning the superconducting gap \( \Delta \), the Zeeman field \( B \), or the chemical potential \( \mu_+ \), MF states can be created and detected in various experimental ways. By fabricating a set of gates over a network of wires, we can imagine adiabatically creating Majorana pairs, moving, and even interchanging them along the network using pulse sequences in the gates. Such networks will clearly display the Majorana's non-Abelian character. Methods to manipulate the Majorana modes and their conductance signatures will be the subject of a future manuscript.
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Note added.—While finishing this manuscript we became aware of [24] which has some overlap with our results.

12. The end of the wire is characterized by a sharp drop of the chemical potential, thus closing the gap \( E_D = [B - \sqrt{\Delta^2 + \mu^2}] \). This corresponds to a transition out of the \( B \)-dominated phase so that a Majorana fermion is localized near the end.
13. Similar to the case of topological insulators the analogy can be made precise by a unitary transformation [4].