Geodetic, teleseismic, and strong motion constraints on slip from recent southern Peru subduction zone earthquakes
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We use seismic and geodetic data both jointly and separately to constrain coseismic slip from the 12 November 1996 $M_w$ 7.7 and 23 June 2001 $M_w$ 8.5 southern Peru subduction zone earthquakes, as well as two large aftershocks following the 2001 earthquake on 26 June and 7 July 2001. We use all available data in our inversions: GPS, interferometric synthetic aperture radar (InSAR) from the ERS-1, ERS-2, JERS, and RADARSAT-1 satellites, and seismic data from teleseismic and strong motion stations. Our two-dimensional slip models derived from only teleseismic body waves from South American subduction zone earthquakes with $M_w > 7.5$ do not reliably predict available geodetic data. In particular, we find significant differences in the distribution of slip for the 2001 earthquake from models that use only seismic (teleseismic and two strong motion stations) or geodetic (InSAR and GPS) data. The differences might be related to postseismic deformation or, more likely, the different sensitivities of the teleseismic and geodetic data to coseismic rupture properties. The earthquakes studied here follow the pattern of earthquake directivity along the coast of western South America, north of 5°S, earthquakes rupture to the north; south of about 12°S, directivity is southerly; and in between, earthquakes are bilateral. The predicted deformation at the Arequipa GPS station from the seismic-only slip model for the 7 July 2001 aftershock is not consistent with significant precoseismic motion.


1. Introduction

We use seismic and geodetic data to determine the spatiotemporal distribution of fault slip during two large earthquakes in southern Peru (Figure 1): the 12 November 1996 $M_w$ 7.7 Nazca, Peru, and the 23 June 2001 $M_w$ 8.5 Arequipa, Peru, earthquakes, hereafter called the 1996 and 2001 earthquakes. In addition, we use seismic data to locate slip from the largest aftershocks of the 2001 earthquake on the fault interface: the 26 June 2001 $M_w$ 6.7 and the 7 July 2001 $M_w$ 7.6 earthquakes, both near Arequipa, Peru, and hereafter referred to as the June and July 2001 aftershocks. The largest aftershocks from the 1996 earthquake (both $M_w$ 6.1) are well represented by a point source at the scale of our study [e.g., Pritchard et al., 2006].

Distributed slip models of large earthquakes have many applications, including constraints on the earthquake rupture process, assessments of seismic hazard, inputs to models of postseismic deformation, and for comparison with long-term evolution of the fore arc. Our particular interest in the southern Peru earthquakes is driven by the observation that the 2001 earthquake has significantly more postseismic after slip than the nearby $M_w$ 8.1 1995 earthquake in northern Chile (hereafter referred to as the 1995 earthquake) [e.g., Pritchard et al., 2002] and the 1996 earthquake in Peru [e.g., Melbourne et al., 2002; Pritchard, 2003]. We seek to determine if these differences in postseismic deformation can be explained by differences in the rupture properties of these earthquakes (for example, different depths of rupture), or if some other explanation is required.

From a technical perspective, we are interested in the ability of each data set to delineate earthquake rupture...
properties. By using the same elastic structure and fault geometry in the joint and independent inversions of each data set for fault slip, we can directly compare the slip distributions and seismic moments.

2. Data Used

[5] Previous studies of the rupture processes of the 1996 and 2001 earthquakes have relied purely on teleseismic data [Swenson and Beck, 1999; Spence et al., 1999; Giovanni et al., 2002; Bilek and Ruff, 2002; Távera, 2002; Robinson et al., 2006], although Salichon et al. [2003] coupled teleseismic data with one ERS interferogram to study the 1996 earthquake, and a single GPS station was used to study the 2001 earthquake [Ruegg et al., 2001; Melbourne and Webb, 2002]. Further study of the 1996 earthquake is warranted because more geodetic data are available, and there are conflicting reports of the depth of rupture, with one model favoring slip to 66 km [Spence et al., 1999] and another placing most slip above 50 km [Salichon et al., 2003]. The depth of rupture is an important parameter for understanding the variations in postseismic after slip within this region [e.g., Melbourne et al., 2002].

[6] While we use the same type of teleseismic data for all earthquakes, different sets of geodetic data are available for the 1996 and 2001 earthquakes. For example, we have used InSAR data from four satellites, and each satellite has a different viewing geometry, wavelength (λ), precision of orbital ephemeris, and other parameters: ERS-1 and -2 (European, λ = 5.6 cm or C band); JERS-1 (Japanese, λ = 24 cm, or L band); and RADARSAT-1 (Canadian, C band). There are also different quantities of campaign GPS measurements for the 1996 and 2001 earthquakes.

[7] We process the InSAR data using the publicly available ROIPAC software suite [Rosen et al., 2004] along with the 90-m digital elevation model (DEM) from the Shuttle Radar Topography Mission (SRTM) [Farr and Kobrick, 2000]. Because of uncertainties in the quality of the orbital ephemeris (especially for JERS and RADARSAT), we empirically estimate the baselines. We calculate the baseline parameters (e.g., horizontal and vertical baselines parameterized as quadratic functions of time on orbit [Pritchard et al., 2002]) that minimize the phase difference between the interferogram and a synthetic interferogram made with a DEM after removing a preliminary model of coseismic deformation. We reduce the number of points from millions to hundreds or thousands by subsampling the interferogram with a density of points proportional to the displacement field [Simons et al., 2002].

[8] The GPS data [Norabuena et al., 1998, 1999] are processed using GIPSY-OASIS II (release 2.5) [Zumberge et al., 1997] and the no fiducial approach of Heilin et al. [1992]. In this analysis, pseudorange and carrier phase information were combined with clock data and precise ephemeris provided by the Jet Propulsion Laboratory. The daily nonfiducial solution of the local network, combined with about 400 GPS global stations were aligned to the ITRF97 conventional terrestrial reference frame. Interseismic deformation was removed from the campaign stations by using observations from 1994, 1996, 1997, and 1999 and extrapolating the measured rates to the day before the earthquake. Different methods were used for dealing with

Figure 1. Rupture areas of the most recent large shallow interplate thrust earthquakes in western South America [Beck and Ruff, 1989; Campos and Kausel, 1990; Beck et al., 1998] (with the exception of the 1939 and 1970 earthquakes, which were most likely intraplate). Seafloor bathymetry is shown in color, the trench location is a black line, the plate convergence direction is a white arrow, and selected cities are shown in yellow. The rupture zones of the earthquakes are approximated by red ellipses (defined by the aftershock locations), and the approximate azimuth of rupture is shown where known. Two arrows are shown if the rupture is bilateral (compiled from, e.g., Benioff et al. [1961], Kanamori and Given [1981], Beck and Ruff [1984], Choy and Dewey [1988], Beck and Ruff [1989], Pelayo and Wiens [1990], Comte and Pardo [1991], Mendoza et al. [1994], Swenson and Beck [1996], Langer and Spence [1995], Ihmlé et al. [1998], Beck et al. [1998], Spence et al. [1999], Swenson and Beck [1999], Carlo et al. [1999], Giovanni et al. [2002], and Bilek and Ruff [2002]).
the postseismic deformation following the 1996 and 2001 earthquakes, and are discussed below.

2.1. The 1996 Earthquake

2.1.1. Geodetic Data

For the 1996 earthquake, we have seven interferograms from six different descending orbital tracks, three from ERS and three from JERS (Figure 2 and Table 1). In addition, we use a single track of data from an ascending orbit of ERS. InSAR only measures one component of the deformation field, in the direction of the radar line of sight (LOS) (for further discussion of InSAR, see reviews by Massonnet and Feigl [1998] and Rosen et al. [2000]). The LOS direction for ERS and JERS data are different (approximately 23° from vertical for ERS, and 44° for JERS), and therefore have significantly different sensitivities to horizontal and vertical motion. Furthermore, interferograms from the different orbital tracks overlap and have slightly different viewing geometry for a given ground location. Thus, by using data from multiple satellites and different viewing geometries, we are sensitive to more than one component of deformation. In the interferograms, we measure a maximum deformation in the LOS of about 0.35 m in the descending tracks and 0.7 m in the ascending track. All of the interferograms include interseismic deformation (up to 5.5 years) and at least several months of any potential postseismic deformation. It is difficult to separate interseismic and postseismic deformation from errors in the satellite orbits, so all of these parameters are removed simultaneously via the estimation of quadratic spatial ramps during the modeling (see modeling strategy in Appendix A). Combining multiple InSAR observations (spanning different time spans) with the seismic data, facilitates separation of coseismic, interseismic, and postseismic deformation. There is no evidence for postseismic deformation between January 1997 and December 1999 [Pritchard, 2003].

Three campaign GPS stations within the rupture area were occupied in June 1996 and October 1997, and can be used to constrain the coseismic deformation (Table 2). The interseismic deformation rate at these stations was assumed...
Table 1. ERS, JERS, and RADARSAT Interferograms Used to Constrain Coseismic Deformation From the 2001 and the 1996 Earthquakes

<table>
<thead>
<tr>
<th>Track</th>
<th>Frame(s)</th>
<th>Image 1</th>
<th>Image 2</th>
<th>$B_{\perp}$, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>311</td>
<td>3897–3915</td>
<td>23 May 1992</td>
<td>22 Sep 1997</td>
<td>125</td>
</tr>
<tr>
<td>82</td>
<td>3897</td>
<td>27 May 1993</td>
<td>12 Oct 1997</td>
<td>230</td>
</tr>
<tr>
<td>447</td>
<td>6885</td>
<td>26 Apr 1996</td>
<td>5 Apr 2002</td>
<td>230</td>
</tr>
<tr>
<td>p430b</td>
<td>325–326</td>
<td>19 May 1995</td>
<td>9 Mar 1997</td>
<td>200</td>
</tr>
<tr>
<td>p431b</td>
<td>325</td>
<td>29 Oct 1996</td>
<td>10 Mar 1997</td>
<td>900</td>
</tr>
</tbody>
</table>

1996 Nazca Earthquake

| N/A |
| 3927–3960 | 22 Jul 2000 | 3 Sep 2001 | 150 |
| 225      | 3915–3951 | 9 Apr 1996 | 9 Jan 2002 | 19 |
| 454      | 3915–3951 | 2 Nov 1995 | 21 Dec 2001 | 110 |
| 89       | 6849–6867 | 10 Jan 1999 | 9 Jul 2001 | 170 |
| 182      | 3933–3969 | 18 Nov 1995 | 17 Nov 2002 | 90 |
| 497      | 3915–3933 | 6 Oct 1997 | 13 Jan 2003 | 40 |
| 404      | 6867      | 29 Dec 1998 | 16 Jul 2002 | 250 |

2001 Arequipa Earthquake

| N/A |
| 3927–3960 | 22 Jul 2000 | 3 Sep 2001 | 150 |
| 225      | 3915–3951 | 9 Apr 1996 | 9 Jan 2002 | 19 |
| 454      | 3915–3951 | 2 Nov 1995 | 21 Dec 2001 | 110 |
| 89       | 6849–6867 | 10 Jan 1999 | 9 Jul 2001 | 170 |
| 182      | 3933–3969 | 18 Nov 1995 | 17 Nov 2002 | 90 |
| 497      | 3915–3933 | 6 Oct 1997 | 13 Jan 2003 | 40 |
| 404      | 6867      | 29 Dec 1998 | 16 Jul 2002 | 250 |

2.1.2. Teleseismic Data

We select azimuthally well-distributed digital P and SH teleseismic displacement records (between 30° and 90°) from the global network [Butler et al., 2004]. See Pritchard et al. [2006] for more details about selection and processing of the teleseismic data. For the 1996 earthquake, we use 18 P and 13 SH waveforms. We use records extending 80 s after the arrival of each phase (Figure 4).

2.2. The 2001 Earthquake

2.2.1. Geodetic Data

There are 12 campaign and 2 continuous GPS measurements of coseismic deformation from the 2001 earthquake (Table 2 and Figure 5) [Norabuena, 2004]. The interseismic deformation was removed using the inferred rates of deformation between 1994 and 1999 up to the day of the earthquake for all stations except MDRG, where measurements before May 2001 do not exist (but the deformation between the first occupation and the earthquake should only be a few millimeters in the horizontal). No assumption was made regarding the postseismic deformation that occurred in the days to months after the earthquake and the occupation of any of the GPS sites. All interferograms include deformation from the large aftershocks (principally the $M_w$ 7.6 on 7 July 2001) and we discuss how we removed the deformation from this earthquake from the interferograms in section 3.2.1.

We have made seven interferograms spanning the 2001 earthquake: six from ERS orbital tracks (four descending and two ascending); and one from a descending RADARSAT orbit (Figure 6 and Table 1). We measure a maximum deformation in the LOS of about 1 m in the RADARSAT interferogram (LOS 45° from vertical). We attempted to use azimuth offsets [e.g., Michel et al., 1999; Pelzter et al., 1999; Simons et al., 2002] to measure the horizontal deformation, but the signal to noise ratio (SNR) was too low for these long-term, low-coherence interferograms (the predicted signal is less than 60 cm, while the error is several 10s of cm). We equally weight the InSAR observations, but give a greater weight to the GPS stations (factor of 2–10 depending on the error for each component).

Table 2. Coseismic GPS Displacements and 1 Standard Deviation Errors ($\sigma$)

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude</th>
<th>Longitude</th>
<th>E</th>
<th>N</th>
<th>V</th>
<th>$\sigma_E$</th>
<th>$\sigma_N$</th>
<th>$\sigma_V$</th>
<th>Pre</th>
<th>Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>TANA</td>
<td>-15.75°</td>
<td>-74.45°</td>
<td>-104</td>
<td>19</td>
<td>4</td>
<td>0.1</td>
<td>0.4</td>
<td>2</td>
<td>Jun 96</td>
<td>Oct 97</td>
</tr>
<tr>
<td>ZAMA</td>
<td>-14.66°</td>
<td>-75.62°</td>
<td>-113</td>
<td>73</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>Jun 96</td>
<td>Oct 97</td>
</tr>
<tr>
<td>CANA</td>
<td>-13.98°</td>
<td>-73.93°</td>
<td>-54</td>
<td>-36</td>
<td>28</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>Jun 96</td>
<td>Oct 97</td>
</tr>
</tbody>
</table>

1996 Nazca Earthquake

| AREQ | -16.47° | -71.49° | -416 | -299 | -26 | 0.2 | 0.1 | 0.4 | 22 Jun 01 | 23 Jun 01 |
| AYRO | -17.75° | -69.88° | -175 | -5   | -14 | 2   | 1   | 4   | 30 Jul 99 | 24 Sep 01 |
| BAJO | -16.95° | -70.35° | -346 | -124 | -64 | 3   | 1   | 5   | 22 Jul 99 | 29 Jul 01 |
| CMOR | -18.05° | -70.66° | -206 | 14   | -55 | 2   | 1   | 4   | 27 Jul 99 | 15 Jul 01 |
| COMA | -17.04° | -68.44° | -40  | -27  | 2   | 3   | 1   | 6   | 15 Aug 99 | 23 Sep 01 |
| JHAI | -16.52° | -72.86° | -888 | -604 | -234 | 2   | 1   | 4   | 11 Jul 99 | 28 Jun 01 |
| LAMP | -15.33° | -70.34° | -120 | -113 | 4   | 3   | 1   | 5   | 13 Jul 99 | 10 Aug 01 |
| MACU | -14.08° | -70.41° | -41  | -50  | 0   | 3   | 1   | 5   | 14 Jul 99 | 2 Oct 01 |
| MDRG | -15.59° | -71.82° | -182 | -215 | NA  | 1   | 4   | NA  | 1 May 01 | 23 Sep 01 |
| MIST | -16.30° | -71.43° | -352 | -264 | -28 | 1   | 0.2 | 5   | 22 Jun 01 | 23 Jun 01 |
| PNAS | -16.23° | -68.49° | -46  | -25  | 10  | 3   | 1   | 6   | 7 Jul 99 | 23 Sep 01 |
| POCO | -17.43° | -71.37° | -782 | -146 | -68 | 2   | 1   | 5   | 21 Jul 99 | 30 Jun 01 |
| SIGN | -16.49° | -71.54° | -515 | -365 | NA  | 1   | 0.2 | NA  | 10 May 01 | 17 Jul 01 |
| TANA | -15.75° | -74.45° | -230 | 15   | NU  | 5   | 2   | NU  | 16 Jul 99 | 28 Jun 01 |

2001 Arequipa Earthquake

*All in mm. The dates of observation before and after the earthquakes are listed as “Pre” and “Post,” respectively, although the given displacements only include coseismic and postseismic motion, because the interseismic deformation was removed (see text). NA, not available. NU, not used (see text).
2.2.2. Teleseismic Data

[14] We use P records that are 135 s long (although we cut the record shorter at a few stations to avoid interference from PP), and SH records that are 180 s long. We use 17 P and 12 SH records (Figure 7). It has been observed that large subduction earthquakes excite large amplitude, nearly monochromatic (14 seconds) oscillations on seismographs at all azimuths following the P wave, possibly caused by reverberations in the water column near the rupture area in the trench [Ihmle and Madariaga, 1996], but these oscillations have not been observed following this earthquake.

2.2.3. Strong Motion Data

[15] The 2001 earthquake was recorded on 11 strong motion stations in three different arrays, but only one station is located within the rupture area, and the majority of the other records are far away or only record part of the rupture (Figure 8). The station within the rupture area is the analog station in Moquegua (hereafter called MOQU) from the CISMID array (Peru-Japan project http://www.cismid-uni.org/p_acelerograf/registros3.htm), located 329 km from the hypocenter [e.g., Tavera and Salas, 2002; Rodriguez-Marek et al., 2003]. Only the last few tens of seconds are available from the other analog station from this array in the city of Tacna. Another array run by the Instituto Geofisico del Peru has two analog stations NW of the hypocenter more than 400 km away, and with small amplitudes (of order a few centimeters per square second) because of directivity [Tavera and Salas, 2002].

[16] The third array is located in Chile and contains six analog stations (Kinemetric SMA-1, triggered without absolute time) and one digital station (Kinemetric Etna), with all stations between 453 and 590 km from hypocenter, but 200–300 km from the southeast extreme of inferred slip [Boroschek et al., 2001]. Two of the analog stations are in Arica (the same location as the digital station). Of the remaining stations, only one has a record longer than about 30 s, while the strong ground shaking lasts for more than 100 s. We remove periods below 0.1 Hz for analog stations [Shakal et al., 1986].

[17] The digital record is of high quality (located in the Arica hospital, hereafter called AHOS), and can include longer periods, although we were not able to retrieve a
reliable coseismic offset from it or the other stations. We have compared the digital record to the two analog records from Arica, and found that they match each other in the 0.1 and 1 Hz band. We note that, based on comparing the digital and analog records, as well as the predicted strong motion record from a single large asperity, we determined that the polarity of all three components of the digital record were reversed. In addition, the longitudinal and transverse records from the Arica, Costanera station are switched, and the Longitudinal record from Costanera has a flipped polarity.

[18] We use all three components at each of the two strong motion stations in the inversion: AHOS and MOQU (Figure 8). MOQU was filtered with a trapezoidal filter between 0.05–0.1 and 20–50 Hz by CISMID, and given our experience with the other analog records, the longer periods would probably not be useful. We low-pass filter AHOS at 0.3 Hz, and remove frequencies above this value also from MOQU. After the filtering, we integrate the waveforms to create velocity seismograms that are used in the inversions. Because of the additional filtering necessary for MOQU, the AHOS and MOQU waveforms include different frequencies and to account for this fact, we use different wavelet bands for each (see modeling strategy in Appendix A).

2.3. The 2001 Aftershocks

[19] All of our interferograms, and some of the GPS displacements include deformation from the largest shallow aftershocks following the 2001 earthquake on 26 June and 7 July. It is difficult to separate deformation from the aftershocks from the main shock using the available InSAR and GPS data. Therefore we use just the teleseismic data to constrain the fault slip from these events. We use 60 seconds of 14 P and 11 SH records for the June aftershock (Figure 9). For the July aftershock, we use 90 s of 15 P and 12 SH records (Figure 10). Some constraints on the coseismic deformation are provided by the continuous

Figure 4. Teleseismic displacement data (P and SH) used in the slip inversion for the 1996 earthquake (black lines) and calculated synthetics from the teleseismic-only (gray lines) and joint inversions (black dashed lines). To the left of each trace is the station name, epicentral distance (lower number), and azimuth (upper number, which increases from the bottom of the page to the top). The type of record (P or SH) is listed above each station name. Each amplitude has been normalized by the maximum displacement, shown in microns to the upper right of each trace.
GPS station in Arequipa [Ruegg et al., 2001; Melbourne and Webb, 2002; SOPAC http://sopac.ucsd.edu] and will be compared with our teleseismic model below.

3. Results

3.1. The 1996 Earthquake

The slip distributions from the teleseismic-only, geodetic-only and joint inversions for the 1996 earthquake are shown in Figure 11. Details of how these models are generated are discussed in Appendix A. Mean properties of the rupture (risetime, rupture velocity, moment, and rake) are in Table 3, and the spatiotemporal evolution is in Figure 12. We estimate an average rupture velocity of 2.9 km/s, which is larger than the only previously published estimate of 2.25 km/s [Swenson and Beck, 1999].

Residual interferograms are in Figure 13. In general, the RMS misfits between data and the GPS-only, InSAR-only, geodetic-only, teleseismic-only, and joint models are in parentheses: east component (4.7 cm; 11.5 cm; 5.8 cm; 5.7 cm); north (1.3 cm; 22.0 cm; 2.1 cm; 2.1 cm); vertical (0.8 cm; 3.8 cm; 3.0 cm; 2.6 cm). (c) Slip distribution from GPS-only inversion. (d) Slip distribution from InSAR-only inversion. (e) Joint GPS-InSAR inversion (same as Figure 11b).

GPS station in Arequipa [Ruegg et al., 2001; Melbourne and Webb, 2002; SOPAC http://sopac.ucsd.edu] and will be compared with our teleseismic model below.

3.1.1. Seismic Moment

Previous inversions have found a wide range of seismic moments for this earthquake, although some of the difference may be caused by different assumed rigidity (the different studies assume a variety of crustal velocity models where rigidities can differ by more than 40%). Moments from teleseismic-only inversions range from $2.4 - 3.5 \times 10^{20}$ N m ($M_w 7.5 - 7.6$) [Swenson and Beck, 1999] to $1.5 \times 10^{21}$ N m ($M_w 8.0$) [Spence et al., 1999]. Salichon et al. [2003] performed InSAR-only (one track of data), teleseismic only, and joint inversions, and found a moment of $4.1 \times 10^{20}$ N m ($M_w 7.7$) for the InSAR or teleseismic inversions and $4.4 \times 10^{20}$ N m ($M_w 7.7$) for the joint inversion. As part of their inversion, they minimized the difference between their moment and the Harvard centroid moment tensor (CMT) moment ($4.6 \times 10^{20}$ N m $M_w 7.7$).

In general, the slip distributions with moment above about $5 \times 10^{20}$ N m ($M_w 7.7$), have slip near the trench or at significant depth, regions that are poorly resolved by the geodetic data. Therefore, following Salichon et al. [2003], we force all inversions to have a seismic moment near the
Harvard CMT moment. The unconstrained geodetic moment from our inversion is $7 \times 10^{20}$ N m ($M_w$ 7.8), and while the lower moment inversions constrained to be near the Harvard CMT moment underpredict the amplitude of some teleseismic waveforms (e.g., the third negative P pulse at azimuths of 160°–200°), they better fit the first negative P pulse at azimuths between 200° and 330°.

The unconstrained geodetic-only inversion using both JERS and ERS data favors a moment that is 30–50% higher than the Harvard CMT moment, depending on the model parameterization. For example, the unconstrained geodetic moment is 10% lower when a fault plane with only a single dip of 30° is used, and we find a moment 20% higher when the Wollard crustal seismic velocity model is used instead of the Husen model (see Appendix A for a description of the velocity models). We do not think that the high geodetic moment indicates significant aseismic deformation, but instead illustrates the nonunique nature of slip inversions. For example, separate inversions of the ERS or JERS data favor even higher moments ($8.4 \times 10^{20}$ N m, $M_w$ 7.9 and $13 \times 10^{20}$ N m, $M_w$ 8.0 respectively), than the combined geodetic inversion. In addition, the geodetic and teleseismic data are fit almost as well with the smaller seismic moment (geodetic RMS generally differ by fractions of a mm). We favor a moment similar to the Harvard CMT moment because of the better fit to the initial pulse of the teleseismic waveforms (described above). Variations in the crustal velocity structure affect detailed fits to the waveforms. For example, the discrepancies in the first P pulse azimuths between 200° and 330° mentioned above, are diminished when the Wollard velocity model is used, although there is then a poorer fit at other stations.

### 3.1.2. Comparing Inversions With Different Data Sets

Our slip models for the teleseismic-only, geodetic-only, and joint inversions of the 1996 earthquake are similar to each other and previous results in terms of rake and general slip distribution. In agreement with previous work [Swenson and Beck, 1999; Spence et al., 1999; Salichon et al., 2003], we find that the earthquake ruptures unilaterally to the south (Figure 12), with most of the moment release occurring 50–100 km from the hypocenter and southeast of the Harvard CMT location. There are some differences...
between the models: the teleseismic-only and joint models have more slip near the hypocenter than the geodetic-only result. In addition, the geodetic-only and joint models have more continuous slip between the Harvard CMT location and the southern extreme of rupture, while the teleseismic-only result is more discontinuous. We observe a similar difference between the seismic-only and joint models for the 2001 earthquake (see later discussion).

3.1.3. Comparing JERS and ERS Data

We have equally weighted the two types of InSAR data, but we experiment with different weighting, because the relative sensitivity of ERS and JERS is not known. Because of a problem shortly after launch, JERS transmitted about one quarter as much power as it was designed to, but this seems to have only a small effect upon the SNR [e.g., Murakami et al., 1996]. The accuracy of JERS orbital locations is much poorer than for ERS, but our procedure for empirically estimating the baselines for both data sets, neutralizes any advantage for ERS. From the inversion with equal weighting, the RMS residuals from JERS and ERS are about the same (1 cm, see Figure 13). For the Northridge earthquake, differences between JERS observations and GPS measurements are similar to ERS-GPS differences (centimeter-scale) [Rosen et al., 1996; Murakami et al., 1996]. We conclude that previous estimates of the JERS error budget are too conservative for our observations (4.2 cm [Murakami et al., 1996]). Our small residual between the JERS data and the model is much less than in previous studies (10s of cm) of the earthquakes of Northridge, California, Sakhalin Island, Kobe and Mount Iwate, Japan [Murakami et al., 1996; Massonnet et al., 1996; Tobita et al., 1998; Ozawa et al., 1997; Fujiwara et al., 2000].

3.1.4. Comparing InSAR and GPS Data

We perform inversions of the geodetic data both with and without the three available GPS stations where coseismic deformation was measured (Table 2). We experiment with different weighting of the InSAR and GPS data. One of the GPS stations can be directly compared to three different tracks of InSAR data, and when the GPS data are weighted 10 times more than the InSAR, the RMS is 1.7 cm and the mean is 2.2 cm. The misfit to all the GPS data is usually 4–8 cm in the horizontal, with the largest misfit at the station that overlaps with the InSAR data (ZAMA), indicating some discrepancy between the data types (probably related to incompatible removal of interseismic deformation in the InSAR and/or GPS). The slip distribution is not significantly changed by the addition of the GPS data, and so in the “geodetic-only” inversions we show the results from the InSAR-only inversions.

3.2. The 2001 Earthquake

We show the slip from the 2001 earthquake in Figures 5, 8, and 11, the InSAR residuals in Figure 14, GPS residuals in Figure 5, and the teleseismic waveforms in Figure 7.
Figure 7, and the spatiotemporal evolution of slip in Figure 15. Mean properties of the rupture (risetime, rupture velocity, moment, rake) are in Table 3.

3.2.1. Effect of Large Aftershocks on Geodetic Data

[28] Deformation from the June and July aftershocks is included in all of our interferograms spanning the main shock, and thus our InSAR-only estimates of coseismic slip from the Mw 8.5 earthquake could be too high. Not all of the GPS stations are contaminated by the aftershocks, but horizontal deformation could be 1–2 cm at Bajo and SAGN. For the June aftershock, the maximum surface deformation within the subaerial extent of our InSAR and GPS data sets inferred from our teleseismic-only inversions is only about 2 cm, but is more than 10 cm for the July aftershock. However, our predicted surface displacements from the aftershocks are inaccurate. While predicted surface deformation from teleseismic-only inversions of Mw >7 earthquakes can be as accurate as geodetic-only models (depending on the earthquake depth), for Mw >7 earthquakes, the teleseismic-only models do not match the data well (Figure 16) [Pritchard et al., 2006].

[29] To test the sensitivity of our results to the deformation from the aftershocks, we perform inversions for the 2001 main shock with and without the aftershock deforma-
tion removed (the aftershock slip model is shown in Figure 17). Not surprisingly, the main difference is that when we remove the July aftershock, there is less slip in this location in the main shock model, although the overall seismic moment actually increases 5%, indicating the minimum intrinsic variation in moment estimates. Because of the uncertainty in the coseismic rupture model for the July aftershock, it is unclear whether the slip in the joint 2001 model southeast of the Harvard CMT location is real (Figure 11c). In any case, most of the slip during the main shock appears to have been released at the Harvard CMT location and to the northwest (Figure 11). In the remainder of this section, we remove our estimate of the deformation of the July aftershock from the geodetic data used in the inversions.

3.2.2. Fault Geometry

We test different configurations of the fault plane, including fault planes with no change in dip (fixed to the Harvard CMT value of 18°), and two fault planes with a variety of dips (10–15° for the upper plane and 20–30° for the lower plane). We did a grid search over an even larger range of fault dips with just the geodetic data in a half-space to find the fault geometries with the lowest RMS misfits to the GPS and InSAR data. The range of lowest misfits was rather broad, but we select a fault plane near the middle of the minimum (Figure 18). The different fault geometries predict different seismic moments and maximum inferred slip.

3.2.3. Seismic Moment and Maximum Slip

We allow inversions to explore a range of rupture velocities between 2.2 and 3.8 km/s and found an average value of 2.7 km/s. Robinson et al. [2006] found an average rupture velocity of 3.5 km/s for this event (the shear wave velocity in their crustal model), although the feature they call a “barrier” ruptures with an average velocity of 2.8 km/s.

Figure 9. Teleseismic displacement data (P and SH) used in the slip inversion for the June 2001 aftershock (black lines) and calculated synthetics from the teleseismic-only inversion (gray lines). Conventions are the same as in Figure 4.
Figure 10. Teleseismic displacement data (P and SH) used in the slip inversion for the July 2001 aftershock (black lines) and calculated synthetics from the teleseismic-only inversion (gray lines), and from the joint inversion using the horizontal displacements from the Arequipa GPS station with the preseismic deformation removed, see text (dashed black lines). Conventions are the same as in Figure 4.

Figure 11. Contours of slip from the 1996 and 2001 earthquakes from inversions using (a) only seismic data, (b) only geodetic data, and (c) both data sets. For the 1996 earthquake, the maximum slip is about 3 m in the joint model and the contour interval is 1 m, while for the 2001 earthquake, the maximum slip is about 13 m (joint model), and the contour interval is 3 m. The NEIC location is shown as the black star, and the focal mechanism is from the Harvard catalog. Black barbed line indicates the trench location.
on teleseismic data are between 2.4 and $5.8 \times 10^{21}$ N m ($M_w 8.2–8.5$) [Giovanni et al., 2002; Bilek and Ruff, 2002; Tavera and Antayhua, 2002; Robinson et al., 2006] and the Harvard CMT moment is near the middle of this range: $4.7 \times 10^{21}$ N m ($M_w 8.4$).

Ruegg et al. [2001] used the Arequipa GPS station to find a moment of $4.4 \times 10^{21}$ N m ($M_w 8.4$).

As with the 1996 earthquake, we find that the seismic moment is about 10% lower when only a single dip for the fault plane is used, and the moment from the Wollard crustal velocity model has a moment that is 10% higher than with the Husen model. The general rupture characteristics are similar for all of these velocity models, and the geodetic RMS data fits are generally within 10% (most are unchanged).

For the three large megathrust earthquakes we have studied (1995 and 1998 earthquakes in Chile and the 1996 and 2001 earthquakes in Peru, Figure 17), the maximum magnitude of slip is usually higher in the joint inversion than in the individual seismic or geodetic inversions. For example, for the 1995 earthquake, a static-only solution in a half-space gives a maximum slip of about 4 m [Pritchard et al., 2002], while a static-only model with a different parameterization of subfaults in a layered elastic model has maximum slip of about 6 m. The joint teleseismic/geodetic inversion has maximum slip of 6.6 m. For the 2001 earthquake, the maximum slip from the different data sets are as follows: 12.8 m GPS; 9.6 m seismic; 7.4 m InSAR; 9.9 m GPS/InSAR; 12.8 m joint.

### Table 3. Results of Our Model Inversions

<table>
<thead>
<tr>
<th>Event</th>
<th>Teleseismic</th>
<th>Geodetic</th>
<th>Joint</th>
<th>$R^a$</th>
<th>$T^b$ s</th>
<th>$V^c$ km/s</th>
<th>$S^d$</th>
<th>$M^e$</th>
<th>$X^f$</th>
<th>$Y^g$</th>
<th>$\Delta^h$ km</th>
<th>$D^i$ km</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>$4.8 \times 10^{20}$ [7.7]</td>
<td>$4.6 \times 10^{19}$ [7.7]</td>
<td>$4.8 \times 10^{19}$ [7.7]</td>
<td>50°</td>
<td>10</td>
<td>2.9</td>
<td>0.07</td>
<td>0.1</td>
<td>17</td>
<td>22</td>
<td>10</td>
<td>15°–30°</td>
</tr>
<tr>
<td>2001</td>
<td>$6.2 \times 10^{21}$ [8.5]</td>
<td>$6.2 \times 10^{21}$ [8.5]</td>
<td>$6.3 \times 10^{21}$ [8.5]</td>
<td>69°</td>
<td>14</td>
<td>2.7</td>
<td>0.1</td>
<td>0.1</td>
<td>22</td>
<td>35</td>
<td>10</td>
<td>11°–25°</td>
</tr>
<tr>
<td>26 Jun 2001</td>
<td>$1.3 \times 10^{20}$ [6.7]</td>
<td>N/A</td>
<td>N/A</td>
<td>68°</td>
<td>2.7</td>
<td>3.2</td>
<td>0</td>
<td>0.1</td>
<td>10</td>
<td>20</td>
<td>5</td>
<td>22°</td>
</tr>
<tr>
<td>7 Jul 2001</td>
<td>$3.2 \times 10^{20}$ [7.6]</td>
<td>N/A</td>
<td>N/A</td>
<td>62°</td>
<td>9.2</td>
<td>2.9</td>
<td>0</td>
<td>0.1</td>
<td>17</td>
<td>20</td>
<td>5</td>
<td>15°–30°</td>
</tr>
</tbody>
</table>

$^a$Mean rake.
$^b$Mean risetime.
$^c$Mean rupture velocity.
$^d$Weight of smoothing constraint; all mean values are for the joint inversion and calculated using weighted averages (weighted by the slip).
$^e$Weight of moment minimization constraint.
$^f$Number of subfaults downdip.
$^g$Number of subfaults along strike.
$^h$Subfault size, same in both dimensions.
$^i$Fault dip (may change with depth).
$^j$Hypocenter depth.

N/A (not applicable); earthquakes with only teleseismic data do not have geodetic-only or joint inversions.

Figure 12. Spatiotemporal evolution of fault slip from the joint inversion of the 1996 earthquake during 5 s windows with 0.5 m contours. The hypocenter from the NEIC is shown as a white star, the trench is the black barbed line, and the mechanism is from the Harvard CMT catalog. Fault slip after 45 s is small.
between the GPS and InSAR is about 2 cm, and is smaller than the RMS found in other areas [e.g., Pritchard et al., 2002]. However, the mean offset is surprisingly large at 3 cm. The mean offset is in part due to the station with the largest offset (JHAI), which seems to favor slip in different locations than the InSAR data (see discussion below). The overall value of the RMS is expected, given the intrinsic errors in the vertical GPS which dominates in the comparison with InSAR (about 1 cm, see Table 2) and the InSAR data accuracy is probably also of order 1 cm in southern Peru (based on the misfit between the data and slip models Figures 13 and 14). The misfit between the GPS data and the slip models is usually greater than 3 cm, particularly in the east component (Figure 5), which is larger than the formal errors of 0.5 cm or less (Table 2).

3.2.5. Comparing Seismic and Geodetic Inversions

Because we use only two strong motion stations, we have not done a strong motion only inversion, but there is little difference between a slip model using just the teleseismic data or one using the teleseismic and strong motion data (Figure 8). However, in order to fit both the teleseismic and strong motion data, we have to expand the range of allowed rupture velocities from 2–3 to 2–4 km/s.

[38] The teleseismic-only and geodetic-only models of slip have several differences. As previous workers have noted, most slip in the teleseismic-only model is located about 120 km southeast of the hypocenter (the main asperity), with a few other regions of enhanced slip [Kikuchi and Yamanaka, 2001; Giovanni et al., 2002; Bilek and Ruff, 2002]. There are also two pulses in the GPS inversion [Norabuena, 2004], but based on our resolution tests, the slip distribution in this area is almost completely controlled by a single station (JHAI). On the other hand, slip in the InSAR-only model is more continuous between the hypocenter and the main asperity. In addition, slip in the geodetic-only models is mostly located about 20 km deep, while there are two peaks in the teleseismic slip at about 60 km and 15 km depth. We comment on possible
explanations for the differences between the geodetic-only and teleseismic-only models in the discussion.

While slip in the joint model is concentrated on an asperity about 120 km from the hypocenter, there is also more slip between the hypocenter and Harvard CMT location than in the teleseismic-only model. Slip is also shallower in the joint model than in the teleseismic-only model, mostly confined to less than 50 km. In spite of these differences between the models, the fit to the teleseismic waveforms is nearly the same for both models (Figure 7). While the RMS misfit to the geodetic data increases by adding additional data sets, the geodetic-only and joint models reduce the variance by 75–95% (Figure 14).

3.2.6. Features in the Residual Interferograms

In several InSAR tracks (497, 225, and 454), we observe a consistent residual of a few centimeters of primarily subsidence north of Coropuna volcano (Figure 14). Although the exact timing is poorly resolved, we think that the deformation is shallow (less than a few kilometers) and we hypothesize that it may be related to groundwater flow that was enhanced by coseismic shaking [Pritchard, 2003]. Postseismic pore pressure increase has been proposed elsewhere to explain the increased streamflow following several earthquakes [Manga et al., 2003], and is plausible considering previously established distance-magnitude relations for the proposed phenomena [Manga, 2001]. We cannot rule out shallow earthquakes as a cause of the deformation, but there are no events with the corrected depth and location to explain the deformation [Pritchard, 2003].

3.2.7. Misfit to the GPS Data

The largest misfit to the GPS data is at station TANA (Figure 20), and is about 10–20 cm in the east component. This station moves almost due west, which is anomalous...
Figure 15. Spatiotemporal evolution of fault slip from the joint inversion of the 2001 earthquake during 20 s windows with 3 m slip contours. The hypocenter from the NEIC is shown as a white star, the trench as a black barbed line, and the mechanism is from the Harvard CMT catalog. Fault slip after 120 s is relatively small.
compared to the southwest motion of the other stations (Figure 5). To reduce the residual, the fault plane must be extended north of the hypocenter to near the TANA station [Norabuena, 2004] (Figure 17) with slip equivalent to about a $M_w 7.1$, that occurred between the occupation dates of this station (16 July 1999 and 28 June 2001). The deformation may be postseismic from the 1996 earthquake, anomalously large interseismic deformation, or associated with the 2001 earthquake (preseismic, coseismic, or postseismic). Three interferograms that we have that span this time interval do not reveal deformation near the TANA station: data from track 404 have a master scene on 29 December 1998 and slave scenes 31 July 2001 and 16 July 2002 and data from track 39 spans 3 January 1997 and 23 December 1999 [Pritchard, 2003]. For now, we assume that there was some significant slip north of the hypocenter, but since the timing of slip is not known and its spatial extent is not well resolved, we do not include this slip in our plots of coseismic slip, but do include it in Figure 17.

3.3. The 2001 Aftershocks

[42] Slip from the June and July 2001 aftershocks is shown in Figure 17, and the predicted waveforms are shown in Figures 9 and 10. Mean properties of the rupture (risetime, rupture velocity, moment, rake) are in Table 3.

[43] For the June aftershock, our preferred model (see Figure 18) has a depth of 27 km (the same as the National Earthquake Information Center (NEIC) depth), although the fit is about the same at the Harvard CMT depth (24 km). Considering that these inferred parameters are derived using different crustal seismic velocity models, exact agreement is not expected. The final slip distribution is a simple point source (Figure 17), and appears to be about 40 km away from the CMT location. As in northern Chile, it seems that the Harvard CMT locations are shifted trenchward for events smaller than about $M_w 7.5$ [Pritchard et al., 2006].

[44] Displacement from the June aftershock at the Arequipa GPS station is not clearly above the noise threshold, but is consistent with the predicted values: N: $-0.5$ to 0 cm observed, $-0.6$ cm predicted; E: $-1$ to $-0.5$ cm observed, $-0.8$ cm predicted; V: $0 \pm 1$ cm observed, $0.8$ cm predicted (using data from SOPAC http://sopac.ucsd.edu/ and Melbourne and Webb [2002]).

[45] Our model of the July aftershock predicts displacements that are close to the total observed offsets (predicted $N = -3.1$ cm; $E = -2.7$ cm; $V = -0.2$ cm; and observed $N = -3.0 \pm 0.6$ cm; $E = -2.5 \pm 0.4$ cm; and effectively zero for the vertical [Melbourne and Webb, 2002]). However, Melbourne and Webb [2002] attribute $-2 \pm 0.5$ cm of north motion and $-1 \pm 0.5$ cm of east motion to preseismic deformation. If the preseismic motion is real, our teleseismic prediction of surface deformation is too large.

[46] If we force our solution to match the preseismic corrected displacements, the slip distribution changes significantly. In particular, the rupture becomes more bilateral, but the fit to the waveforms is not as good (Figure 10) and does not improve if we change the fault dip and hypocenter depth. In our original inversion, the rupture is predominately to the northwest, consistent with the relative locations of the hypocenter and Harvard CMT locations. Some rupture to the southeast is apparent in our original model, but this model is not as bilateral as suggested by previous

**Figure 16.** RMS misfit to selected interferograms spanning six subduction zone earthquakes from different slip models using different combinations of data, seismic-only (black line), geodetic-only (gray line), and joint (dashed black line). The earthquakes and interferograms used to make this figure were from southern Peru (1996 and 2001 earthquakes, tracks 39 and 454, respectively) and northern Chile (1995 $M_w 8.1$, 1996 $M_w 6.7$, 1998 $M_w 7.1$, all track 96; 1993 $M_w 6.7$, track 325) [Pritchard et al., 2006].
4. Discussion

4.1. Comparing Seismic and Static Inversions

For both the 2001 and 1996 earthquakes, there are differences between the seismic-only and geodetic-only inversions. Slip in the seismic-only models is localized in one or two regions (also known as asperities). The geodetic-only models usually have enhanced slip in the same regions as the seismic-only models, but in addition, have a smoother slip distribution, such that slip appears more continuous between the hypocenter and the southern extent of rupture. The difference between seismic-only and geodetic-only models is more obvious for the 2001 earthquake, but perhaps this is simply a result of the larger rupture spreading out the slip more. By comparison, the 1995 $M_w$ 8.1 Antofagasta earthquake has regions of enhanced moment release, yet the teleseismic-only models of slip are more continuous than the 1996 and 2001 slip distributions [Pritchard et al., 2006]. In any case, the seismic and
teleseismic studies [Bilek and Ruff, 2002; Giovanni et al., 2002].
geodetic data are relatively consistent since the misfit to each data set from the joint models for the 1996 and 2001 earthquakes is only negligibly more than the misfit using either data set by itself (Figures 4, 7, 16, and 14).

[48] We do not think that the difference between the seismic-only and geodetic-only models is an artifact of the inversion methodology. Some have argued that geodetic-only inversions of earthquake slip are oversmoothed [e.g., Wald et al., 1996], although this is not a universal result, and might depend on the inversion strategy [e.g., Segall and Davis, 1997]. While this explanation is plausible, we do not favor it because when we use the same methodology in northern Chile, the teleseismic-only model is similar in terms of the continuity of slip to the geodetic-only result.

[49] Further, we do not think that the difference is an artifact of postseismic (or interseismic) deformation contaminating the geodetic data. While the available geodetic data indicate significant postseismic deformation following the 2001 earthquake equivalent to 20–40% of the coseismic moment [e.g., Ruegg et al., 2001; Melbourne and Webb, 2002; Pritchard, 2003], it is not sufficient to explain the meter-scale differences in the teleseismic-only and InSAR-only slip models. Also, while the primary discrepancy between slip in the InSAR model and the teleseismic model is located between the hypocenter and CMT locations, we find that although not well resolved, most of the afterslip is in another location immediately downdip of the CMT location (E. O. Norabuena et al., manuscript in preparation, 2007).

[50] For the 1996 earthquake, it is impossible to separate postseismic deformation during the first 51 days from the coseismic deformation. Yet, there is no evidence for deformation between January 1997 and December 1999 [Pritchard, 2003]. Although we cannot rule out an after slip explanation of the discrepancy between the geodetic-only and seismic-only inversions for the 2001 earthquake, there is no compelling evidence for this explanation either.

[51] We propose that the difference between the teleseismic-only and geodetic-only models simply reflects the different inherent abilities of the seismic and geodetic data to resolve slip during large earthquakes. If slip occurs slowly in some parts of the rupture, it may not generate seismic waves. Slow slip was possibly a component of the 2004 great Sumatra-Andaman earthquake [Lay et al., 2005], but occurred at a timescale of less than 10 minutes [Hjorleifsdottir et al., 2005]. A slow rupture would be

---

**Figure 18.** (a) Earthquake and aftershock locations from subduction zone earthquakes in northern Chile and southern Peru, showing a range in inferred fault geometries. Relocated aftershocks of the 2001 main shock (black circles) [Giovanni et al., 2002] do not locate the fault interface well. For the 2001 main shock and the June and July largest aftershocks, the CMT (black squares) and NEIC hypocenters (black diamonds) indicate a fault plane that has a dip more similar to the inferred fault plane that ruptured in the 1974 Peru earthquake (red circles) [Langer and Spence, 1995], than the inferred subduction interface in northern Chile (inferred from the aftershocks of the 1995 earthquake, blue circles) [Husen et al., 1999]. On the other hand, the 1996 Peru earthquake has a CMT location (green square), NEIC hypocenter (green diamond), and inferred fault plane used in our modeling (black line) [e.g., Spence et al., 1999] similar to the rupture plane of the 1995 earthquake. (b) Inferred fault planes for the 2001 main shock as well as the June and July aftershocks. The CMT locations are shown as squares and the NEIC hypocenters are represented as diamonds. The dip and depth of the fault planes for the June and July events were constrained by the NEIC hypocenters and fits to the teleseismic waveforms. The 2001 main shock fault plane (blue circles) is constrained by the NEIC hypocenter, and a grid search of the best fitting fault geometry for the geodetic data (see text).
characterized by a long rise time. While the rise time is not well resolved here, we do not observe any consistent spatial variations within the rupture areas. Robinson et al. [2006] infer that there is anomalously slow slip and a stalled rupture front in exactly this area (between the hypocenter and Harvard CMT location), but because of the nonuniqueness of the teleseismic-only inversions for two-dimensional fault slip from $M_w > 7.5$ earthquakes [e.g., Pritchard et al., 2006] these features are not required by the data. We suggest that for the 2001 earthquake, the geodetic data resolves slip between the hypocenter and Harvard CMT location that is not well resolved by the seismic data between the large seismic asperities at the hypocenter and about 100 km to the southeast. Conversely, the largest seismic asperity appears to be located offshore near the trench, an area that is poorly resolved by the geodetic data. The anomalously slow slip between the hypocenter and Harvard CMT location is coincident with the location of a subducting ridge and trough on the Nazca Plate, suggesting a possible causal relationship [Robinson et al., 2006].

There is a difference between the GPS and InSAR coseismic slip distributions for the 2001 earthquake: the InSAR model shows continuous slip between the hypocenter and CMT location, while the GPS model has two pulses of slip more similar to the seismic results. As already noted, the GPS slip distribution in this area is largely controlled by a single station, while several tracks of InSAR constrain the slip distribution here.

4.2. Distribution of Slip

We compare the slip distributions for the 1995, 1996, and 2001 earthquakes in Figure 17. For all three events, the maximum slip during the rupture occurs 50–100 km from the hypocenter, as observed in other earthquakes, like the 1974 southern Peru event [e.g., Giovanni et al., 2002]. Using the 0.5 m slip contour for reference, we find a maximum depth of rupture during the 1995 earthquake to be about 45 km [Pritchard et al., 2006], while the 1996 and 2001 earthquakes ruptured to about 50 km (although the 2001 earthquake had some deeper slip). Our depth for the 1996 earthquake is shallower than some teleseismically derived slip distributions (66 km [Spence et al., 1999]) but is similar to the only previous result that included geodetic data [Salichon et al., 2003]. The 1996 earthquake has a greater portion of its moment release beneath land than the other two events, and this might be related to subduction of the Nazca ridge.

There is a clear gap between the areas that ruptured in the 1996 and 2001 earthquakes (Figure 17), which could accommodate a $M_w > 7.5$ earthquake. This region may have last ruptured in 1913 [e.g., Kelleher, 1972].

Significant slip in the teleseismic-only models for the 1995 and 2001 earthquakes occurs at the downdip limit of the model parameterization, while this is not true for the 1996 earthquake. We interpret the existence of slip at the edges of the model parameterization to mean that slip is poorly resolved by the teleseismic data in the rupture of these large events. However, the source time function of the 1995 and 2001 ruptures (also known as line sources of slip) are more consistent between inversions with the different data sets.

4.3. Aftershocks

The distribution of large aftershocks ($M_w > 6$) is different for the 1995 northern Chile earthquake and the

Figure 19. Comparison between 10 GPS displacements from the 2001 earthquake projected in the radar LOS (from four independent GPS stations) and InSAR observations from six satellite tracks. The independently determined best fit quadratic ramp (which accounts for orbital errors) from our preferred joint seismic and geodetic coseismic model has been removed from the InSAR data. Error bars on the GPS observations are smaller than the size of the plotted points. The RMS difference and mean offset are 1.7 cm and 3.1 cm, respectively.
1996 and 2001 southern Peru earthquakes (Figure 17). For 1995, the largest aftershocks occur downdip of the coseismic rupture up to 2.5 years after the event [Pritchard et al., 2006]. Following the 1996 and 2001 earthquakes, the largest aftershocks were either at the same depth or shallower than the region that ruptured in the main shock, and occurred within a few weeks of the main shock. The majority of moment release in the July 2001 aftershock appears near the main asperity of the 2001 main shock, and although not well resolved, the areas that slipped in the main shock and largest aftershock do events do not appear to significantly overlap.

4.4. Directivity

[57] There is a pattern of earthquake directivity along the coast of western South America (Figure 1). In the north, earthquakes rupture to the north (1979 $M_w$ 8.2 Colombia event [Kanamori and Given, 1981; Beck and Ruff, 1984]), in the middle, earthquakes are bilateral (1996 $M_w$ 7.5 Peru earthquake [e.g., Jiménez et al., 1998], the 1960 $M_w$ 7.6 Peru earthquake [Pelayo and Wiens, 1990], and the 1966 $M_w$ 8.0 Peru event [Beck and Ruff, 1989]), and south of about 12°S, directivity is southerly (the 1960 $M_w$ 9.5 Chile event [e.g., Benioff et al., 1961]; the 1974 $M_w$ 8.1 Peru event (bilateral, but most moment to south [Langer and Spence, 1995]); and the 1985 $M_w$ 8.0 Chile event (ruptured updip and to the south [Choy and Dewey, 1988; Mendoza et al., 1994]), as well as the 1995, 1996, and 2001 earthquakes). On the basis of these patterns, we hypothesize that the future rerupture of the 1877 earthquake will rupture to the south.

[58] The factors that control earthquake directivity are poorly understood. In a global study, McGuire et al. [2002] find that most earthquakes are unilateral, and fault segmentation might explain this observation for large earthquakes. However, no explanation is given for ruptures favoring one direction over the other (i.e., the preference for ruptures to the south in southern South America). Possible explanations include: the history of previous earthquake ruptures, preferential orientation of structures on the fault interface due to oblique convergence, or the superposition of different
materials across the fault zone [e.g., Rubin and Gillard, 2000].

5. Conclusions

[59] We have used all available data (teleseismic, geodetic and strong motion) to determine the distribution of slip during four earthquakes with Mw 6.7–8.5 in southern Peru. For all events, the seismic moment depends on the data used and model parameterization (velocity model, dip, etc.). Thus discrepancies in moment estimated by different authors using different methods and data do not necessarily reflect any underlying processes occurring on the fault plane, but the fundamental nonuniqueness of inferred models from available data. The detailed slip distributions from the teleseismic-only and geodetic-only data are slightly different for the 1996 earthquake and significantly different for the 2001 earthquake. The first 45 s or so of the 2001 earthquake rupture appear similar to the 1996 rupture, but subsequently, a much larger amount of slip occurred producing the larger magnitude. The depth of maximum coseismic rupture and the distribution of large aftershocks (Mw > 6) is different between the 1995 and 2001 earthquakes, and may partly explain the variations in the amount of after slip following these events, but other explanations are also possible [Pritchard, 2003].

Appendix A: Modeling Strategy

[60] We use the technique of Ji et al. [2002] to invert for fault slip for all earthquakes using both the seismic waveforms and geodetic data. The seismic waveforms are transformed into the wavelet domain so that both the temporal content (which contains information about the spatial location of slip) and frequency content (which constrains the duration of rupture on each patch, also called the risetime) of the waveforms are used. Further information, including tests of the resolving power are given in Ji et al. [2002], and a discussion of the application of this method to dip-slip faults with InSAR and GPS is given by Pritchard et al. [2006].

[61] We compute the synthetic waveforms and static displacements in both layered and half-spaces. We are not aware of a detailed crustal velocity model for our specific study area, so we try models from regions to the north [Wollard, 1975; Hartzell and Langer, 1993] (henceforth called the Wollard model), and south [Husen et al., 1999] (called the Husen model). We convert the velocities to density following Ludwig et al. [1970], which has been successfully used to model gravity in northern Chile in regions with little partial melt [Schmitz et al., 1997]. We use the same P and S quality factors (Q) for all layers (1500 for P, 600 for S). We convolve the attenuation function [r*, e.g., Lay and Wallace, 1995] with the synthetics to account for attenuation of the teleseismic waveforms using typical values (1 second for P and 4 seconds for S). When calculating the InSAR displacements, we account for the variations in the incidence angle across the radar scene.

[62] The dip of the interface between the South American and Nazca plates is about 25–30° [Hasegawa and Sacks, 1981; Grange et al., 1984], but the detailed shape of the interface, particularly the variations of dip as a function of depth, are not well known [Spence et al., 1999] (Figure 18), and these details can impact slip inversions [e.g., Hartzell and Langer, 1993]. On the basis of relocated aftershocks from the 1996 earthquake, a hinge in the plate at 25 km is suggested, where the slab dip changes from 10–12° to 25–55° [Spence et al., 1999] (Figure 18). A hinge in about the same location was also seen in the aftershock sequence following the nearby 1974 Mw 8.1 Peru event [Langer and Spence, 1995] (Figure 18). We test a variety of different slab geometries for all earthquakes. We constrain the updip location of the fault to be at the trench. Because the 1996 earthquake occurred near the location where the Nazca Ridge is subducting, there is some complexity in defining the trench location. The ridge is 1.5 km above the surrounding ocean floor [Schweller et al., 1981], so there will be undulations of the fault interface, but the magnitude and location of these undulations are not constrained. On the basis of bathymetric data [Schweller et al., 1981], we assume that the trench in the area of the 1996 earthquake is 6 km deep, and 7 km in the location of the 2001 earthquake. For all earthquakes we discretize the fault with uniform patches, but use different sizes depending on the size of the earthquake (Table 3).

[63] We use simulated annealing [Rothman, 1986] to find the best fit model parameters: the slip amplitude and direction, rise time, and rupture velocity, with extremal bounds on each parameter. For example, we constrain the rake of the 1996 earthquake to be between 20 and 90°, while for the 2001 the rake is between 40° and 120°. The risetime indicates the length of time it takes for the fault patch to slip (prescribed as a modified cosine function [Hartzell et al., 1996]) and the rupture velocity specifies the speed of the local rupture front. In addition, we solve for quadratic ramps for the InSAR data as part of the inversion process. We define the best fit model as having the lowest objective function, given as: $E_{off} + W_p^*_I E_I + W_c^* C$, where $E_{off}$ is the waveform misfit, $E_I$ is the geodetic misfit, $C$ are the constraints on the gross properties of the slip, and $W_I$ and $W_c$ are the relative weighting applied to the static misfit and the constraints. For the teleseismic misfit, the SH waves are generally weighted twice as much as the P waves, although a few obviously poorly fitting records are sometimes weighted less. The gross properties of the slip are constrained by minimizing the second derivative of slip between adjacent patches, and penalizing models with large moment, so that we find the smoothest slip distribution with the smallest moment that explains the data [e.g., Hartzell and Heaton, 1983; Hartzell et al., 1996]. We explore different values of $W_I$ and $W_c$.

[64] We run each teleseismic inversion several times with different dips for the fault plane and depths for the hypocenter and choose the dip and depth that best match the main pulses of the waveforms at all azimuths (which we cite in the text). In general, we find the teleseismic data are more sensitive to the dip and depth of the fault plane than the geodetic data [Pritchard et al., 2006]. On the basis of the variation in fit to the waveforms, the dip can be resolved within 2–3° and the depth within about 5 km. However, all of these results are made using a one-dimensional crustal velocity model and considering that three-dimensional effects are important, any attempt to completely match the waveforms or the geodetic data is overfitting the data.
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