Exact quantum statistics for electronically nonadiabatic systems using continuous path variables
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We derive an exact, continuous-variable path integral (PI) representation of the canonical partition function for electronically nonadiabatic systems. Utilizing the Stock–Thoss (ST) mapping for an \(N\)-level system, matrix elements of the Boltzmann operator are expressed in Cartesian coordinates for both the nuclear and electronic degrees of freedom. The PI discretization presented here properly constrains the electronic Cartesian coordinates to the physical subspace of the mapping. We numerically demonstrate that the resulting PI–ST representation is exact for the calculation of equilibrium properties of systems with coupled electronic and nuclear degrees of freedom. We further show that the PI–ST formulation provides a natural means to initialize semiclassical trajectories for the calculation of real-time thermal correlation functions, which is numerically demonstrated in applications to a series of nonadiabatic model systems. © 2010 American Institute of Physics. [doi:10.1063/1.3511700]

I. INTRODUCTION

Electronically nonadiabatic processes lie at the heart of chemical phenomena, including electron solvation dynamics,\(^1\)–\(^6\) energy transfer at metal surfaces,\(^7\) and radiationless transitions in the condensed phase.\(^8\),\(^9\) Elucidating the mechanisms and rates for these processes remains a critical challenge from both the theoretical and experimental perspectives.

In an electronically nonadiabatic process, the Born–Oppenheimer separation of nuclear and electronic motions breaks down, necessitating a description of the coupled motions of the electrons and nuclei. The exponential scaling of exact quantum mechanical methods has motivated the development of numerous mixed quantum-classical (MQC) methods for nonadiabatic dynamics, in which the nuclei are typically treated using classical mechanics and electronic degrees of freedom (DoF) are treated at the quantum mechanical level. These methods, which include the broad classes of mean field\(^10\),\(^11\) and surface hopping\(^12\)–\(^19\) approaches, have been successfully employed in a range of applications. However, it has been shown that processes including nonradiative electronic relaxation\(^20\) and resonance energy transfer\(^21\) require a consistent description of the coupling between the electronic and nuclear DoF, an inherently challenging task in the MQC framework.\(^22\)

Semiclassical (SC) methods allow for a dynamically consistent treatment of the electronic and nuclear motion.\(^21\),\(^23\)–\(^25\) This can be achieved by mapping discrete electronic states to a continuous variable representation using, for instance, spin coherent states\(^26\)–\(^29\) or bosonization techniques based on angular momentum theory.\(^30\),\(^31\) In particular, Stock and Thoss used the latter approach to derive the mapping Hamiltonian, an exact Cartesian representation of the quantum Hamiltonian for an \(N\)-level system.\(^24\) The mapping Hamiltonian has been successfully used in the SC description of processes for which a system initially occupies a pure electronic state.\(^32\)–\(^35\) However, use of this approach to calculate real-time quantum thermal correlation functions (TCFs) has relied on initializing SC trajectories to an approximate description of the Boltzmann distribution.\(^36\)–\(^38\) The demonstrated sensitivity\(^25\),\(^39\),\(^40\) of the calculated TCFs to the initialization scheme indicates that progress is needed to improve the accuracy and generality of this approach.

In this paper, we derive an exact continuous-variable PI representation for the Boltzmann distribution of general, \(N\)-level systems. This is achieved in the mapping framework using a projection operator to constrain the electronic coordinates to the physical subspace of the mapping. We numerically demonstrate that the resulting PI–ST representation is exact for the calculation of equilibrium properties of two- and three-state systems with coupled electronic and nuclear DoF. We further show that the PI–ST formulation can be used to initialize SC trajectories to an exact quantum Boltzmann distribution, and using the SC initial value representation (SC-IVR) method,\(^41\) we obtain accurate real-time TCFs for a series of nonadiabatic model systems.

II. THEORY

A. The mapping Hamiltonian

Consider the general \(N\)-level Hamiltonian operator

\[ H = \hbar_0 (\mathbf{R}, \mathbf{P}) + \sum_{n,m=1}^{N} V_{nm}(\mathbf{R}) \langle \psi_n | \psi_m \rangle, \tag{1} \]

where \((\mathbf{R}, \mathbf{P})\) represent the nuclear positions and momenta, \(\{|\psi_n\rangle\}\) is the basis of electronic states, and \(\{V_{nm}(\mathbf{R})\}\) is...
the set of potential energy matrix elements. Furthermore, $h_0(\mathbf{R}, \mathbf{P}) = T(\mathbf{P}) + V_0(\mathbf{R})$, where $T(\mathbf{P})$ is the nuclear kinetic energy operator and $V_0(\mathbf{R})$ is a state-independent part of the potential energy.

Following the ST mapping approach, the $N$-level system is represented by a system of $N$ uncoupled harmonic oscillators (HO), such that
\begin{equation}
|\psi_n\rangle \langle \psi_m| \rightarrow a_n^+ a_m^* \tag{2}
\end{equation}
\begin{equation}
|\psi_n\rangle \rightarrow |0\rangle_{02} \cdots |I_n\rangle \cdots |0_N\rangle \tag{3}
\end{equation}
Here, we have introduced the boson creation and annihilation operators $a_n^+$ and $a_n$, which obey the commutation rules $[a_n^+, a_m] = \delta_{nm}$. We have also introduced the singly excited oscillator (SEO) states $|n\rangle \equiv |0\rangle_{01} \cdots |I_n\rangle \cdots |0_N\rangle$, which are $N$-oscillator eigenstates with a single quantum of excitation in the $n$th mode. The resulting form of the Hamiltonian operator is
\begin{equation}
H = h_0(\mathbf{R}, \mathbf{P}) + \sum_{n,m=1}^{N} a_n^+ V_{nm}(\mathbf{R}) a_m, \tag{4}
\end{equation}
or equivalently in the SEO basis,
\begin{equation}
H = h_0(\mathbf{R}, \mathbf{P}) + \sum_{n,m=1}^{N} |n\rangle V_{nm}(\mathbf{R}) \langle m|. \tag{5}
\end{equation}
Introducing the Cartesian representation of the boson operators,
\begin{equation}
x_n = \frac{1}{\sqrt{2}}(a_n + a_n^*) \quad \text{and} \quad p_n = \frac{i}{\sqrt{2}}(a_n^* - a_n), \tag{6}
\end{equation}
we obtain the corresponding Cartesian representation of the Hamiltonian operator,
\begin{equation}
H = h_0(\mathbf{R}, \mathbf{P}) + \frac{1}{2} \sum_{n,m=1}^{N} (x_n x_m + p_n p_m - \delta_{nm}) V_{nm}(\mathbf{R}). \tag{7}
\end{equation}
The mapping Hamiltonian in Eq. (6), also known as the Meyer–Miller–Stock–Thoss Hamiltonian, was originally derived as a classical model for an electronically nonadiabatic system, it was later shown to be an exact and general representation for the quantum mechanical Hamiltonian.

B. PI discretization

The canonical partition function is obtained from the trace of the Boltzmann operator,
\begin{equation}
Z = \text{Tr}[e^{-\beta H}], \tag{8}
\end{equation}
where $\beta$ is the reciprocal temperature and the trace is taken over the states that span the electronic and nuclear DoF. The resolution of the identity for this space can be expressed as
\begin{equation}
I = \int d\mathbf{R} \sum_{n=1}^{N} |\mathbf{R}, n\rangle \langle \mathbf{R}, n|, \tag{9}
\end{equation}
where $\mathbf{R}$ indicates nuclear positions and $n$ indicates the SEO state, as before. Repeated insertion of this completeness relation yields a path integral discretization of the partition function,
\begin{equation}
Z = \int d\{\mathbf{R}_a\} \prod_{\alpha=1}^{N} \prod_{\alpha=1}^{P} e^{-\beta \mathcal{H}|\mathbf{R}_{\alpha+1}\rangle \langle \mathbf{R}_{\alpha}|} \tag{10}
\end{equation}
where $P$ is the number of time slices and $\beta P = \beta / P$. We have introduced the notation $\int d\{\mathbf{R}_a\} = \left[ \prod_{\alpha=1}^{P} \int d\mathbf{R}_\alpha \right]$ and $\sum_{\{n_{\alpha}=1\}} \equiv \left( \prod_{\alpha=1}^{P} \sum_{n_{\alpha}=1}^{N} \right)$.

The standard Trotter approximation can be used to factorize the matrix elements in this equation, yielding
\begin{equation}
Z = \lim_{P \to \infty} \int d\{\mathbf{R}_a\} \left[ \prod_{\alpha=1}^{P} \left( \frac{M P}{2\pi \beta} \right)^{f/2} e^{-\beta \mathcal{H}|\mathbf{R}_a\rangle} \right] \times \exp \left[ -\frac{MP}{2\beta} (\mathbf{R}_a - \mathbf{R}_{a+1})^T \cdot (\mathbf{R}_a - \mathbf{R}_{a+1}) \right] \times \sum_{\{n_{\alpha}=1\}} \prod_{\alpha=1}^{P} \langle n_{\alpha} | e^{-\beta \mathcal{H}_V|\mathbf{R}_a\rangle} | n_{\alpha+1} \rangle, \tag{11}
\end{equation}
where $f$ is the number of nuclear DoF, $\mathcal{V}(\mathbf{R}) = \sum_{n,m=1}^{N} |n\rangle V_{nm}(\mathbf{R}) \langle m|$ is the potential energy operator, and we set $\hbar = 1$ throughout this paper. In Eq. (10), we have assumed that the Hamiltonian in Eq. (1) is expressed in the diabatic representation, although a similar approach could also be pursued in the adiabatic representation. Similar expressions for PI discretization in the basis of discrete electronic states have been obtained.

The SEO basis in Eq. (10) can be transformed to the Cartesian coordinate basis by first using a projection operator to select the subset of SEO states from the full set of $N$-oscillator states,
\begin{equation}
\sum_{n=1}^{N} |n\rangle \langle n| = \prod_{i=1}^{N} \sum_{j=1}^{\infty} |j_i\rangle \langle j_i| \mathcal{P}, \tag{12}
\end{equation}
where the projector operator is defined as
\begin{equation}
\mathcal{P} = \sum_{n=1}^{N} |n\rangle \langle n|. \tag{13}
\end{equation}
Then, the full oscillator basis is replaced using
\begin{equation}
\sum_{j=1}^{\infty} |j_i\rangle \langle j_i| = \int dx_i |x_i\rangle \langle x_i|, \tag{14}
\end{equation}
yielding a transformation from the SEO basis to the Cartesian coordinate basis for the electronic DoF,
\begin{equation}
\sum_{n=1}^{N} |n\rangle \langle n| = \int dx |x\rangle \langle x| \mathcal{P}. \tag{15}
\end{equation}
As in Klauder’s work with spin coherent states, the projection operator in Eq. (14) constrains electronic coordinates to a specific manifold in phase space. However, PI formulations using spin coherent states have only proven numerically tractable in the semiclassical limit, whereas we shall derive a PI formulation that can be used for exact numerical simulations.
Substituting Eq. (14) into Eq. (10), we obtain an exact PI discretization of the canonical partition function in continuous variables,

\[
Z = \lim_{P \to \infty} \int d\{\mathbf{R}_a\} \prod_{a=1}^{P} \left( \frac{MP}{2\pi B} \right)^{f/2} e^{-\beta_P V_{a0}(\mathbf{R}_a)} \times e^{-\partial f P/(\mathbf{R}_a - \mathbf{R}_{a+1})^T (\mathbf{R}_a - \mathbf{R}_{a+1})} \int d\{\mathbf{x}_a\} \times \prod_{a=1}^{P} (\mathbf{x}_a | e^{-\beta_P V(\mathbf{R}_a)}) P | \mathbf{x}_{a+1} \rangle,
\]

leaving only the task of evaluating the matrix elements in the last term to obtain a computationally useful expression.

We note that a short-time approximation to the electronic matrix elements could be performed directly in the Cartesian representation at this stage. However, we find that a more numerically stable result is obtained by making the approximation in the SEO representation, such that

\[
\langle \mathbf{x} | e^{-\beta_P V(\mathbf{R})} P | \mathbf{x}' \rangle = \sum_{n,m=1}^{N} \langle \mathbf{x}|n\rangle \mathcal{M}_{nm}(\mathbf{R}) |m| \mathbf{x}' \rangle,
\]

where \( \mathcal{M}_{nm}(\mathbf{R}) = \langle n|e^{-\beta_P V(\mathbf{R})}|m\rangle \). Recognizing that the coordinate space SEO wavefunction is the product of \((N-1)\) ground state HO wavefunctions and one first excited state HO wavefunction, we have

\[
\langle \mathbf{x}|n\rangle = \sqrt{2} \pi^{N/4} \frac{1}{N^N} \mathbf{x}_n e^{-\frac{1}{2}x^T \mathbf{x}},
\]

where \([\cdot]_n\) denotes the \(n\)th component of the enclosed vector.

The Boltzmann matrix element in the SEO representation can then be obtained following textbook procedures,\(^{33}\) such that to order \(\partial(\beta_P^T)\),

\[
\mathcal{M}_{nm}(\mathbf{R}) = \begin{cases} e^{-\beta_P V_{nm}(\mathbf{R})}, & n = m, \\ -\beta_P V_{nm}(\mathbf{R}) e^{-\beta_P V_{nm}(\mathbf{R})}, & n \neq m. \end{cases}
\]

In the zero coupling limit, the matrix elements \(\mathcal{M}_{nm}(\mathbf{R})\) assume a diagonal form so that the different components of the electronic position vectors do not mix. The off-diagonal matrix elements are related to the penalty of ring-polymer kink formation, in which neighboring PI time slices reside on different diabatic electronic surfaces.\(^{54,55}\)

Finally, substituting Eqs. (17) and (18) into Eq. (16), we arrive at the exact, continuous-variable PI–ST representation of the canonical partition function for a nonadiabatic system with \(N\) nuclear DoF coupled to \(N\) electronic states,

\[
Z = \lim_{P \to \infty} \left( \frac{2MP}{\beta N^2} \right)^{f/2} \int d\{\mathbf{R}_a\} \int d\{\mathbf{x}_a\} \times \prod_{a=1}^{P} A_a \mathcal{F}_a \mathcal{G}_a,
\]

where

\[
A_a = e^{-\frac{\beta P}{2}(\mathbf{R}_a - \mathbf{R}_{a+1})^T (\mathbf{R}_a - \mathbf{R}_{a+1})} e^{-\beta_P V_{a0}(\mathbf{R}_a)} e^{-\beta_P V_{nm}(\mathbf{R})} e^{-\beta_P V_{nm}(\mathbf{R})},
\]

\[
\mathcal{F}_a = \mathbf{x}_a^T \mathcal{M}(\mathbf{R}_a) \mathbf{x}_{a+1}, \quad \text{and} \quad \mathcal{G}_a = e^{-\beta \mathbf{x}_a^T \mathbf{x}_a}.
\]

Equations (20)–(23) will be used to calculate numerically exact equilibrium properties for nonadiabatic systems.

We note that our PI–ST formulation is different from the result derived in Ref. 56, since we include a projection operator to constrain the system to the physical subspace of the mapping. For cases where the system is prepared in a pure SEO state, this constraint is implicitly obeyed, and the two PI representations are equivalent. However, treatment of Boltzmann distributed systems requires that the projection operator be explicitly included, as is done in the present study.

III. EQUILIBRIUM SIMULATIONS

A. Implementation details

The equilibrium properties considered in the current paper include the nuclear probability distribution, the statespecific nuclear probability distribution, and the average total energy. All equilibrium simulations were performed using standard path integral Monte Carlo (PIMC) importance sampling techniques, although the use of path integral molecular dynamics (PIMD) methods is also straightforward with the formulation developed here.

The nuclear probability distribution is defined as

\[
P(\mathbf{R}) = \frac{\text{Tr}[\delta(\mathbf{R} - \mathbf{\bar{R}}) e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]}.
\]

Using the PI–ST representation for the Boltzmann operator, we obtain

\[
P(\mathbf{R}) = \frac{\int d\{\mathbf{R}_a\} \int d\{\mathbf{x}_a\} \delta(\mathbf{R} - \mathbf{R}_P) \prod_{a=1}^{P} A_a \mathcal{G}_a \mathcal{F}_a}{\int d\{\mathbf{R}_a\} \int d\{\mathbf{x}_a\} \prod_{a=1}^{P} A_a \mathcal{G}_a \mathcal{F}_a},
\]

where \(A_a\), \(\mathcal{F}_a\), and \(\mathcal{G}_a\) are defined in Eqs. (20)–(22). Importance sampling can then be performed using

\[
W([\mathbf{x}_a], [\mathbf{R}_a]) = \prod_{a=1}^{P} A_a \mathcal{G}_a \mathcal{F}_a,
\]

where the absolute value in the last term ensures a non-negative sampling function. The expression for the nuclear probability distribution is thus

\[
P(\mathbf{R}) = \frac{\langle \delta(\mathbf{R} - \mathbf{R}_P) \text{sgn}(\mathcal{F}) \rangle^w}{\langle \text{sgn}(\mathcal{F}) \rangle^w},
\]

where

\[
\text{sgn}(\mathcal{F}) = \prod_{a=1}^{P} \mathcal{F}_a / |\mathcal{F}_a|,
\]

and the angle brackets in Eq. (26) indicate the ensemble average with respect to the distribution \(W([\mathbf{x}_a], [\mathbf{R}_a])\).
TABLE I. Parameters for model I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$3.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>$R_1$</td>
<td>$-1.75$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$1.75$</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$2.28 \times 10^{-5}$</td>
</tr>
<tr>
<td>$c$</td>
<td>$5 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0.4$</td>
</tr>
<tr>
<td>$R_{12}$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

The state-specific nuclear probability distribution is obtained from the projection of the nuclear probability distribution onto a given electronic state,

$$P(n, R) = \frac{\text{Tr}[\delta(R - \hat{R})|n\rangle\langle n|e^{-\beta H}]}{\text{Tr}[e^{-\beta H}]} = \langle \delta(R - R_P)\tilde{F}_n \text{sgn}(\mathcal{F})\rangle_{W},$$

where

$$\tilde{F}_n = \frac{[x_P^T \mathcal{M}(R_P) x_1]_n}{x_P^T \mathcal{M}(R_P) x_1}.$$  \hspace{1cm} (29)

The elements of the matrix $\mathcal{M}(R)$ are defined in Eq. (18).

The nuclear probability distribution [Eq. (26)] obtained from a 32 bead PI–ST simulation is shown in Fig. 2(a) and is graphically indistinguishable from a numerically exact discrete variable representation (DVR) (Ref. 57) grid calculation. The tight convergence in this plot was achieved using $5 \times 10^9$ Monte Carlo (MC) steps, and a similar number of
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B. Equilibrium simulation results

The first model that we consider (model I) includes a two-state system coupled to a single vibrational DoF; it is a standard benchmark for the treatment of equilibrium statistics in nonadiabatic systems.\(^{46,47}\) The matrix elements of the diabatic potential operator are

$$V_{ii} = \frac{1}{2}k_i(R - R_i)^2 + \epsilon_i \quad \text{and} \quad V_{ij} = ce^{-\alpha(R-R_i)^2},$$

where the potential energy parameters are specified in Table I. The simulation is performed with a nuclear mass of 3600 a.u. and temperature $T = 8$ K. The potential energy curves for model I are plotted in Fig. 1.

The nuclear probability distribution [Eq. (26)] obtained from a 32 bead PI–ST simulation is shown in Fig. 2(a) and is graphically indistinguishable from a numerically exact discrete variable representation (DVR) (Ref. 57) grid calculation. The tight convergence in this plot was achieved using $5 \times 10^9$ Monte Carlo (MC) steps, and a similar number of
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Further, in Table IV, the results of the average energy shown in Fig. 4(b) also reproduce the exact value in the limit of a large number of beads. We further calculate the average total energy for model I and show, in Table II, that the PI–ST result approaches the exact results. We demonstrate this using the SC-IVR method, which initializes SC trajectories to an exact quantum Boltzmann distribution for the calculation of real-time TCFs. In this paper, we demonstrate this using the SC-IVR method, which has already been successfully implemented in the mapping framework. However, any trajectory-based model for real-time dynamics could be combined with our exact PI–ST formulation.

The equilibrium properties calculated for these model systems demonstrate that the PI–ST representation provides a general and exact statistical description of electronically nonadiabatic systems.

### IV. THERMAL CORRELATION FUNCTIONS

The PI–ST representation provides a natural means to initialize SC trajectories to an exact quantum Boltzmann distribution for the calculation of real-time TCFs. In this paper, we demonstrate this using the SC-IVR method, which has already been successfully implemented in the mapping framework. However, any trajectory-based model for real-time dynamics could be combined with our exact PI–ST formulation.

A general real-time TCF is expressed as

$$C_{AB}(t) = \frac{1}{Z} \text{Tr} \left[ e^{-\beta H} A e^{iHt} B e^{-iHt} \right],$$

where $A$ and $B$ are generic operators. Substituting the PI–ST representation for the Boltzmann operator from Eq. (19), the TCF can be written

$$C_{AB}(t) = \frac{1}{Z} \int d\{R\} \int d\{x\} \prod_{a=1}^{p-1} \mathcal{A}_a \mathcal{G}_a \mathcal{F}_a \times \langle x_p, R_p | e^{-\beta H} A e^{iHt} B e^{-iHt} e^{-\beta H} | x_1, R_1 \rangle,$$

where $\mathcal{A}_a$, $\mathcal{G}_a$, and $\mathcal{F}_a$ are defined in Eqs. (21)–(23).

### TABLE II. Average energy for model I at $T = 8$ K.

<table>
<thead>
<tr>
<th>No. of beads</th>
<th>Energy ($10^{-5}$ a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>5.09</td>
</tr>
<tr>
<td>16</td>
<td>5.12</td>
</tr>
<tr>
<td>32</td>
<td>5.14</td>
</tr>
<tr>
<td>Exact</td>
<td>5.145</td>
</tr>
</tbody>
</table>

The converged nuclear probability distribution for this model is obtained from a four-bead calculation and is graphically indistinguishable from the exact results from a DVR grid calculation, as seen in Fig. 4(a). These results were obtained using $10^6$ MC steps. The state-specific nuclear probability distributions shown in Fig. 4(b) also reproduce the exact results. Further, in Table IV, the results of the average energy calculation are reported, and the exact results are recovered with increasing bead numbers.

### TABLE III. Parameters for model II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (eV)</th>
<th>Value (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_i$</td>
<td>0.05</td>
<td>0.25</td>
</tr>
<tr>
<td>$k_G$</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>$k_{CT}$</td>
<td>0.1</td>
<td>0.02</td>
</tr>
<tr>
<td>$k_{LE}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\epsilon_G$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\epsilon_{CT}$</td>
<td>0.25</td>
<td>0.03</td>
</tr>
<tr>
<td>$\epsilon_{LE}$</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>$c_{GCT}$</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>$c_{G,LE}$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### TABLE IV. Average energy for model II at $T = 1500$ K.

<table>
<thead>
<tr>
<th>No. of beads</th>
<th>Energy ($10^{-3}$ a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.54</td>
</tr>
<tr>
<td>2</td>
<td>6.63</td>
</tr>
<tr>
<td>4</td>
<td>6.69</td>
</tr>
<tr>
<td>Exact</td>
<td>6.688</td>
</tr>
</tbody>
</table>
MC integration of the resulting oscillatory integrand is known to be challenging, and despite several advances in the evaluation of such integrands, the HK-IVR approach is limited to systems with few DoF. Nonetheless, we include the HK-IVR implementation to illustrate the generality of our exact PI initialization approach and to provide a reference semiclassical result to compare against the linearized IVR implementation.

### B. Linearized IVR (LSC-IVR)

The LSC-IVR approximation to the coordinate state SC-IVR expression for correlation functions is obtained from a first-order expansion of the difference in the actions of the forward and backward trajectories. The resulting expression corresponds to the classical Wigner model and can be written

$$
C_{\text{LSC}}^{AB}(t) = \left(\frac{2\pi}{Z}\right)^{-(N+f)} \int d\mathbf{p}_0 \int d\mathbf{r}_0 A_{W}^{\beta}(\mathbf{r}_0, \mathbf{p}_0) B_{W}(\mathbf{x}, \mathbf{p}),
$$

(40)

where $A_{W}^{\beta} = (e^{-\beta H})_{W}$, and the Wigner transformed operators are obtained by evaluating

$$
O_{W}(\mathbf{x}, \mathbf{p}) = \int d\Delta \mathbf{x} \langle \mathbf{x} - \Delta \mathbf{x} | O + \Delta \mathbf{x} \rangle e^{i\mathbf{p} \cdot \Delta \mathbf{x}}.
$$

(41)

The LSC-IVR approximation largely fails to capture quantum coherence effects, but it successfully describes other quantum effects such as zero point energy and tunneling, making it suitable for many condensed phase applications.

The PI–ST representation of the Boltzmann operator can be substituted in the expression for the TCF in Eq. (40) to obtain

$$
C_{\text{LSC}}^{AB}(t) = \left(\frac{2\pi}{Z}\right)^{-(N+f)} \int d\mathbf{r}_0 \int d\mathbf{r}_0 \prod_{a=1}^{P-1} A_{a} G_{a} F_{a} \times \int d\mathbf{z}_0 \tilde{A}_{w}^{\beta}(\mathbf{z}_0) B_{W}(\mathbf{z}),
$$

(42)

where

$$
\tilde{A}_{w}^{\beta}(\mathbf{z}_0) = \int d\mathbf{x} \int d\mathbf{R} e^{i\mathbf{p}_0 \cdot \Delta \mathbf{x} + i\mathbf{p}_0 \cdot \Delta \mathbf{R}}
$$

$$
\times \langle \mathbf{x}_0, \mathbf{R} | e^{-\beta H} A | \mathbf{x}_0 + \Delta \mathbf{x}, \mathbf{R}_0 + \Delta \mathbf{R} \rangle.
$$

(43)

We recognize that using the exact PI–ST representation of the Boltzmann operator introduces an oscillatory term in the LSC-IVR formulation via $A_{w}^{\beta}(\mathbf{z}_0)$. For future applications to large systems, this oscillatory term can be eliminated using techniques such as the thermal Gaussian approximation, for the Boltzmann matrix elements in Eq. (43). Since the remaining $(P-1)$ Boltzmann terms in Eq. (12) will still be treated using the exact PI–ST representation, we expect that this
C. Implementation of PI–ST initialization

Equations (39) and (42) can both be expressed in the form

\[ C_{AB}^\xi(t) = \frac{1}{Z} \int d\{R_a\} \int d\{x_a\} W(\{x_a\}, \{R_a\}) \]

\[ \times f(\{x_a\}, \{R_a\}) \phi^{\xi}(x_1, x_p, R_1, R_p, t) \]

\[ = \langle \phi^{\xi}(x_1, x_p, R_1, R_p, t) f(\{x_a\}, \{R_a\}) \rangle_W / \]

\[ \langle f(\{x_a\}, \{R_a\}) \rangle_W , \] \hspace{1cm} (44)

where \( W(\{x_a\}, \{R_a\}) \) is a sampling distribution and \( f(\{x_a\}, \{R_a\}) \) and \( f_z(\{x_a\}, \{R_a\}) \) are weighting factors, all of which emerge from the PI–ST treatment of the Boltzmann operator. The term \( \phi^{\xi}(x_1, R_1, x_p, R_p, t) \) in Eq. (44) contains the real-time information obtained from the SC trajectories, and the superscript \( \xi \in \{HK, LSC\} \) indicates which SC approximation is employed.

The calculation of the TCF in Eq. (44) is performed by first generating an ensemble of configurations from the probability distribution \( W(\{x_a\}, \{R_a\}) \). Then, as in standard SC-IVR calculations, MC importance sampling is used to evaluate \( \phi^{\xi}(x_1, R_1, x_p, R_p, t) \). For the HK-IVR implementation,

\[ \phi^{HK}(x_1, x_p, R_1, R_p, t) \]

\[ = N^{HK}(t) \langle \phi^{HK}(z_0, z', z'', z_3'; x_1, x_p, R_1, R_p) \rangle_{\Pi^{HK}} , \] \hspace{1cm} (45)

and for the LSC-IVR implementation,

\[ \phi^{LSC}(x_1, x_p, R_1, R_p, t) \]

\[ = N^{LSC}(t) \langle \phi^{LSC}(z_0; z_1, x_1, x_p, R_1, R_p) \rangle_{\Pi^{LSC}} , \] \hspace{1cm} (46)

where \( \Pi^{\xi} \) is a probability distribution function used to generate an ensemble of initial coordinates and momenta for the SC trajectories, \( \phi^{\xi} \) is the corresponding time-dependent estimator, and \( N^{\xi}(t) \) is the associated time-dependent normalization term.

In this paper we calculate the electronic state population TCF, \( C^\xi_{\text{tot}}(t) \), where \( A = B = |n\rangle \langle n| \) in Eq. (35). For this special case, the detailed form of the functions described above are provided in the Appendix.

D. Dynamics simulation results

We calculate the real-time electronic state population TCF using the PI–ST representation of the Boltzmann distribution to initialize SC trajectories for dynamics in the LSC-IVR and HK-IVR frameworks. The first set of results presented are for model III, a simple two-state system described by the Hamiltonian,

\[ H = \alpha \sigma_z + \Delta \sigma_x , \] \hspace{1cm} (47)

with parameters (in a.u.) \( \alpha = 1 \), \( \Delta = 1 \), and \( \beta = 1 \). We use coherent states of width \( \gamma = 1 \) a.u. and \( \Gamma = 1 \) a.u. for the electronic and nuclear DoF, respectively and four-bead simulations were performed with \( 10^8 \) MC steps for sampling the probability distribution \( W(\{x, R\}) \). For each of these configurations, ensembles of 120 trajectories and ten trajectories were generated to obtain the HK-IVR and LSC-IVR TCFs, respectively.

Model IV is a two-state system coupled to a single nuclear DoF of mass \( M = 1 \) a.u. The Hamiltonian for this model is

\[ H = \frac{p^2}{2M} + \frac{1}{2} R^2 + \alpha R \sigma_z + \Delta \sigma_x , \] \hspace{1cm} (48)

FIG. 5. The real-time electronic state population TCF for model III, obtained from the LSC-IVR method with PI–ST initialization (red line) and an exact grid calculation (black squares). Graphically indistinguishable results were also obtained using the HK-IVR method with PI–ST initialization.

The simulation is performed at a reciprocal temperature of \( \beta = 1 \) a.u., using coherent states of width \( \gamma = 1 \) a.u. SC trajectories are integrated using an Adams–Bashforth–Moulton predictor-corrector integrator.\textsuperscript{22} Exact results are obtained from a DVR grid calculation.

Figure 5 illustrates that the \( C_{11}(t) \) TCF calculated using the LSC-IVR implementation reproduces the exact results, as expected. Simulations performed using the HK-IVR implementation yielded graphically indistinguishable results. These calculations were performed using an eight-bead simulation with \( 10^6 \) MC steps for the sampling of the probability distribution \( W(\{x, R\}) \). For each of these configurations, ensembles of 120 trajectories and ten trajectories were generated to obtain the HK-IVR and LSC-IVR TCFs, respectively.
V. CONCLUSIONS

We have derived an exact PI–ST representation for the Boltzmann statistics of $N$-level systems using continuous path variables for both the electronic and nuclear DoF. This result is demonstrated to be numerically exact for equilibrium simulations of two- and three-state systems. Additionally, the PI–ST representation is used to initialize trajectories in the SC-IVR framework allowing for the calculation of real-time TCFs with encouraging accuracy. Natural future applications of this methodology include charge transfer reactions in the condensed phase and metal-surface energy transfer processes, for which excited electronic states are theretically accessible. Additionally, the PI–ST representation provides a possible starting point for modeling the real-time dynamics of nonadiabatic systems using path integral molecular dynamics trajectories.$^{73}$
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APPENDIX: ELECTRONIC STATE POPULATION TCF

The detailed form for all functions used to calculate $C_{\alpha\beta}(t)$ are provided here. The functions $W([x_a], [R_a])$, $f([x_a], [R_a])$, and $f_Z([x_a], [R_a])$ arise from the PI–ST representation of the Boltzmann operator and are identical for both the LSC-IVR and HK-IVR implementations. Specifically,

$$W([x_a], [R_a]) = e^{-\beta V_0(R_p)/2} G_p |\mathcal{F}_p| \prod_{a=1}^{P-1} \mathcal{A}_a G_a |\mathcal{F}_a|, \quad (A1)$$

where $\mathcal{A}_a$, $G_a$, and $\mathcal{F}_a$ are defined in Eqs. (21)–(23);

$$f((x_a), [R_a]) = \frac{e^{-\beta \mathcal{V}_0(R_1)/2} \text{sgn}(\mathcal{F})}{x_p^T \mathcal{M}(R_p)(x_1_1), \quad (A2)$$

where $\text{sgn}(\mathcal{F})$ is defined in Eq. (27) and the elements of $\mathcal{M}$ defined in Eq. (18) and

$$f_Z((x_a), [R_a]) = \text{sgn}(\mathcal{F}) e^{-\frac{\beta \mathcal{V}_0(R_p)}{2}} e^{-\beta \mathcal{V}_0(R_p)/2}. \quad (A3)$$

The terms required to evaluate $\Phi^\xi(x_1, R_1, x_p, R_p, t)$ in Eqs. (46) and (47) are derived by substituting $A = B = |n\rangle \langle n|$ into Eqs. (39) and (42). In the HK-IVR framework, this yields, the probability distribution function

$$\Pi^{HK}(z_0, z_1, x_1, R_1, R_p) = e^{-\frac{\beta \mathcal{V}_0(R_p)}{2}} [P_0^T x_0 + P_0^T p_0]^T,$$

and the corresponding estimator

$$\phi^{HK}(z_0, z_1, z_2, x_1, x_p, R_1, R_p) = [\langle \beta x_0 - i p_0 \rangle_n^T \langle \beta x_1 + i p_1 \rangle_n] \times \left[ x_p^T M'(R_p) \left( x_0 + i p_0 \right) \right] \times C_{-1}(z_0) C_{1}(z_0) e^{i \langle [S_{-1}(z_0)] \rangle_S \langle \beta x_1 + i p_1 \rangle_n} \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_0^T x_0 - \frac{1}{2} \mathcal{M}(R_p) x_0 \right] \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_1^T x_1 - \frac{1}{2} \mathcal{M}(R_p) x_1 \right] \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_p^T x_p - \frac{1}{2} \mathcal{M}(R_p) x_p \right] \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_0^T x_0 - \frac{1}{2} \mathcal{M}(R_p) x_0 \right] \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_1^T x_1 - \frac{1}{2} \mathcal{M}(R_p) x_1 \right] \times \frac{1}{\sqrt{\pi} \eta_1} \left[ x_p^T x_p - \frac{1}{2} \mathcal{M}(R_p) x_p \right], \quad (A5)$$

where the elements of the matrix $\mathcal{M}'(R)$ are identical to those of the matrix in Eq. (18) with $\beta = \beta/2$.

In the LSC-IVR framework, the probability distribution is

$$\Pi^{LSC}(z_0, R_1, R_p) = e^{-\frac{\beta \mathcal{V}_0(R_p)}{2}} [R_0 + \frac{1}{2} (R_0 + R_p)]$$

and the corresponding estimator is

$$\phi^{LSC}(z_0, z_1, x_1, x_p, R_1, R_p) = \left( x_1^T + [p_1^T \frac{1}{2} - 1] \right) \times \left[ x_0 + i p_0 \right] \times \left[ x_0 - i p_0 \right] \times \left[ x_p^T M'(R_p) \left( x_1 - \frac{1}{2} \mathcal{M}'(R_1) x_1 \right) \right] \times \left[ x_p^T M'(R_p) \right] e^{i p_0^T \left( R_0 - R_p \right) - \frac{1}{2} p_0^T p_0}. \quad (A7)$$

A final step in the TCF calculation is to obtain $N^\xi(t)$, which is required to both normalize the probability distribution function $\Pi^\xi$ and to correct for the nonunitarity of the SC propagator.$^{74}$ Enforcing that the total electronic state population is unity, we have

$$N^\xi(t) = \int d^N x_1 |\text{Tr} \left( x_0 + i p_0 \right) \times \left[ x_0 - i p_0 \right] \times \left[ x_p^T M'(R_p) \left( x_1 - \frac{1}{2} \mathcal{M}'(R_1) x_1 \right) \right] \times \left[ x_p^T M'(R_p) \right] e^{i p_0^T \left( R_0 - R_p \right) - \frac{1}{2} p_0^T p_0} \right|.$$
population is conserved at all times yields
\[ N^\xi(t) = \frac{C^\xi_{m}(0)}{\sum_{m,n=1}^{N} C^\xi_{m}(t)}, \]  
(\text{A8})

where \( C^\xi_{m}(0) = \text{Tr} \left[ e^{-\beta H} \rho_n \right] / Z \) can be calculated from an exact PI–ST equilibrium simulation. The terms \( C^\xi_{m}(t) \) in Eq. (\text{A8}) are unnormalized TCFs, such that \( C^\xi_{m}(t) \equiv N(t) C^\xi_{m}(t) \), where \( A = |n \rangle \langle n| \) and \( B = |m \rangle \langle m| \) in Eq. (35). These unnormalized terms are obtained following the steps described above, except that the first line on the right-hand side of Eqs. (\text{A5}) and (\text{A7}) is modified to include the \( m \)th (rather than the \( n \)th) component of vectors \( \mathbf{x}_m, \mathbf{p}_m, \mathbf{x}^\prime_m \), and \( \mathbf{p}^\prime_m \). The additional computational cost associated with this normalisation term is negligible.