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The combustion chamber of a propulsion system encloses an astonishing variety of processes. Propellants supplied as gases, liquids or solids undergo physical transformations required as preparation for combustion chiefly in the gas phase. Burning takes place at high pressure in a volume open only to admit the reactants and to exhaust the hot products. As a result of geometry, mixing, and nonuniform properties, the flow field is intrinsically unsteady. The influences of processes unstable at small scales spread to macroscopic levels and become evident as fluctuations of global properties, notably the chamber pressure.

Design considerations for such systems intended for practical applications do not normally include attention to unsteady combustion and flow. Yet unsteady motions are always present, as apparently random fluctuations or noise, and often as coherent oscillatory motions generically called "combustion instabilities." Noisy motions are obvious as vibrations of the structure and as sound emitted both from the structure and from the exhaust flow. Despite the annoyances, and possibly unacceptably high levels of vibration, the amount of energy contained in the random motions is an utterly negligible part of the energy released in combustion of the propellants.

Similarly, excitation and sustenance of a combustion instability normally does not affect the steady performance because the power required to do so is a small part of the total power available from combustion processes. The unsteady motions arise due to an imbalance of energy gains and losses to a small disturbance. If the loss exceeds the gain only by a small amount, the motion is unstable. Hence because combustion processes release high densities of power in a confined volume characterized by relatively small losses of mechanical energy of motion, conditions are favorable for excitation of combustion instabilities and the problem must be anticipated in any new system. Indeed, the chief reason that practical difficulties with combustion instabilities are not worse, is that coupling is relatively weak between combustion processes and unsteady motions: unsteady conversion of heat released in burning to mechanical energy of fluid motion is inefficient.

In practice, the chief undesirable consequences of combustion instabilities are structural vibrations and enhanced heat transfer rates to inert surfaces. Vibrational accelerations may exceed levels tolerable for instrumentation and the payload; in extreme cases, equipment failures may cause termination of flight. Heat transfer coefficients may increase by factors of ten or more, possibly causing structural failure of the combustor. It is often not possible to guarantee that a small amplitude oscillation observed in tests will always remain so in operational engines. Hence, given the very real possibility of failure if large amplitude oscillations occur, as a practical matter there is strong motivation to eliminate combustion instabilities altogether.

To eliminate instabilities requires understanding of the various processes of energy gains and losses and the way in which they combine to produce unstable motions. An observer perceives an unstable motion in a combustion chamber as "self-excited:" The amplitude of the pressure fluctuation grows out of the noise without action of an external influence. Hence the theory of these phenomena belongs to the theory of self-excited dynamic systems. That is essentially the subject of this lecture, cast in the form required for the subject at hand.

Broadly, we may divide the material into three parts: (1) construction of appropriate governing equations; (2) identification and modeling of the dominant physical processes; and (3) application of known mathematical methods to extract results specific to the representation of combustion instabilities. There is no unique strategy. As a part of our discussion here, we describe here an approximate analysis applicable quite generally to combustion instabilities in all types of propulsion systems, and stationary power plants as well. The intent is to produce formulas easy to use and having clear interpretation. Numerical analysis is used to evaluate the formulas to obtain quantitative results; to solve ordinary differential equations; or, in the form of computational
fluid mechanics, to solve the partial differential equations of conservation as a means of assessing the accuracy of the approximate results.

We began with a discussion of some general characteristics of combustion instabilities to motivate the form of the analysis developed in the following sections and to provide an elementary context for the more complicated problems of stability treated later.

4.1 REMARKS ON THE STABILITY OF DYNAMIC SYSTEMS

Combustion instabilities are discovered in records of structural accelerations or chamber pressure taken during a test. Figure 4.1 shows a typical pressure record obtained in a laboratory device at CIT. The trace has been filtered to remove the DC component. Figure 4.2 is the power spectral density of that record, exhibiting peaks associated with the presence of several coherent motions. It happens that in this case two acoustic modes of the system were excited and in addition, owing to nonlinear processes, several subharmonics were generated. The organized motions are imbedded in a background of broad band noise. Although the initial growth of the oscillations is not shown in Figure 4.1, other data have shown the approximately exponential increase of amplitude expected for a linearly unstable system.
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A time history like that in Figure 4.1 at first reveals nothing of the system providing the data. It could as well be an electrical system or a purely mechanical device made of spring, masses, dashpots and perhaps a source of energy. The initial growth period will show whether the system is self-excited or driven. The motion in a self-excited system initially grows exponentially in time, varying as $e^{\omega_1 t}$, and reaches a limit cycle only because nonlinear processes are present. An externally driven stable linear system will initially execute a motion whose amplitude varies as $1 - e^{-\omega_1 t}$ and, if the sinusoidal driving force has constant amplitude, will eventually reach a steady oscillatory motion of constant amplitude.

In each of the two cases of linear and nonlinear just described, the average power into the system (energy gains) must equal the average power lost to the system (energy losses) in the long-time steady oscillation.
As remarked above, the time histories of the two motions after initial transients are negligible, will not show qualitatively any differences that will obviously identify linear or nonlinear behavior. Only detailed analysis of the data will give that information. Moreover, if the motion is dominated by a single frequency, the time record is hardly distinguishable from that one might find for a simple mass/spring/dashpot system.

Yet real pressure records taken for the most complicated real combustion chambers often look like Figure 4.1, an observation based on experience with all types of propulsion systems and stationary power plants as well. Hence it is reasonable to try to construct a representation of combustion instabilities that look much like that for a relatively simple mechanical system. That approach will be described later. By suitable spatial averaging, a nonlinear motion comprising many acoustic modes of a chamber may be represented as a collection of coupled nonlinear oscillators. The representation not only has an appealing form, it is convenient to apply and produces accurate results.

The point here is that there is sound basis for discussing aspects of the behavior found for combustion instabilities, in terms of the behavior of simple oscillators. Thus we suppose first that the motion is dominated by a single oscillator and the pressure fluctuation \( p' \) observed at a point in the chamber is assumed to satisfy the equation for a simple forced oscillator:

\[
\frac{d^2p'}{dt^2} + 2\alpha \frac{dp'}{dt} + \omega_0^2 p' = f \left( p', \frac{dp'}{dt}; t \right)
\]  

(4.1)

The force \( f \) may depend linearly or nonlinearly on the pressure, its rate of change and on time. We adopt the convention here that if the system is stable, the constant \( \alpha \) is negative and is normally called the decay or attenuation constant. When \( \alpha \) is positive it is called the growth constant and a small initial disturbance grows exponentially in time.

It is often true that combustion and flow processes do not cause large changes in frequencies of the modes for a chamber. That is because the frequencies depend mainly on the geometry and on the speed of sound, or the temperature, which is nearly uniform if combustion is well-distributed in the chamber. Hence it is
convenient to assume that $\alpha_0$ and $\omega_0$ are characteristic of the unperturbed acoustic mode with no combustion or flow ($\alpha_0$ is therefore negative). Consequently, the force $f$ is associated with interactions between the acoustic mode and the combustion and flow processes. We shall assume throughout that there is no external excitation so we write $f$ in the form:

$$f = 2\alpha_c \frac{dp'}{dt} + \delta \omega^2 p'$$  \hspace{1cm} (4.2)

where $\alpha_c$ is the growth constant due mainly to combustion and $\delta \omega^2$ is the frequency shift due to the various processes. Normally $\delta \omega^2 = 2\omega_0^2 \omega_0 \approx 2\omega_0 \delta \omega$ is positive as defined here. Equations (4.1) and (4.2) combine to give

$$\frac{d^2 p'}{dt^2} + 2(\alpha_0 - \alpha_c) \frac{dp'}{dt} + (\omega_0^2 - \delta \omega^2)p' = 0$$  \hspace{1cm} (4.3)

The solution for an initial disturbance $p_0'$ is

$$p'(t) = p_0'e^{(\alpha_0 - \alpha_c)t} e^{(\omega_0 - \delta \omega)t}$$  \hspace{1cm} (4.4)

where we have assumed the usual case, of small frequency shift so

$$\sqrt{\omega_0^2 - \delta \omega^2} \approx \omega_0 \left(1 - \frac{1}{2} \cdot \frac{2\omega_0 \delta \omega}{\omega_0^2} \right) \approx \omega_0 - \delta \omega$$  \hspace{1cm} (4.4)

It is also normally true that

$$\frac{|\alpha_c - \alpha_0|}{\omega} \ll 1$$  \hspace{1cm} (4.5)

The general problem of linear stability comes down to finding $\alpha_0, \omega_0, \alpha_c$, and $\delta \omega$. Complications arise in practice because details of the dominant processes are not well known or because modeling of the processes is imprecise. Otherwise the problem of linear stability may be regarded as essentially solved in principle, which is not to say that accurate results can always be obtained in practical applications.

Nonlinear behavior is quite a different matter. There are two fundamental problems to be solved:

(i) The conditions for existence and stability of limit cycles;
(ii) the conditions for nonlinear instability of a linearly stable system.

The second problem has often been called "triggering"; the purpose is to determine how a linearly stable system may execute a stable or unstable limit cycle following a sufficiently large initial disturbance. In contemporary formal language of dynamical systems theory, this is a problem of subcritical bifurcations. It is helpful in making connection with the formalism developed in the following two sections to make a change of notation. The pressure fluctuation $p'$ is actually a function of both time and position in the chambers. As a first approximation we assume the separable form for a single mode,

$$p' = \tilde{p}(t) \psi(\vec{r})$$  \hspace{1cm} (4.6)

where $\vec{r}$ denotes position within the chamber. We shall call $\eta(t)$ the amplitude and $\psi(F^0)$ the mode shape. The process of spatial averaging will lead to the oscillator equation for $\eta$, similar to (4.1)

$$\ddot{\eta} + 2\alpha_0 \dot{\eta} + \omega_0^2 \eta = \tilde{F}(\eta, \dot{\eta}, t) = F^t(\eta, \dot{\eta}) + F^{nt}(\eta, \dot{\eta})$$  \hspace{1cm} (4.7)

where $F$ is now a spatially averaged 'force' containing the influences of all physical processes not already accounted for in $\alpha_0$ and $\omega_0$. Superscripts ($^t$ and $^{nt}$) refer to linear and nonlinear forces.

If all relevant processes are modelled, the forces $F^t$ and $F^{nt}$ are known functions of $\eta$ and $\dot{\eta}$; in this lecture we ignore any explicit dependence on time. For the purpose of this introduction, we suppose that has been done and we assume further that $F$ contains only integral powers of $\eta$ and $\dot{\eta}$:

$$F(\eta, \dot{\eta}) = 2\alpha_c \dot{\eta} + \beta_1 \eta + \gamma_1 \eta + \beta_2 \eta^2 + \gamma_2 \eta^2 + \cdots$$  \hspace{1cm} (4.8)
Equation (4.7) becomes
\[ \ddot{\eta} + 2\alpha \dot{\eta} + \omega^2 \eta = \beta_2 \eta^2 + \gamma_2 \eta^2 + \beta_3 \eta^3 + \gamma_3 \eta^3 + \cdots \] (4.9)
in which the linear terms of \( F(\eta, \dot{\eta}) \) have been absorbed in \( 2\alpha \dot{\eta} \) and \( \omega^2 \eta \) on the left-hand side. This equation has solutions exhibiting very rich behavior depending crucially on the various parameters \( \alpha, \omega, \beta_2, \ldots \). It has received and continues to receive much attention in the literature of dynamical systems theory.

To illustrate some of the nonlinear behavior observed in combustion instabilities we now make some restrictive assumptions and follow a nonrigorous path of reasoning. The pressure oscillations in combustion instabilities commonly have slowly varying amplitude and phase, and the amplitude \( \eta(t) \) may be assumed to have the form
\[ \eta(t) = r(t) \sin(\omega t + \phi(t)) = A(t) \sin \omega t + B(t) \cos \omega t \] (4.10)
where \( r, \phi, A \) and \( B \) are slowly varying in the sense that their fractional changes are small in one cycle of oscillation. Then either by time-averaging or by expansion in two time-scales, we may deduce that two first-order equations for \( A(t) \) and \( B(t) \):
\[ \frac{dA}{dt} = \frac{1}{\tau} \int_t^{t+\tau} F(A, B) \cos \omega t' dt' \] (4.11)a, b
\[ \frac{dB}{dt} = -\frac{1}{\tau} \int_t^{t+\tau} F(A, B) \sin \omega t' dt' \]

When the integrals are carried out, \( A(t) \) and \( B(t) \) are assumed constant in \( F \). Hence if the form (4.8) is assumed, the right hand sides of (4.11)a, b are power series in \( A \) and \( B \). The values of the coefficients — in particular which terms are non-zero — depend critically on the type of nonlinear processes considered. For example, the most thoroughly studied process is nonlinear gasdynamics. In that case, nonlinear terms do not arise if a single mode is assumed; the essence of the problem lies in nonlinear coupling between modes. The equations have a very special structure allowing quite thorough study of the behavior.

Since the purpose here is primarily illustrative, we consider for simplicity, several model problems. They are not necessarily direct counterparts of actual processes but they do capture some important features of possible behavior. With the linear terms shown explicitly, Eqs. (4.11)a, b have the form
\[ \frac{dA}{dt} = \alpha A + \theta B + f \] (4.12)a, b
\[ \frac{dB}{dt} = \alpha B - \theta A + g \]
where \( f \) and \( g \) are nonlinear functions of \( A \) and \( B \) multiply the first by \( A \), and the second by \( B \), and add the result to find
\[ \frac{da}{dt} = 2\alpha a + 2(Af +Bg) \] (4.13)

The square of the peak amplitude is \( a = A^2 + B^2 \). If the nonlinear terms \( f \) and \( g \) are ignored, the solution to (4.13) is
\[ a = a_0 e^{2\alpha t} \quad \text{or} \quad r = r_0 e^{\alpha t} \] (4.14)
where \( (\ )_0 \) represents the initial disturbance and \( r = \sqrt{a} \). When \( f = g = 0 \), the solutions to (4.12)a, b are
\[ A = A_0 e^{\alpha t} \cos \theta t; \quad B = B_0 e^{\alpha t} \sin \theta t \] (4.15)
and the amplitude \( \eta(t) \), Eq. (4.10), becomes
\[ \eta = A_0 e^{\alpha t} \sin(\omega t + \theta) \] (4.16)
Hence the peak values of \( \eta \) vary as \( e^{\alpha t} \) and (4.15) gives \( r = (A^2 + B^2)^{1/2} \sim e^{\alpha t} \) as already found in (4.14).

Thus the result of time-averaging gives exactly the main results for linear stability. More interesting is nonlinear behavior. To illustrate what one can do with this formulation, we assume first that the right-hand side of (4.13) is quadratic in \( a \):

\[
\frac{da}{dt} = 2\alpha a + ba^2 = ka(a_1 - a)
\]

(4.17)

where \( ka_1 = 2a \) and \( k = -b \). The clearest way to see the character of the behavior represented by this equation is to display solution curves in the \((\dot{a}, a)\) plane. Two solutions for \( a = ka_1 > 0 \) and \( a < 0 \) are shown in Figure 4.3; we assume \( a_1 \) positive.
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The arrows on the curves in Figure 4.3 show the motion of the "state point" representing the time solution of the system following its preparation in some initial state. For \( a > 0 \) the system is linearly unstable and for any initial state the system eventually executes a limit cycle with amplitude \( a_1 \). The point \((a = a_1, \dot{a} = 0)\) represents a stable limit cycle when \( a > 0 \). On the other hand, that point represents an unstable limit cycle when \( a \) is negative. If the initial value \( a_0 \) is larger than \( a_1 \), the solution grows without limit, and if \( a_0 < a_1 \), the motion decays to the state of rest, \( a = \dot{a} = 0 \).

The integral of (4.17) is

\[
a = \frac{a_1}{1 + \left(\frac{a_1}{a_0} - 1\right) e^{-\alpha t}}
\]

(4.18)

If the system is linearly stable \((a < 0)\) and \(a_0 > a_1\), the amplitude becomes indefinitely large for \( t \to \alpha^{-1} \ln(1 - a_1/a_0) \): the system can be pulsed to an unstable state. This sort of behavior may have been found in early studies of nonlinear behavior in rocket engines.

Pulsing to a stable limit cycle arises if a third-order term is included and instead of (4.17) we have

\[
\frac{da}{dt} = ka(a_1 - a)(a_2 - a)
\]

(4.19)
Typical trajectories for the two cases \( k > 0 \) and \( k < 0 \) are shown in Figure 4.4 for which we assume \( a_2 > a_1 > 0 \). Now the point \( (a = a_2, \dot{a} = 0) \) represents a stable limit cycle which can be entered only if the initial amplitude is greater than \( a_1 \).
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The presence of third-order terms is not a guarantee that triggering to a stable limit cycle exists. For example, consider the case when the second order term is missing:

\[
\frac{da}{dt} = ka(a_1^2 - a^2) \tag{4.20}
\]

The root \( a = -a_1 < 0 \) is physically inaccessible and the allowed trajectories look like those in Figure 4.3; pulsing to a stable limit cycle does not exist.

All of the above examples arise from systems having a single degree of freedom or, put another way, one mode of motion. Nonlinear terms then represent either “self-coupling” within the modal motion, or the nonlinear response of a source, for example chemical reactions within the volume. If there are two or more degrees of freedom, “cross” or “mutual” coupling may arise, as with nonlinear gasdynamics, and the behavior becomes much more complicated. Not only is the analysis more difficult, but also the results are not easily displayed graphically. The phase space for two modes has four dimensions which, because of an arbitrary phase in the motion, can be reduced to three. To simplify the discussion we now consider two examples for two degrees of freedom, treating the amplitude only.

The first example is nonlinear to second order, and has cross-coupling but no self-coupling term:

\[
\frac{d a_1}{d t} = \alpha_1 a_1 + b_1 a_1 a_2 \tag{4.21}a,b
\]

\[
\frac{d a_2}{d t} = \alpha_2 a_2 + b_2 a_1^2
\]
Note that this is indeed only a model problem for the behavior of two oscillators. We treat only two equations, without showing their rigorous derivation. This amounts partly to ignoring the frequency shifts represented by the linear parameters. We look for a limit cycle in which \(a_1\) and \(a_2\) are constant. In general, oscillatory solutions may also exist, but we ignore that possibility here. The solutions are

\[
a_{10} = \pm \left( \frac{\alpha_1 \alpha_2}{b_1 b_2} \right)^{1/2} \quad a_{20} = -\frac{\alpha_1}{b_1}
\]

(4.23)

where the subscript \((\ )_0\) now stands for quantities in the limit cycle. Note that for this system \(a_1\) and \(a_2\) must be real, and may be negative. The condition for existence of real solution is

\[
\frac{\alpha_1 \alpha_2}{b_1 b_2} > 0
\]

(4.24)

For triggering, according to our definition, the system must be linearly stable: \(\alpha_1\) and \(\alpha_2\) must both be negative. Hence the condition for triggering follows from (4.24)

\[
b_1 b_2 > 0
\]

(4.25)

Now we must determine whether we can find triggering to a stable limit cycle, or whether the solution represents an unstable limit cycle in the sense of Figure 4.3 for \(\alpha < 0\). Stability is investigated by considering the time-dependent behavior of small perturbations of the motion \(a_{10}, a_{20}\). Write \(a_1 = a_{10} + a'_1, a_2 = a_{20} + a'_2\), and substitute into Eqs. (4.21)\(a, b\) to find the linearized forms

\[
\frac{da_1}{dt} = (\alpha_1 + b_1 a_{20}) a'_1 + (b_1 a_{10}) a'_2
\]

\[
\frac{da_2}{dt} = (2b_2 a_{10}) a'_1 + (\alpha_2) a'_2
\]

Assume solutions varying exponentially in time,

\[
a'_1 = a_1 e^{\lambda t} \quad a'_2 = a_2 e^{\lambda t}
\]

to yield the pair of homogeneous equations

\[
(\alpha_1 + b_1 a_{20} - \lambda) a_1 + (b_1 a_{10}) a_2 = 0,
\]

\[
(2b_2 a_{10}) a_1 + (\alpha_2 - \lambda) a_2 = 0
\]

Nontrivial solutions exist only if the determinant of coefficients vanishes, a condition which gives the characteristic polynomial

\[
P(\lambda) = \lambda^2 - \alpha_2 \lambda - 2\alpha_1 \alpha_2 = 0
\]

(4.26)

The product of the roots of this equation is \(-2\alpha_1 \alpha_2\), which must be negative because \(\alpha_1 \alpha_2 > 0\). Hence one of the roots has a positive real part. That solution then grows without limit and the limit cycle is unstable. Suppose now that we add self-coupling to the first mode, so Eqs. (4.21)\(a, b\) become

\[
\frac{da_1}{dt} = \alpha_1 a_1 + b_1 a_1 a_2 + c_1 a_1^2
\]

\[
\frac{da_2}{dt} = \alpha_2 a_2 + b_2 a_1
\]

(4.25)\(a, b\)

Again assuming \(a_1, a_2\) constant in the limit cycle, we must find \(a_1\) as the solution to the cubic equation

\[
a_{10} \left[ a_{10}^2 - \frac{c_1 \alpha_2}{b_1 b_2} a_{10} - \frac{\alpha_1 \alpha_2}{b_1 b_2} \right] = 0
\]
The solution \( a_{10} = 0 \) is of no interest, so

\[
a_{10} = \frac{c_1 \alpha_2}{2b_1 b_2} \pm \left[ \frac{(c_1 \alpha_2)}{2b_1 b_2} + \frac{a_1 \alpha_2}{b_1 b_2} \right]^{1/2}
\]

(4.26)

The solution for \( a_{20} \) is

\[
a_{20} = -\frac{b_2}{\alpha_2} a_{10}
\]

(4.27)

In order for \( a_{10} \) to be real, the argument in the square root must be positive, giving the condition for existence of limit cycles. Conditions for the stability of this solution lead to the characteristic equation

\[
\lambda^2 - (a_1 + b_1 a_{20} + 2c_1 a_{10} + \alpha_2) \lambda + \alpha_2 (a_1 + b_1 a_{20} + 2c_1 a_{10}) - 2b_1 b_2 a_{20}^2 = 0
\]

This result suggests that with the appropriate choice of the sign and magnitude of \( c_1 \), we may be able to cause both roots of this equation to have negative real parts, thereby causing the limit cycle to be stable. Indeed, numerical solutions have established the existence of triggering to a stable limit cycle. Figure 4.5 presents a typical example. If the initial disturbance is less than some threshold value, it decays to zero; otherwise, the disturbance grows to a limit cycle. When \( a_1, a_2 < 0 \), application of the Routh-Hurwitz criteria establishes necessary and sufficient conditions required for the existence of a stable limit cycle. Hence we conclude that if both cross — and self-coupling are present, a second-order nonlinear system may exhibit triggering to a stable limit cycle.

The preceding examples are intended only to convey the gist of the matter for simple cases. It has certainly not been established that the variable \( a \) in these simple models corresponds in any rigorous fashion to the amplitudes \( a_1, b_1, \) or \( r = (a^2 + b^2)^{1/2} \) arising in more completely formulated problems.

Constructing model equations has been a popular activity in the field of nonlinear dynamical systems, an extremely useful means to suggest the sorts of behavior that might occur. However, there remains always the problem of determining how faithful the model equations actually represent real systems. The purpose of the following two sections is to show how an approximate analysis may be constructed to yield systems of ordinary differential equations realistically applicable to nonlinear combustion instabilities.

### 4.2 CONSERVATION EQUATIONS FOR TWO-PHASE FLOW

Although the instabilities observed in combustion chambers involve primarily oscillations of the gas phase, it is essential to account for the presence of the liquid phase as well. To simplify the discussion, we lump the
liquid fuel and oxidizer together as a single liquid phase and represent the multi-component gas mixture as a single average gas. Thus we treat a reacting two-phase mixture for which the equations of conservation are:

**Conservation of Mass**

\[
\frac{\partial}{\partial t} (\rho_g + \rho_l) + \nabla \cdot (\rho_g \mathbf{u}_g + \rho_l \mathbf{u}_l) = w_{eg} + w_{et} \tag{4.28}
\]

**Conservation of Momentum**

\[
\frac{\partial}{\partial t} (\rho_g \mathbf{u}_g + \rho_l \mathbf{u}_l) + \nabla \cdot (\rho_g \mathbf{u}_g \mathbf{u}_g + \rho_l \mathbf{u}_l \mathbf{u}_l) = \nabla \cdot \overrightarrow{\tau}_g + \overline{m}_{eg} + \overline{m}_{et} \tag{4.29}
\]

**Conservation of Energy**

\[
\frac{\partial}{\partial t} (\rho_g e_{g_0} + \rho_l e_{l_0}) + \nabla \cdot (\rho_g \mathbf{u}_g e_{g_0} + \rho_l \mathbf{u}_l e_{l_0}) = \nabla \cdot (\overrightarrow{\tau}_g \cdot \mathbf{u}_g) - \nabla \cdot \overline{q}_g (Q + Q_e) \tag{4.30}
\]

Subscript \((\_)_g\) refers to the gas species and subscript \((\_)_l\) to the liquid; subscript \((\_)_0\) denotes the stagnation state. External sources are denoted by subscript \((\_)_e\). Those terms do not normally appear in the literature but are included here because they may be used to represent the presence of active control, a subject to be addressed briefly later. The stress tensor \(\overrightarrow{\tau}_g\) is assumed to depend on properties of the gas phase and may be written as the sum of the isotropic pressure and the viscous stress tensor \(\overline{\sigma}_v\):

\[
\overrightarrow{\tau}_g = -pI + \overline{\sigma}_v \tag{4.31}
\]

All forces exerted in the flow by external influences are represented by the momentum sources \(m_{eg}\) and \(m_{et}\). Distributed forces (gravity, electromagnetic, ...) are not an issue in the problems considered here; non-zero values of \(m_{eg}\) and \(m_{et}\) will arise due to momentum transfer associated with flow of material through the boundary of the combustion chamber and interactions associated with material injected for actuating control. Internal heat flow is represented by \(\overline{q}_g\), sufficiently well approximated by Fick's law for the gas phase, and \(Q\) represents heat addition in the gas phase associated with combustion processes not accompanying conversion of condensed phase to gas. Hence the symbol \(e_{g_0}\) stands for stagnation thermal energy only, containing no part related to chemical processes. For a mixture of perfect gases, each species having constant specific heat,

\[
e_{g_0} = C_v T_g + \frac{1}{2} u_g^2 \tag{4.32}
\]

where \(C_v\) and \(u_g\) strictly stand for values mass-averaged over all gaseous species.

Let \(w_{et}\) denote the rate at which the liquid phase is converted to gas and Eq. (4.28) can be written as the sum of the two equations:

**Conservation of Mass (Gas Phase)**

\[
\frac{\partial \rho_g}{\partial t} + \nabla \cdot (\rho_g \mathbf{u}_g) = w_{et} + w_{eg} \tag{4.33}
\]

**Conservation of Mass (Liquid Phase)**

\[
\frac{\partial \rho_l}{\partial t} + \nabla \cdot (\rho_l \mathbf{u}_l) = -w_{et} + w_{et} \tag{4.34}
\]

The following manipulations are directed to writing eventually a nonlinear wave equation governing the behavior of waves in the mixture. Elasticity (the 'spring constant') for wave propagation is provided by the
compressibility of the gas only, while the mass of an elementary oscillator in the medium is the sum of the masses of gas and liquid in a unit volume.

Equation (4.28), the equation for the total density of the mixture, can be rewritten

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \tilde{u}) = \mathcal{W}
\]

(4.35)

where \( \mathcal{W} = -\nabla \cdot (\rho \delta \tilde{u}_t) + w_e \), the total external source of mass, is

\[
w_e = w_{eg} + w_{et}
\]

(4.36)

and the slip velocity between the condensed phase and the gas is

\[
\delta \tilde{u}_t = \tilde{u}_t - \tilde{u}_g
\]

(4.37)

Now expand the momentum equation, Eq. (4.2), and substitute the definitions to give

Conservation of Momentum (Gas Phase)

\[
\rho_g \frac{\partial \tilde{u}_g}{\partial t} + \rho_g \tilde{u}_g \cdot \nabla \tilde{u}_g + \nabla p = \nabla \cdot \tilde{\sigma} + \tilde{F}_t - (\tilde{\sigma} + \tilde{\sigma}_e) + \tilde{m}_e
\]

(4.38)

where

\[
\tilde{F}_t = -\rho_t \left[ \frac{\partial \tilde{u}_t}{\partial t} + \tilde{u}_t \cdot \nabla \tilde{u}_t \right]
\]

(4.39)

\[
\tilde{\sigma} = (\tilde{u}_g - \tilde{u}_t) w_t = -\delta \tilde{u}_t w_t
\]

(4.40)

\[
\tilde{\sigma}_e = \tilde{u}_g w_{et} + \tilde{u}_t w_{et}
\]

(4.41)

\[
\tilde{m}_e = \tilde{m}_{eg} + \tilde{m}_{et}
\]

(4.42)

Equation (4.39) is the momentum equation for the condensed phase and \( \sigma \) represents the rate at which momentum is supplied to newly created gas phase by the gases already present. Hence \(-\tilde{\sigma}\) in (4.38) represents the force exerted on the gas phase by the vaporizing or evaporating condensed phase. To Eq. (4.38) add \( \rho_t \left[ \frac{\partial \tilde{u}_g}{\partial t} + \tilde{u}_g \cdot \nabla \tilde{u}_g \right] \) to find

\[
\rho \left[ \frac{\partial \tilde{u}_g}{\partial t} + \tilde{u}_g \cdot \nabla \tilde{u}_g \right] + \nabla p = \nabla \cdot \tilde{\tau}_v + \delta \tilde{F}_t - (\tilde{\sigma} + \tilde{\sigma}_e - \tilde{m}_e)
\]

(4.43)

where

\[
\delta \tilde{F}_t = -\rho_t \left[ \frac{\partial \delta \tilde{u}_t}{\partial t} + \delta \tilde{u}_t \cdot \nabla \delta \tilde{u}_t + \delta \tilde{u}_t \cdot \nabla \tilde{u}_g + \tilde{u}_g \cdot \nabla \delta \tilde{u}_t \right]
\]

(4.44)

is the force of interaction between the condensed and gas phases.

More elaborate manipulations eventually lead to the form of the energy equation for the temperature of the gas phase:

\[
\rho C_v \left[ \frac{\partial T_g}{\partial t} + \tilde{u}_g \cdot \nabla T_g \right] + p \nabla \cdot \tilde{u}_g = (\tilde{\tau}_v \cdot \nabla) \tilde{u}_g - \nabla \cdot \tilde{q}_g + (Q + Q_e) + \tilde{u}_g \cdot (\tilde{\sigma} + \tilde{\sigma}_e - \tilde{m}_e)
\]

\[+ \delta Q_t + w_t \delta e_o + \delta \tilde{u}_t \cdot \tilde{F}_t (\epsilon_{eg} w_{eg} + \epsilon_{eto} w_{et})
\]

(4.45)

where

\[
Q_t = -\rho_t \left[ \frac{\partial \epsilon_t}{\partial t} + \tilde{u}_t \cdot \nabla \epsilon_t \right]
\]

(4.46)

\[
\delta e_o = \epsilon_{eto} - \epsilon_{g_o}
\]
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and, corresponding to (4.44), the heat exchange between the two phases is
\[\delta Q_t = -\rho t C \left[ \frac{\delta \delta T_c}{\delta t} + \delta \bar{u}_t \cdot \nabla \delta T_c + \delta \bar{u}_t \cdot \nabla T_s + \bar{u}_s \cdot \nabla \delta T_s \right] \tag{4.47}\]

The mass-averaged properties are
\[\bar{C}_v = \frac{1}{\rho} \left( \rho_g C_v + \rho \mu C \right) = \frac{C_v + C_m C}{1 + C_m} \tag{4.48a, b}\]
\[\bar{C}_t = \frac{1}{\rho} \left( \rho_g C_t + \rho \mu C \right) = \frac{C_v + C_m C}{1 + C_m}\]

and \(C_m = \rho t / \rho\) is the liquid phase loading, the fraction of mass in unit volume as liquid.

In summary, the three basic equations for unsteady motions in a two-phase mixture are:

**Conservation of Mass**
\[\frac{D\rho}{Dt} = -\rho \nabla \cdot \bar{u} + W + W_e \tag{4.49}\]

**Conservation of Momentum**
\[\rho \frac{D\bar{u}}{Dt} = -\nabla p + \bar{F} + \bar{F}_e \tag{4.50}\]

**Conservation of Energy**
\[\rho \bar{C}_v \frac{DT}{Dt} = -\rho \nabla \cdot \bar{u} + Q + Q_e \tag{4.51}\]

where the sources are
\[W + W_e = -\nabla \cdot (\rho_t \delta \bar{u}_t) + w_e \tag{4.52}\]
\[\bar{F} + \bar{F}_e = \nabla \cdot \bar{\sigma} - \bar{\sigma} + \delta \bar{F}_t - (\sigma_e - \bar{m}_e) \tag{4.53}\]
\[Q + Q_e = (\bar{\sigma} \cdot \nabla) \bar{u} - \nabla \cdot \bar{v}_g + Q + \bar{u} \cdot \bar{\sigma}_e + \delta Q_t + \delta e_s w_t + \delta \bar{u}_t \cdot \bar{F}_t \]
\[+ Q_e + \bar{u} \cdot (\bar{\sigma}_e - \bar{m}_e) - (e_{gs} w_{e_s} + e_{ts} w_{e_t}) \tag{4.54}\]

To simplify writing, we shall hereafter use the symbol \(\bar{u}\) instead of \(\bar{u}_g\) for the gas velocity; \(T\) instead of \(T_g\) for the gas temperature; and we drop the overbars on mass-averaged thermodynamic properties. The substantial derivative is defined in terms of the gas velocity,
\[\frac{D}{Dt} = \frac{\partial}{\partial t} + \bar{u} \cdot \nabla \tag{4.55}\]

The equation of state appropriate to this formulation is
\[p = \rho RT_s \tag{4.56}\]

where \(R\) is the mass-averaged gas constant \(\bar{C}_p = \bar{C}_v\), equal to \(\rho_g / \rho\) times the gas constant for the gas mixture. From the preceding equations, the equation for the pressure can be derived:
\[\frac{Dp}{Dt} = -\gamma p \nabla \cdot \bar{u} + P + P_e \tag{4.57}\]

with
\[P + P_e = \frac{R}{\bar{C}_v} Q - RT \nabla \cdot (\rho_g \delta \bar{u}_t) + p \frac{D\ln R}{Dt} + \left( \frac{R}{\bar{C}_v} Q e R T w_e \right) \tag{4.58}\]

Equations (4.49) - (4.57) and the equations of state (4.56) describe the motions of the two-phase mixture. Possibly with small modifications or extensions to accommodate many species, these are the basic equations for all analyses of combustion instabilities. To obtain solutions, in addition to setting boundary conditions, the condensed phase must be treated separately with Eqs. (4.34), (4.39), and (4.47), with suitable laws for the force and heat exchange between the two phases.
4.3 THE WAVE EQUATION FOR COMBUSTION INSTABILITIES

A wave equation may be constructed by analogy with a procedure followed in classical acoustics. Because we shall not deal with nonlinear behavior in the analysis described in this paper, we shall work from the beginning with the linearized forms of the governing equations. Write all variables as sums of mean and fluctuating parts, \( p = \bar{p} + p' \), etc. and assume that the mean values are independent of time. Substitute in (4.50) and (4.57) and ignore terms of second order and higher in the fluctuations to find

\[
\dot{\bar{p}} \frac{\partial \bar{u}}{\partial t} = -\nabla p' - \bar{F}' + \bar{F}'(t) \tag{4.59a, b}
\]

To simplify things, we have assumed also that the mean pressure and density are uniform. Now differentiate (4.59)b with respect to time, substitute (4.59)a, and re-arrange the result to find

\[
\nabla^2 p' - \frac{1}{a^2} \frac{\partial^2 p'}{\partial t^2} = h + h_e \tag{4.60}
\]

where

\[
h + h_e = -\rho \nabla \cdot (\bar{u} \nabla \bar{u}' + \bar{u}' \nabla \bar{u}) + \frac{1}{a^2} \bar{u} \cdot \frac{\partial p'}{\partial t} + \frac{\partial p'}{\partial t} - \frac{\partial p'}{\partial t} - \frac{\partial p'}{\partial t} \tag{4.61}
\]

Terms identified by subscript \( ( )_e \) always correspond, so \( h_e \) is defined as the last two terms on the right hand side.

The boundary condition is set on the normal gradient of the pressure by taking the scalar product of (4.59)a with the outward normal vector, giving

\[
\hat{n} \cdot \nabla p' = -f - f_e \tag{4.62}
\]

where

\[
f + f_e = \rho \frac{\partial \bar{u}}{\partial t} \cdot \hat{n} + \rho (\bar{u} \cdot \nabla \bar{u}' + \bar{u}' \cdot \nabla \bar{u}) \cdot \hat{n} - \bar{F}' \cdot \hat{n} - \bar{F}' \cdot \hat{n} \tag{4.63}
\]

The first term is commonly rewritten by introducing a response or admittance function characterizing the unsteady behavior of the boundary in response to imposed fluctuations. That it is the normal acceleration that matters (or frequency times velocity for sinusoidal disturbances) suggests correctly that the boundary appears as a fluctuating diaphragm (a 'speaker') to the unsteady field in the volume.

Otherwise, only gasdynamical interactions between the mean and fluctuating velocity fields are shown explicitly in (4.60) – (4.63). All other processes are hidden in \( P' \) and \( \bar{F}' \), those directly associated with external (control) actions being contained in \( \bar{F}'_e \) and \( P'_e \).

4.4 UNSTEADY PROCESSES IN LIQUID ROCKET ENGINES

The formulation of the approximate analysis described in the preceding two sections is applicable quite generally to combustion instabilities in any propulsion system, as well as in stationary powerplants. Fundamentally, differences in unsteady phenomena observed in the various systems arise chiefly for two reasons; geometries differ, and the types of propellants and the way in which they are supplied differ among the systems. Consequently, although generally we are concerned with the excitation and sustenance of unsteady motions in a compressible gas - comprising chiefly the products of combustion - the mechanisms causing the motions will vary widely.
In liquid rocket engines, we may for convenience, divide the processes other than gas dynamics into four classes: The flow in the feed system, injection processes, combustion processes and unsteady flow through the exhaust nozzle. There is a large body of literature associated with each of these topics and our intention here is mainly to call attention to the basic phenomena. It is impossible and inappropriate to provide a detailed coverage.

4.4.1 Flow in the Feed System

Oscillations in the propellant supply may occur for at least three reasons: The flows may themselves contain hydrodynamic instabilities; rotating machinery used to pump the flows may introduce serious fluctuations (e.g., due to flow separation in cavitation) and vibrations of the supporting structure may cause oscillations of the flows.

Coupling between pressure oscillations in the combustion chamber, structural vibrations and oscillations of the fuel supply (which then couple to the combustion processes in the chamber) comprise a well-known phenomenon called the POGO instability.

During the 1960s, the POGO instability received much attention as a serious problem in several vehicles including the Thor, Atlas, and Titan vehicles. Rubin (Ref. 4.1) has given a clear brief summary, including particular emphasis on pump cavitation and wave propagation in the propellant feed lines. Those are matters often overlooked by those concerned with motions in the combustion chamber. Yet they provide significant contributions to time lags in the system.

More recent work in France has been reported by Dordain, Lourme and Estoureig (Ref. 4.2) for the Europa II and Diamant B vehicles.
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A different kind of instability arising from structural vibrations was discovered after the failure of an Ariane vehicle due to the instability in a Viking engine. The problem causing the failure involved coupling between
the pressure oscillations in the chamber and structural vibrations of the injector which is placed in the lateral boundary. Figure 4.6, taken from Souchier, Lemoine and Dorville (Ref. 4.3), shows the computed distortion of the injector plane. As a result, the fuel and oxidizer jets were shaken, causing (apparently) perturbations of the distribution and phase of the energy release, thereby closing the loop and making possible self-excited motions. It is important to understand that in this case, oscillations of the mass flux in the supply lines need not be present to cause instabilities. If the chamber walls distort, motions of the injection elements cause fluctuations in the spatial distribution of injected propellants and hence of the combustion processes. Those events affect directly, the coupling with acoustic waves, leading, possibly, to combustion instabilities.

4.4.2 Injection Processes

The term ‘injection processes’ is used here to mean those events subsequent to the supply of propellants to the injection elements and prior to vaporization, mixing and combustion in the gas phase. That is, we mean to capture those processes that are particularly sensitive to the design of the injector. Because details of these processes are discussed more thoroughly in Lectures 3 and 6, we limit ourselves here to a brief description of the subject. Several of the papers in Ref. 4.4 are particularly good, recent reviews.

Several smaller classes of processes can be conveniently identified within the broad category of injection processes:

(a) unsteady phenomena within the injector
(b) interactions of liquid streams and of liquid and gas streams
(c) formation of liquid sheets and droplet formation
(d) infractions among droplets, secondary breakup, coalescence and other processes in a nonreacting spray, including the influences of turbulent flow

Which of these processes dominate depends very much on the sort of injector involved. There seem generally to be three kinds mainly of interest for liquid rocket engines; they are distinguished by the configurations of the liquid when they are discharged by the injection elements into the combustion chamber:

(1) impinging jets
(2) concentric jet (coaxial injection)
(3) jet/sheet (non-coaxial)

The last case occurs in pintle injectors, notably that used in the TRW Lunar Descent Module Engine.

Figure 4.7, taken from the Spring 1989 issue of the Rocketdyne publication Threshold, shows the common configurations of injector elements. Figure 4.8 is a photograph of the behavior in a spray formed by impinging jets of water at room temperature. Immediately following impingement, a spray fan or sheet is formed. Either because of disturbances already growing in the jets, or because the sheet is itself unstable (possibly for both reasons), the sheet breaks up. There are several forms of the break-up, but in any event a cloud of liquid drops or droplets is formed, having a fairly broad distribution of size and velocities. Because there is a surrounding atmosphere of moving gases, the sheet and the drops are subject to shear forces that encourage break-up of both. In a combustion chamber, these processes take place in an atmosphere consisting of combustion product gases and reactant gases as well. In the F-1 Apollo engine, for example, the liquid oxygen vaporized much more rapidly than the RP-1 hydrocarbon fuel. Under these circumstances, the picture presented by a test involving, say, two jets of water at room temperature, does not reproduce faithfully the situation in the chamber.

Figure 4.8 suggests the general character of the development of a liquid sheet and the formation of droplets, items (b) – (d) listed above, but shows nothing of events within the injector. In fact, the internal geometry of injector elements can create an acoustical system having resonances in the frequency range of
Common Injection Element Configurations

<table>
<thead>
<tr>
<th>Element Designation</th>
<th>Element Configuration (Flow Direction)</th>
<th>Characteristics</th>
<th>Engine Application</th>
</tr>
</thead>
</table>
| Concentric Tube     | ![Image](https://example.com/concentric_tube.png) | • Very good wall compatibility  
• Very high performance with LOX/H₂  
• Good stability characteristics with LOX/H₂  
• Fuel is gas  
• Small annular gas flow is beneficial and is insensitive to combustion | • Shuttle main and primary LOX  
• Orbit Transfer Vansae |
| Concentric Tube with Liquid Swirl | ![Image](https://example.com/concentric_tube_withLiquidSwirl.png) | • Same as concentric tube except  
• Improved mixing and vaporization  
• More complex design  
• Stability characteristics in large engines unknown  
• Possible wall compatibility issue with some designs  
• Gas can also be avoided | • RL-10 |
| Unlike Pentad (4 on 1) | ![Image](https://example.com/unlike_pentad.png) | • Applicable to very high or low mixture or density ratios  
• Good mixing and atomization  
• Difficult to manifold | • Experimental |
| Unlike Doublet (1 on 1) | ![Image](https://example.com/unlike_doublet.png) | • Good overall mixing and atomization (high performance)  
• Simple to manifold  
• Subject to breakup with hypersonic propellants | • LEM ascent engine  
• Delays launch vehicle  
• Almost all high performance attitude control engines using similar propellants |
| Unlike Triplet (2 on 1) | ![Image](https://example.com/unlike_triplet.png) | • Good overall mixing and atomization (high performance)  
• Symmetric spray pattern  
• Subject to breakup with hypersonic propellants  
• Pattern can be reversed | • Agma upper stage  
• Rocketdyne LEM descent engine design  
• LOX/LH₂ gas generator |
| Like Doublet (1 on 1) | ![Image](https://example.com/like_doublet.png) | • Easy to manifold  
• Excellent for chamber wall compatibility  
• Not subject to breakup  
• Less effective atomization and mixing than outer impinging elements  
• Titan 1 and 2 first stage  
• Reactorine Jupiter, Titan, Atlas boosters  
• Shuttle Cyrco  
• N, E-1 engines | • Apollo booster 
• X-15  
• Pioneer |
| Showerhead | ![Image](https://example.com/showerhead.png) | • Often employed for fuel boundary layer cooling of chamber wall  
• Easy to manifold  
• Poor atomization and mixing (low performance) | • Apollo booster  
• X-15  
• Pioneer |
| Variable Area (Pintle) | ![Image](https://example.com/variable_area.png) | • Thrustable over wide range  
• Complex fabrication  
• Low performance |
| Splash Plate | ![Image](https://example.com/splash_plate.png) | • Less sensitive to design changes  
• Generally larger elements | • Lance booster (early version)  
• Sutton SHV usage control  
• Apollo CM X-23 (SE-9)  
• Genie SC maneuvering attitude control and reaction engines |
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oscillations in the chamber. The phenomenon has been known since it was first definitely identified in the J-2S LOX/hydrogen engine used in the Apollo engine, although the problem had been present in earlier work. Reference 4.5 is a recent discussion containing the most detailed analysis of the problem.

It seems accurate to state that the greater part of what is known about the events in which liquid jets are transformed to drops has been learned from tests with liquids at room temperature and with no combustion. While it is true that such tests are necessary, valuable, and do produce a great deal of useful information, one must never forget that the situation may be drastically different when combustion occurs. Heat transfer
upstream and pressure disturbances generated by combustion of individual drops may have strong effects on the jets and spray sheets before and during break-up. For example, with hypergolic propellants, 'blow-a-part' of the reactive streams and 'popping' or intermittent explosion of liquid may be sufficiently vigorous to excite instabilities.

Whatever may be the environment, the first step in the transformation of liquid jets to drops must involve some sort of instability. For the case of impinging jets, the jets themselves may be unstable (a single jet breaks into drops) or the spray fan is unstable. Concentric jets are unstable at their interface. The basic processes responsible for the instabilities are characterized by various dimensionless groups that provide scaling laws. See Refs. 4.6 and 4.7 for particularly good discussions of scaling.

Determining the distributions of drop size and velocity theoretically is an extremely difficult problem, more so than the matter of incipient instability. In general, the influences of aerodynamic forces on the break-up of sprays and secondary break-up of drops is so complicated as to be beyond realistic analysis.

4.4.3 Vaporization, Mixing, and Combustion Processes

Combustion occurs in the gaseous phase and must be preceded by vaporization and mixing. In a LOX/hydrocarbon system, such as in the F-1, vaporization of the liquid oxygen occurs much more rapidly than that of the liquid fuel. Hence a significant part of the spray combustion involves vaporization and subsequent combustion of the fuel in an oxygen-rich atmosphere. It appears that some of the consequences of detailed design changes on the injector elements may be explained ultimately by the large difference in vaporization rates. That characteristic must also have much to do with differences in the stability of concentric injectors compared with impinging jets when the same propellant combination is used.

The situation for a cryogenic system is less clear, the vaporization rates of LOX and LH2 being closer than those of LOX and a hydrocarbon fuel. Available information is insufficient to allow general characterization.

All the processes discussed to this point have to do mainly with questions of fluid mechanics, or hydraulics, and depend primarily on the physical properties of density, viscosity, surface tension and, to a lesser extent,
thermal conductivity. Most of the significant phenomena can be well understood by considering a single, pure liquid (thereby excluding, of course, combustion) and without wide variations of temperature and pressure. Thus, experiments at room temperature and pressure with various inert liquids provide a great part of the fundamental data required and in fact much work remains before the subjects of jet break-up, jet impingement and formation of sheets, disintegration of sheets, and the formation of drops from sheets can be considered well-understood.

While burning of single drops has been actively studied for many decades and is quite well understood, spray combustion, particularly for dense clouds of interacting drops under conditions found in a rocket chamber, is very poorly understood. Only ad hoc modeling is available for unsteady combustion of sprays.

In addition to the purely fluid-mechanical and chemical (i.e. combustion) problems, serious further complications arise in combustion chambers operated at high pressure, namely those arising from behavior near the critical point. This is not a new subject, but thorough analysis for conditions appropriate to combustion instabilities in liquid rocket engines is recent and unfinished.

The fundamental origin of the special behavior accompanying combustion near the critical point is the rapid variation of thermodynamic properties, particularly the mass diffusivity and the latent heat of vaporization. For a given substance or mixture of substances, the pressure \( P_{cr} \) and the temperature \( T_{cr} \) at the critical point are well-defined. However, the special characteristics of behavior at the critical point itself, extend, albeit attenuated, in some region about the critical point. Hence it is quite clearly unnecessary that the chamber pressure and temperature be precisely \( P_{cr} \) and \( T_{cr} \) to cause unusual phenomena during combustion. Moreover, at a given pressure, the temperature near a vaporizing or burning liquid drop varies from the ambient value in the immediate environment to some value within the liquid.

To be specific, consider a liquid drop of oxygen injected as liquid, and hence having temperature below the critical point, into a hot fuel-rich environment, the simplest case being hot hydrogen. Suppose that the chamber pressure is the critical value for some mixture of the fuel and oxidizer. As the drop follows its trajectory, its temperature rises, oxygen vaporizes, and gaseous hydrogen diffuses inward. Somewhere between the center of the drop and the environment far away, the temperature and pressure may, if conditions are suitable, assume the critical values for the local mixture ratio of oxygen and hydrogen. For a spherically symmetric flow, the critical point is reached on a spherical surface. Locally, the sharp variations of properties with temperature will produce drastic changes in the flow field at and near that surface. Globally, those effects have substantial influence on the steady burning rate.

If oscillations of pressure and temperature occur in the environment, then it is possible, even though the average chamber pressure may be far from critical, that critical conditions are reached in some point of the drop under unsteady conditions. Then transient fluctuations can be amplified by the large fluctuations of thermodynamic properties. The result is a new possibility for coupling between acoustical motions in the chamber and droplet burning.

The most thorough analysis of steady burning under supercritical conditions has been covered recently in Refs. 4.8, 49, and 4.10. As the preceding remarks suggest, calculations in which supercritical behavior is ignored are seriously in error when the environmental conditions are near the critical point. Less has been accomplished for unsteady behavior.

4.4.4 Unsteady Flow in Exhaust Nozzles; The Nozzle Response Function

When a steady wave is incident upon a choked exhaust nozzle, it is partly transmitted and partly reflected. At first acquaintance, it is a surprising result that the conventional convergent-divergent nozzle appears to the wave system in the chamber to be more like a reflecting rigid wall than like an open hole. The reason is that the incident acoustic wave is subject to strong interactions with mean properties rapidly varying along the axis and as a result strong reflections are created. The overall reflection coefficient is to first order, proportional to the Mach number of the mean flow entering the nozzle.
Tsien (Ref. 4.11) published the first work on the subject elaborate by Crocco and his colleagues (Refs. 4.12, 4.13, and 4.14) for purely axial oscillations. Culick (Ref. 4.15) and Crocco and Sirignano (Ref. 4.16) computed the nozzle response function for transverse waves in a cylindrical chamber. In all cases the nozzle attenuates waves, except under some conditions for transverse waves. The possibility that incident transverse waves might be amplified has never been confirmed experimentally, although the available data suggest that the theory for small-amplitude waves is quite accurate.

The damping supplied by a choked nozzle is normally a significant contribution to the stability of waves in a combustion chamber. In fact, a good approximation for practical purposes is the result obtained for short or 'compact' nozzles (short compared to a wavelength of the wave in the chamber). In that case, the flow in the nozzle may be assumed to respond quasi-statically; the result is that the ratio of the fractional change of mass flux and the pressure fluctuation, defined as the nozzle response function, is

$$
\frac{m'/m}{p'/\rho} = \bar{M}_e
$$

4.4.5 The Time-Lag Representation of Combustion Processes

The basic idea of the time-lag model is simple, and quite general, related to the familiar experience that a forced oscillating system will gain energy if the force has a component in phase with the velocity of the point of application. Stability of dynamical systems characterized in some sense by a phase or time lag had been studied prior to the concern with combustion instabilities. In 1941, Summerfield (Ref 4.17) had observed low frequency ‘chugging’ during firings of a liquid rocket. Discussion with von Karman led to the idea of a time lag as a possible explanation. Gunder and Friant (Ref 4.18) independently introduced a time lag in their analysis of chugging, but it was Summerfield’s paper and subsequent work at Princeton by Crocco that established the time lag theory in the form widely used.

The essential idea in all applications of the time lag is that a finite interval — the lag — exists between the time when an element of propellant enters the chamber and the time when it burns and releases its chemical energy. Such a time lag must exist in steady operation, and, since combustion is distributed throughout the chamber, there is no unique value. Evidently a complete analysis of injection and subsequent processes could then be interpreted in terms of a time lag, results exist only for approximate analyses.

Now suppose that at time \( t \) the pressure in the chamber suddenly decreases, causing an increase in the flow of propellant through the injector. The increased mass burns at some later time \( t + T \), where \( T \) is the time lag. If the pressure is increasing when the added mass burns, the energy released will tend to encourage the pressure increase, a destabilizing tendency. This elementary process is easily interpreted with Rayleigh’s criterion. Assume that the pressure varies sinusoidally,

$$
p' = \dot{p} \sin \omega t
$$

and that the energy occurs later with constant time lag \( \tau \),

$$
Q' = \dot{Q} \sin \omega (t - \tau)
$$

Integration of the product \( p'Q' \) over one period \( 2\pi/\omega \) gives

$$
\int_{t}^{t+2\pi/\omega} p'Q' dt' = \dot{p}\dot{Q} \int_{t}^{t+2\pi/\omega} \sin \omega t' \sin (\omega t' - \omega \tau) dt' = \dot{p}\dot{Q} \frac{\pi}{\omega} \cos \omega \tau
$$

Thus, according to Rayleigh’s criterion, Section 4.8.1, we expect that net energy is added to the oscillation if \( \cos \omega \tau \) is positive, so the time lag must lie in the ranges

$$
0 < \tau < \frac{\pi}{2\omega}, \quad \frac{3\pi}{2\omega} < \tau < \frac{5\pi}{2\omega}, \quad \text{... etc.}
$$
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Suppose that the system is unstable and that $\tau$ lies in the range $3\pi/2\omega < \tau < 5\pi/\omega$. Then the strategy for fixing the problem is based on modifying the system so that $\tau$ is either increased or decreased, placing its value outside the range for instability.

Because the processes subsequent to injection are surely dependent on the flow variables, pressure, temperature, velocity, . . . , it is unrealistic to assume that the time-lag is constant. The most widely used form of the representation with a time lag are dominated by its dependence on pressure.

Figure 4.9, taken from Ref 4.19, is a sketch illustrating the behavior for a sinusoidal pressure oscillation imposed on the system. The total time delay to burning is supposed in this case to be composed of two parts, due to the propellant feed system, and the combustion delay (injection, atomization, vaporization, mixing, and chemical kinetics). This is the second part that is sensitive to the flow conditions in the chamber.

Let $\dot{m}$ denote the mass flow (mass/sec) of propellant. At this point we are not concerned with details and we need not distinguish between fuel and oxidizer. The arguments based on the idea of a time lag are directed mainly to constructing a representation of the mass source term $w(t)(mass/vol - sec)$ in the continuity equation. Thus the result is intended to express the rate of conversion of liquid to gas in a volume element of the chamber. These is no consideration of combustion processes; the usual assumption is that combustion occurs instantaneously, a view that determines how the time lag model ought to be incorporated in the equations.

Let $(\bar{r}, dV)$ denote the volume element at position $\bar{r}$ in the chamber and let $(t, dt)$ denote the small time interval $dt$ at time $t$. The idea is that the amount of liquid $w_i dV dt$ converted to gas in the element $(r, dV)$ in the interval $(t, dt)$ was injected as $\delta m_1(t - \bar{r})d(t - \tau)$ at the time $t - \tau$ in the interval $d(t - \tau)$. Hence by conservation of mass,

$$w_i dV dt = \delta m_1(t - \tau)d(t - \tau) \quad (4.69)$$

According to earlier remarks, the time lag is supposed to be variable, and can be written as the sum of average and fluctuating values, $\tau = \bar{\tau} + \tau'$. In steady-state operation, (4.69) is

$$\bar{w}_i dV dt = \delta \bar{m}_1(t - \bar{\tau})d(t - \bar{\tau}) = \delta \bar{m}_1(t - \bar{\tau})dt \quad (4.70)$$
Expanding $\delta \dot{m}(t - \tau)$ in Taylor series for use in (4.69) we have

$$\delta \dot{m}_i(t - \tau) = \delta \dot{m}_i(t - \bar{\tau}) + \tau' \left[ \frac{d}{dt} \delta \dot{m}_i(t) \right]_{t = \bar{\tau}} + \cdots$$  \hspace{1cm} (4.71)

The second term is non-zero if the injected mass flow is not constant. There are many situations (notably for low frequency instabilities) for which variations are important. But for the instabilities at high frequencies, variations of the propellant flow are generally not important. Hence we ignore the second term in (4.71) and substitute (4.70) in (4.69) to find

$$w_i(\bar{\tau}, t) = \bar{w}_i \left( 1 - \frac{d\tau}{dt} \right)$$  \hspace{1cm} (4.72)

The variations of the local conversion of liquid to gas depend in this simple fashion on the time-dependence of the time lag. Note that $\tau$ may in general depend on position: the reasoning here is quite widely applicable.

The difficult problem is of course to predict $\tau$ — in fact it has never been done. Crocco introduced the idea that the time lag is the period required for the processes leading to vaporization to be completed. He assumed that this integrated effect can be represented by an integral over the time lag of some function $f$ of the variables affecting the processes

$$\int_{t - \tau}^{t} f\{p, T, \bar{u}, \bar{u}_i, \ldots \} dt' = E$$  \hspace{1cm} (4.73)

The constant $E$ is supposed to be a measure of the level to which the integrated effects must reach in order for vaporization to occur. Almost all applications of the time lag model rest on the assumption that the time lag is sensitive only to the pressure. The function $f$ may then be expanded about its value at the mean pressure,

$$f(p) = f(\bar{p}) + p' \frac{df}{dp} \bigg|_{p = \bar{p}} = f(\bar{p}) \left[ 1 + p' \left( \frac{df}{f(\bar{p})} \right) \frac{dp}{\bar{p}} \right]$$

If $f = cp^n$ then $df/dp = ncp^{n-1}$ and $(df/dp)/f(p) = n/p$. The interaction index $n$ is defined as

$$n = \frac{\bar{p} \frac{df}{dp} \bigg|_{p = \bar{p}}}{f(\bar{p}) \frac{dp}{\bar{p}}}$$  \hspace{1cm} (4.74)

and $f(p)$ is approximated as

$$f(p) = f(\bar{p}) \left[ 1 + n \frac{p'}{p} \right]$$  \hspace{1cm} (4.75)

This form is now used in approximate evaluation of (4.73).

First differentiate (4.73) with $f(p) = f\{p(t)\}$ to find

$$f\{p(t)\} - (1 - \frac{d\tau}{dt}) f\{p(t - \tau)\} = 0$$

Substitution of (4.75) gives

$$1 - \frac{d\tau}{dt} = \frac{1 + n \frac{p'(t)}{p}}{1 + n \frac{p'(t - \tau)}{p}} \approx 1 + n \left[ \frac{p'(t)}{p} - \frac{p'(t - \tau)}{p} \right]$$  \hspace{1cm} (4.76)

Set $w_i = \bar{w}_i + w'_i$ in (4.72) and substitute (4.76) to find the basic result of the time lag theory:

$$w'_i = \bar{w}_i n \left[ \frac{p'(t)}{p} - \frac{p'(t - \tau)}{p} \right]$$  \hspace{1cm} (4.77)
For analyzing linear stability, \( p' = \bar{p} e^{i \alpha t} \psi(\bar{r}) \) and \( w' = \bar{w} e^{i \alpha t} \), so

\[
\dot{w} = \bar{w} n \left( 1 - e^{-i \omega \tau} \right) \psi(\bar{r})
\]

(4.78)

where the usual approximation has been made, \( \alpha \tau << \omega \tau \) in the exponent.

Equation (4.78) is a two-parameter representation of the conversion of liquid to gas. The two parameters, the time lag \( \tau \) and the interaction or pressure index \( n \), are unknown \( a \) priori. All work with the time lag theory requires experimental measurements to determine their values. The general idea is simple. After substituting (4.78) in the linearized conservation equations, solution is found for the stability boundary \( \alpha = 0 \) with \( n \) and \( \tau \) as parameters. Experimental data for the stability boundary are used to determine \( n \) and \( \tau \). Crocco, Grey and Harrje in Ref 4.20 were first to obtain sufficient data to confirm the value of this approach. Figure 4.10 reproduces some of their results for the time lag and interaction index inferred from tests with two injectors. The data were taken for the stability boundary of the fundamental longitudinal mode and show the strong dependence on fuel/oxidizer ratio.

\[\text{Figure 4.10}\]

Obviously, there are many limitations. The analysis leading to (4.78) is entirely phenomenological; the final result containing two parameters only is an enormous simplification of the real situation, but there is no way to assess the imperfections.

As an example of the use of the time-lag representation, we summarize some early work using the \( n-\tau \) model to interpret results computed for the response of vaporization processes to pressure oscillations. Some years after the time-lag model had been developed, work at the NASA Lewis Research Center showed that the stability of a liquid rocket motor could be controlled by varying the characteristics of the vaporization process. The conclusion followed from the results of numerical solutions to the equations for nonlinear unsteady motions in a chamber. The source terms were approximated with models of the atomization, vaporization and burning. Variations of characteristic parameters showed that atomization and vaporization were the dominant rate processes determining the stability limits. That conclusion led to a series of studies particularly emphasizing vaporization.

Because of the difficulty of extracting precise conclusions from numerical analyses, Heidmann and Wieber (Refs. 4.21 and 4.22) devised a method for assessing the vaporization process alone. A droplet is injected
axially in a steady flow. An acoustic field is superimposed having the form of the lowest first tangential mode for a cylindrical chamber (\( \sin \theta J_1(\kappa r) \)). The motion and vaporization rate of the droplet is calculated throughout its history. By superimposing the results for an array of injected drops, assumed not to interact with one another, one may find the local fluctuation of vaporization rate throughout the chamber. That is the fluctuation of the mass source term \( \dot{w}_i \) in the continuity Eq. (4.33) for the gas phase.

Heidmann and Wieber defined a “response factor,” \( N \), to interpret their results:

\[
N = \sum \frac{\dot{w}_i / \dot{w}_l}{\bar{p} / \bar{p}} = \sum \frac{\dot{w}_i / \dot{w}_l}{\bar{p} / \bar{p}}
\]

(4.79)

where \( \sum \) here denotes the sum over all droplets in the volume considered. They gave results for \( N \) as a function of various parameters. Typically, \( N \) shows a peak of about 0.6–0.9 in a frequency range 0.04–0.1 hertz. Results obtained for n-heptane over fairly wide flow conditions were correlated with a dimensionless parameter containing droplet size, chamber pressure, gas velocity and a dimensionless amplitude of the oscillation.

In a later work, Heidmann and Wieber (Ref. 4.22) used a restricted form of Rayleigh’s criterion (described in Section 4.8) and a simpler linear analysis to produce essentially the same conclusions. The new definition of the response factor was

\[
N = \sum \int_{0}^{2\pi/\omega} \frac{\dot{w}_l(r) \bar{p}}{\dot{w}_l \bar{p}} dt
\]

(4.80)

These analyses amount to detailed examination of a particular process contributing to the time lag discussed above. Substitution of the real part of (4.78) in (4.80) gives

\[
N = n(1 - \cos \omega \tau)
\]

(4.81)

Heidmann and Wieber found that their numerical results could be approximated quite well in the range \( \tau_0 \omega < 1 \) by the values

\[
n = 0.21
\]

\[
\tau = 4.5 \tau_0
\]

(4.82)

where \( \tau_0 \) is the mean droplet lifetime. This comparison is shown in Figure 4.11 taken from Heidmann and Wieber (Ref. 4.22).
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Note that the function (4.81) oscillates and therefore becomes a poor approximation for \( \omega T > 1 \), as shown by the solid line in Figure 4.11. The vaporization rates seem physically reasonable for the conditions shown, so one must conclude that the time lag model fails at higher frequencies. Recently Tong and Sirignano (Ref. 4.23) have re-examined the problem of unsteady vaporization. With their more detailed model including the effects of unsteady heat transfer in the gas phase, they conclude that their vaporization rates are much higher than those found by Heidmann and Weber.

More strongly, Tong and Sirignano propose that unsteady droplet vaporization is a potential mechanism for driving combustion instabilities. Heidmann and Wieber had earlier noted that the response factor they calculated for the vaporization process was less than that calculated for the nozzle losses. Thus, although vaporization itself did add energy to the acoustic field according to their analysis, the effect was too small to be a mechanism for instabilities. Tong and Sirignano conclude that their results show sufficient energy transfer from the vaporizing droplets to the acoustic field to qualify as a mechanism in actual systems. Their conclusion is based solely on the \( p - v \) work done by the process of vaporization and does not include any energy release due to combustion. The proposal is evidently wrong for the following reasons.

It is significant that none of the preceding conclusions involved combustion: the assertion is that coupling between pure vaporization and the acoustic field produces net flow of energy to the oscillations in the gas. The contrary conclusion was reached by Marble and Wooten (Ref. 4.24), that both condensing and vaporizing droplets attenuate acoustical motions. The reason for the opposite conclusion seems to be that not all interactions between the droplets and the acoustic field are accounted for in the calculations by Heidmann and Wieber and by Tong and Sirignano.

### 4.6 APPLICATION OF GREEN'S FUNCTIONS TO LINEAR COMBUSTION INSTABILITIES

With the introduction of a Green's function, a differential equation is converted to an integral equation that is conveniently solved by iteration. The general theory, with applications, is described in many places, notably by Morse and Feshbach (Ref. 4.25, Chapter 10). Culick (Ref. 4.15) first applied the method to problems of combustion instabilities in 1960; it was later adopted by Oberg and Kukula (Ref. 4.26) to study acoustic liners.

Although methods based on Green's functions can be constructed to treat time-dependent problems, practically all applications have been for linear stability. Time-dependent problems are more efficiently handled with the method covered in the next section.

Beginning in the early 1970s, Mitchell and co-workers (see, e.g., Ref. 4.27) introduced the use of a Green's function to produce an integral equation solved by iteration. The time-lag model was assumed to represent the combustion response. Apart from that matter, the method is attractive for analyzing complications such as baffles and resonators that are quite awkward to handle when differential equations are used.

We summarize briefly the method in the form used by Mitchell et al. but in the context of the formulation described above in Section 4.3. The problem is to solve the inhomogeneous Eq. (4.60) for the pressure with the boundary condition (4.62). For steady waves, all dependent variables are proportional to \( e^{ikt} \): \( p' = \rho e^{ikt} \) and Eq. (4.60) is

\[
\nabla^2 \hat{p} + k^2 \hat{p} = \hat{h}
\]

where we shall drop all terms \( h_x \) and \( f_x \). Define the Green's function satisfying the same equation as \( \hat{p} \) but with a unit source at position \( \tilde{r}_0 \) and homogeneous boundary conditions

\[
\begin{align*}
\nabla^2 G(\tilde{r} \mid \tilde{r}_0) + k^2 G(\tilde{r} \mid \tilde{r}_0) &= \delta(\tilde{r} - \tilde{r}_0) \\
\hat{n} \cdot \nabla G(\tilde{r} \mid \tilde{r}_0) &= 0
\end{align*}
\]

(4.84)\( a, b \)

Now multiply (4.83) by \( G(\tilde{r} \mid \tilde{r}_0) \), (4.84) by \( \hat{p} \), integrate over the chamber, use Green's theorem and insert the
boundary conditions (4.62) and (4.84)b to find* the 'solution' for \( \hat{p} \):

\[
\hat{p} = \int G(\vec{r} | \vec{r}_0) \hat{h}(\vec{r}_0) dV_0 + \oint G(\vec{r} | \vec{r}_0) \hat{f}(\vec{r}_0) dS_0
\]  \((4.85)\)

It is convenient to express \( G(\vec{r} | \vec{r}_0) \) as an expansion in the normal modes \( \psi_n \) of the system, satisfying Eqs. \((4.89)a, b \) given below. That is, assume the form

\[
G(\vec{r} | \vec{r}_0) = \sum A_n(\vec{r}_0) \psi_n(\vec{r}_0)
\]

Substitution in \((4.84)a \), multiplication by \( \psi_n \), and integration over the chamber gives

\[
A_n = \frac{\psi_n(\vec{r}_0)}{k^2 - k_n^2}
\]

so the Green's function is

\[
G(\vec{r} | \vec{r}_0) = \sum \frac{\psi_m(\vec{r}_0)}{k^2 - k_m^2} \psi_m(\vec{r})
\]  \((4.86)\)

Now insert \((4.86)\) in \((4.85)\) and assume that we are examining that mode which, when the perturbations vanish, reduces to the \( n \)th classical acoustic mode. Split that term from the remainder of the expansion and apply the normalization \( \hat{p} \rightarrow \psi_n \) in the limit \( \hat{h} = \hat{f} = 0 \). Those operations give the formulas for \( \hat{p} \) and \( k^2 \):

\[
\hat{p}(\vec{r}) = \psi_n(\vec{r}) + \sum_{m \neq n} \frac{\psi_m(\vec{r})}{k^2 - k_n^2} \left\{ \int \psi_n(\vec{r}_0) \hat{h}(\vec{r}_0) dV_0 + \oint \psi_n(\vec{r}_0) \hat{f}(\vec{r}_0) dS_0 \right\}
\]  \((4.87)\)

\[
k^2 = k_n^2 + \frac{1}{E_n} \left\{ \int \psi_n(\vec{r}_0) \hat{h}(\vec{r}_0) dV_0 + \oint \psi_n(\vec{r}_0) \hat{f}(\vec{r}_0) dS_0 \right\}
\]  \((4.88)\)

Equation \((4.87)\) shows explicitly the perturbations of the classical mode shape, \( \psi_n \), giving the actual mode shape \( \hat{p} \). Because \( \hat{h} \) and \( \hat{f} \) depend on \( \vec{p}' \) and \( \vec{u}' \) (i.e. \( \hat{p} \) and \( \hat{u} \)), Eq. \((4.87)\) is an integral equation for \( \hat{p} \) and of course \( k^2 \) cannot be calculated with \((4.88)\) until \( \hat{p} \) is known. In the approximate method discussed in the following section, we simply set \( \hat{p} \approx \psi_n, \hat{u} \approx i(\vec{a}/\kappa_n) \nabla \psi_n \) and use \((4.88)\) directly. To proceed further, the integral Eq. \((4.87)\) must be solved. That is where most of the labor in Mitchell’s work is expended. He solved the equation numerically using an iteration procedure. We shall not discuss the details further.

We must note, however, that when an iteration procedure is used, care must be exercised that all terms of consistent order are retained. The small parameter here is a Mach number, \( \hat{M}_r \), characterizing the average flow. Corrections to \( \hat{p} = \psi_n \) are thus of order \( \hat{M}_r \); that is, if the successive steps in the iteration are labeled \( \hat{p}^{(i)} \), the procedure gives:

\[
\hat{p}^{(0)} = \psi_n
\]

\[
\hat{p}^{(1)} = \psi_n + \hat{M}_r \phi^{(1)}
\]

\[
\hat{p}^{(2)} = \psi_n + \hat{M}_r \phi^{(1)} + \hat{M}_r^2 \phi^{(2)} \ldots \text{etc.}
\]

The functions \( \hat{h} \) and \( \hat{f} \) are constructed by expansion of the primitive conservation equations according to remarks in Section 4.3. If they are not carried to order higher than \( \hat{M}_r \), then it is not correct to proceed beyond the zeroth approximation \( \hat{p}^{(0)} = \psi_n \) of the mode shape to compute \( k^2 \) with \((4.88)\). To carry \( \hat{p} \) and \( \hat{u} \) to higher order than allowed by the construction of \( \hat{h} \) and \( \hat{f} \) may yield misleading and incorrect results.

* In these manipulations, the exchange of variables is made, \( \vec{r} \leftrightarrow \vec{r}_0 \), and the reciprocity property of \( G \) is used: \( G(\vec{r} | \vec{r}_0) = G(\vec{r}_0 | \vec{r}) \).
Properly used, the formulation based in Green's function is a powerful method to obtain results for complicated problems. For practical purposes it is much superior to solution of the differential equations owing to the ease with which arbitrary boundary conditions and volumetric sources can be accommodated. In that respect, this method has the same advantages as the approximate method discussed below, except that use of Green's function as described here and in Mitchell's work is strictly limited to linear problems. In contrast, the method now to be constructed can be used to analyze nonlinear behavior.

4.7 SPATIAL AND TIME AVERAGING OF UNSTEADY MOTIONS

Traditional calculations of linear behavior — meaning, almost always, linear stability — are usually based on the differential Eqs. (4.59)\(a, b\), augmented by the linearized equation of state and possibly linearized forms of other equations given in Section 4.2. We shall use in the remainder of this paper the integrated form based on spatial averaging described, for example, by Culick (Refs. 4.28 and 4.19) and Culick and Yang (Ref. 4.30). The fundamental idea is that the actual problem defined by Eq. (4.60) with its boundary condition (4.62) differs in some sense by small amounts from the classical acoustics problem defined by setting \(h = f = 0\). That is, the influences of all processes are small perturbations. This formulation, then, has the form naturally suited to an iteration procedure readily constructed by introducing a Green's function as first accomplished by Culick (Ref. 4.15). However, the identical first-order result (the only order legitimately considered with these equations) is obtained more directly in the following way.

4.7.1 Spatial Averaging

The unperturbed problem defines the normal modes, having mode shapes \(\psi_n\) and frequencies \(\omega_n = \tilde{a}k_n\) where \(k_n\) is the wavenumber:

\[
\nabla^2 \psi_n + k_n^2 \psi_n = 0
\]

\[
\hat{n} \cdot \nabla \psi_n = 0
\]

(4.89)\(a, b\)

Then the idea is to compare the perturbed (actual) and unperturbed (classical) problems quite literally by comparing their difference in a spatially averaged sense. Multiply (4.60) by \(\psi_n\), (4.89)\(a\) by \(p'\), subtract and integrate over the volume of the chamber to give

\[
\int [\psi_n \nabla^2 p' - p' \nabla^2 \psi_n] \, dV - \frac{1}{\tilde{a}^2} \int \left[ \psi_n \frac{\partial^2 p'}{\partial t^2} - \omega_n^2 \psi_n \right] \, dV = \int \psi_n (h + h_e) \, dV
\]

Upon application of Green's theorem and substitution of the boundary conditions (4.58) and (4.89)\(b\) we find

\[
\frac{1}{\tilde{a}^2} \int \psi_n \left[ \frac{\partial^2 p'}{\partial t^2} + \omega_n^2 p' \right] \, dV = - \left[ \int \psi_n h \, dV + \oint \psi_n f \, dS \right] = - \left[ \int \psi_n h_e \, dV + \oint \psi_n f_e \, dS \right]
\]

(4.90)

The preceding calculations are formally correct and introduce no errors. Now we make the approximation that the pressure field in the actual chamber can be expanded in a series of normal modes for the classical unperturbed problem,

\[
p' = \tilde{p} \sum_{n=1}^{\infty} \eta_n(t) \psi_n(\vec{r})
\]

(4.91)

The error incurred arises because the \(\psi_n(\vec{r})\), and therefore the right-hand side, do not satisfy the correct boundary condition (4.58) set on \(p'\) in the actual problem. When the series is used in the integrals above, the error is attenuated, and for other formal reasons not covered here (see, e.g. Morse and Feshback, Ref. 4.25, Chapter 10), this is not as serious an inaccuracy as one might think. We assume also, not a practical constraint, that the normal modes are orthogonal,

\[
\int \psi_m \psi_n \, dV = E_n^2 \delta_{mn}
\]

(4.92)
Substitution in (4.89) leads finally to the second-order equations for the amplitudes $\eta_n(t)$:

$$\frac{d^2\eta_n}{dt^2} + \omega_n^2 \eta_n = F_n + F_{n\varepsilon}$$

(4.93)

and the force is

$$F_n = -\frac{\ddot{a}^2}{\bar{p}E_n^2}\left\{\int h\psi_n dV + \oint \psi_n f dS\right\}$$

$$F_{n\varepsilon} = -\frac{\ddot{a}^2}{\bar{p}E_n^2}\left\{\int h_\varepsilon\psi_n dV + \oint \psi_n f_\varepsilon dS\right\}$$

(4.94)\(^a, b\)

With proper interpretation and suitable modeling of the processes represented in the functions $h$, $f$, $h_\varepsilon$, and $f_\varepsilon$, the representation of combustion instabilities by Eqs. (4.93) and (4.94)\(^a, b\) has wide application to all propulsion systems. Relatively little has been done with this formulation applied specifically to liquid rocket engines, but as we shall see shortly, it is quite easy to obtain general results equivalent to those obtained with methods more familiar in this field.

An important point to emphasize is that the approach taken here provides a useful viewpoint as well as a framework useful for both theoretical and practical computations. According to (4.91) and (4.93), any unsteady motion may be regarded as a collection of oscillators, one associated with each normal mode of oscillation appearing in the synthesis (4.91). The problem then comes down to determining the time evolution of the amplitudes $\eta_n(t)$ of the oscillators (modes). Although we have assumed linear motions here, the same formal representation applies to nonlinear motions so long as the amplitudes do not become so large as to violate the approximations taken to give the governing differential equations.

### 4.7.2 Time Averaging

Combustion instabilities commonly appear as oscillations having slowly varying amplitudes and phases. That is, the fraction changes of amplitude and phase are small in one cycle of the oscillation. Under these circumstances, the method of averaging, or equivalently, expansion in two time scales, can be applied to reduce the set of $N$ second-order Eqs. (4.93), when $N$ modes are considered, to a set of $2N$ first-order equations. That is an enormously useful simplification, and while limits are placed on the range of validity of the results, this step in the method is extremely useful in practice. The limitations are discussed briefly in Section 4.9.2.

According to the behavior just mentioned, we assume that the amplitude $\eta_n(t)$ can be written as

$$\eta_n(t) = r_n(t)\sin[\omega_n t + \phi_n(t)] = A_n \sin\omega_n t + B_n \cos\omega_n t$$

(4.95)

where $r_n$, $\phi_n$, $A_n$, and $B_n$ are slowly varying functions. The simplest, and a physically appealing, way of applying time averaging is a modest variation of averaging developed by Krylov and Bogoliubov (Ref. 4.31). By analogy with a simple mass/spring system, the energy $E_n$ can be associated with the oscillator governed by Eq. (4.93):

$$E_n = \frac{1}{2} \omega_n^2 \eta_n^2 + \frac{1}{2} \eta_n^2$$

(4.96)

The instantaneous velocity of the oscillator is $\dot{\eta}_n$, so that the rate at which work is done on the oscillator is $\dot{\eta}_n F_n$. Averaged over an interval $\tau$ at time $t$, the values are

$$< E_n > = \frac{1}{\tau} \int_0^{\tau+\tau} E_n(t') dt'$$

$$< \dot{\eta}_n F_n > = \frac{1}{\tau} \int_0^{\tau+\tau} \dot{\eta}_n E_n F_n dt'$$

(4.97)\(^a, b\)
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Conservation of energy for the averaged motion implies that the rate of change of time-averaged energy should equal the time-averaged rate of power in

\[
\frac{d}{dt} \langle E_n \rangle = \langle \dot{\eta}_n F_n \rangle \tag{4.98}
\]

Because the single function \( \eta_n \) has been replaced by two functions, \( r_n \) and \( \phi_n \), we are free to place a restriction; following Krylov and Bogoliubov, we require

\[
d\phi_n = r_n \cos(\omega_n t + \phi_n) + \frac{dr_n}{dt} \sin(\omega_n t + \phi_n) = 0 \tag{4.99}
\]

Differentiating Eq. (4.95) and enforcing Eq. (4.99) gives the formula for the velocity in the same form as that for a classical conservative oscillator:

\[
\dot{\eta}_n = \omega_n r_n \cos(\omega_n t + \phi_n) \tag{4.100}
\]

and the energy is

\[
E_n = \frac{1}{2} \omega_n r_n \tag{4.101}
\]

With Eq. (4.100), Eq. (4.99) gives

\[
\frac{dr_n}{dt} = \frac{1}{\omega_n \tau} \int_{t}^{t+\tau} F_n \cos(\omega_n t' + \phi_n) dt' \tag{4.102}
\]

The equation for \( \phi_n(t) \) is found by substituting Eqs. (4.96), (4.100), and (4.99) in the oscillator Eq. (4.98); multiplication by \( \sin(\omega_n t + \phi_n) \) and time averaging gives

\[
r_n \frac{d\phi_n}{dt} = -\frac{1}{\omega_n \tau} \int_{t}^{t+\tau} F_n \sin(\omega_n t' + \phi_n) dt' \tag{4.103}
\]

It is often more convenient to use the equations for \( A_n(t) \) and \( B_n(t) \), found by solving Eqs. (4.96), (4.99), (4.102), and (4.103) for \( \dot{A}_n(t) \) and \( \dot{B}_n(t) \), to give

\[
\frac{dA_n}{dt} = \frac{1}{\omega_n \tau} \int_{t}^{t+\tau} F_n \cos \omega_n t' dt' \tag{4.104a, b}
\]

\[
\frac{dB_n}{dt} = -\frac{1}{\omega_n \tau} \int_{t}^{t+\tau} F_n \sin \omega_n t' dt' \tag{4.104a, b}
\]

The assumption that the amplitudes and phases are slowly varying means

\[
\dot{r}_n \tau << 1 \quad \dot{\phi}_n \tau << 2\pi \tag{4.105}
\]

\[
\dot{A}_n \tau << 1 \quad \dot{B}_n \tau << 1
\]

These inequalities imply that the functions \( A_n(t) \) and \( B_n(t) \) will be taken as constant under the integrals in Eq. (4.104).

The original motivation for developing the method of averaging in the form expressed as Eqs. (4.104) and (4.105) was to provide the basis for treating arbitrarily shaped chambers. Differences between geometries are reflected in the unperturbed mode shapes and frequencies. The mode shapes affect the values of parameters that arise in Eqs. (4.104) and (4.105), but the frequency spectrum, as we shall see, influences the qualitative
of the equations. It appears that the derivation of Eqs. (4.104) and (4.105) is not restricted to particular geometries, but, to date, these results have been applied only to the simplest case of longitudinal modes for which the harmonic frequencies are integral multiples of the fundamental. Application to other cases requires further calculations, which we will not pursue here; preliminary examination suggests some difficulties that have not been resolved.

Culick (Ref. 4.28) has shown that \( F_n \) has the following form for second-order acoustics:

\[
F_n = - \sum_{i=1}^{\infty} [D_{ni} \eta_i + E_{ni} \eta_i] - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} [A_{nij} \eta_i \eta_j + B_{nij} \eta_i \eta_j]
\]  

(4.106)

The constants \( D_{ni}, E_{ni}, A_{nij}, \) and \( B_{nij} \) depend on the unperturbed mode shapes and frequencies; the \( D_{ni} \) and \( E_{ni} \) arise from linear processes and are usually proportional to the Mach number of the mean flow. (A notable exception arises with the presence of condensed material. The characteristic parameter then depends on the properties of the particles.) Consider the linear terms only. Substitution of Eq. (4.106) in Eq. (4.104), with \( \tau \) equal to the period of the \( n \)th mode, leads to the following results:

\[
\left( \frac{dA_n}{dt} \right)_{\text{linear}} = -\frac{1}{2} D_{nn} A_n + \frac{1}{2} E_{nn} B_n
\]  

(4.107)

\[
\left( \frac{dB_n}{dt} \right)_{\text{linear}} = -\frac{1}{2} D_{nn} B_n + \frac{1}{2} E_{nn} A_n
\]  

(4.108)

Multiply the first of these by \( A_n \) and the second by \( B_n \), and add the results to find the equation for the amplitude, \( \dot{\eta}_n = (D_{nn}/2) \eta_n \), where \( r_n^2 = A_n^2 + B_n^2 \). Thus, \( \eta_n \sim \exp(\alpha_n t) \), with \( \alpha_n = -D_{nn}/2 \), the growth constant for the \( n \)th mode.

Now, from the definition (4.95) of \( \eta_n(t) \), we find

\[
A_n \approx e^{\alpha_n t} \cos \phi_n \quad B_n \approx e^{\alpha_n t} \sin \phi_n
\]

Substitution in Eqs. (4.107) and (4.108) leads to the identification \( E_{nn}/2\omega_n = \dot{\phi}_n \). But \( \dot{\phi}_n \) can be interpreted as the frequency shift in the \( n \)th mode that is due to the perturbations because the perturbed frequency is

\[
\omega = \frac{d}{dt}(\omega_n t + \phi_n) = \omega_n + \dot{\phi}_n = \omega_n + (\omega - \omega_n)
\]

Hence we have established the two rules that the growth constant for the \( n \)th mode is 1/2 the coefficient of \( \eta_n \) in the form (4.107), and the frequency shift is 1/2\( \omega_n \) times the coefficient of \( \eta_n \):

\[
\alpha_n = -\frac{1}{2} D_{nn}
\]  

(4.109)

\[
\theta_n = (\omega - \omega_n) = -\frac{1}{2} \frac{E_{nn}}{\omega_n}
\]  

(4.110)

These rules are often conveniently applied after a representation of a particular process has been constructed.

4.8 RESULTS FOR LINEAR STABILITY

We remarked earlier that there is really only one problem of linear stability and within the present analysis it is readily solved. According to the principles of Fourier analysis, with essentially no practical restrictions, any function can be synthesized as a finite or infinite series of orthogonal functions. Here, we apply the idea to a pressure record represented as a sum of the normal modes \( \psi_n(\vec{r}) \) of a chamber, with time-dependent amplitudes \( \eta_n(t) \), Eq. (4.91). That representation presumes neither linear nor nonlinear behavior. If the behavior is linear, as we shall assume, and the modes are uncoupled, as we also assume, then it is a familiar
result that to find the time-dependent properties of the normal modes, the amplitudes may be assumed to vary exponentially in time:

\[ \eta_n(t) = \hat{\eta}_n e^{i\omega_n t} \quad \text{(normal modes)} \quad (4.111) \]

Hence we assume that the normal modes are neither driven nor damped. Finding the normal modes requires solving the classical problem of the scalar wave equation in a closed volume having the same shape as the combustion chamber in question except that the exhaust nozzle is closed at its entrance. Both the mode shapes \( \psi_n(r) \) and the natural frequencies are found in this calculation, the solution to (4.89)\(a, b\).

For the actual problem with all relevant processes accounted for, the form (4.111) is again assumed, and for the problem of linear stability, the amplitudes are assumed to have the form

\[ \eta_n(t) = \hat{\eta}_n e^{i\alpha_n t} \quad \text{(linear stability)} \quad (4.112) \]

where the actual complex wavenumber is

\[ K_n = \frac{1}{\hat{a}}(\Omega_n - i\alpha_n) \quad (4.113) \]

Now the perturbed mode corresponding to the \( n^{th} \) classical mode may either grow (\( \alpha_n > 0 \)) or decay (\( \alpha_n < 0 \)) in time. The actual frequency is

\[ \Omega_n = \omega_n + \delta\omega_n \quad (4.114) \]

Hence the problem of linear stability comes down to determining for each perturbed mode the frequency shift \( \delta\omega_n \) and the growth constant \( \alpha_n \). The basis for the calculation is the linearized form of the equations already treated.

Substitute (4.112) - (4.114) in Eq. (4.93), with \( F_{ne} = 0 \) to find

\[ (\Omega_n - i\alpha_n)^t = \omega_n^2 + \frac{\hat{F}_n}{\hat{\eta}_n} \]

where, for linear behavior, we write \( h = \hat{h} e^{i\alpha K_n}, f = \hat{f} e^{i\alpha K_n}, \) so \( \hat{F}_n = \hat{F}_n e^{i\alpha K_n} \). For the usual case, \( \alpha_n << \Omega_n \) and \( \Omega_n - \omega_n << 1 \), which must be satisfied to be consistent with approximations already made. Then separating the real and imaginary parts of the last equation, with the definition (4.96)\(a\) gives

\[ \Omega_n = \omega_n - \frac{\hat{a}^2}{2\omega_n \hat{p} \hat{E}_n^2} \left\{ \int \frac{\hat{h}^{(r)} + \hat{h}^{(i)}}{\hat{\eta}_n} \psi_n dV + \int \frac{\hat{f}^{(r)} + \hat{f}^{(i)}}{\hat{\eta}_n} \psi_n dS \right\} \]

\[ \alpha_n = \frac{\hat{a}^2}{2\omega_n \hat{p} \hat{E}_n^2} \left\{ \int \frac{\hat{h}^{(r)} + \hat{h}^{(i)}}{\hat{\eta}_n} \psi_n dV + \int \frac{\hat{f}^{(r)} + \hat{f}^{(i)}}{\hat{\eta}_n} \psi_n dS \right\} \quad (4.115)\]

in which \( (\_)^{(r)} \) and \( (\_)^{(i)} \) denote real and imaginary parts. These two formulas are the solution to the problem of linear stability. In particular, setting \( \alpha_n = 0 \) defines the stability boundary in terms of the various parameters arising in the functions \( h \) and \( f \). That result is the basis for the Standard Stability Prediction program (Nickerson et al., Ref. 4.32) written for the U.S. Air Force and widely used by industrial and governmental organizations to analyze the stability of motions in solid propellant rockets.

### 4.8.1 Rayleigh's Criterion

Probably the most widely quoted general principal in the field of combustion instabilities is Rayleigh's criterion formulated by Rayleigh in 1878:

"If heat be periodically communicated to, and abstracted from, a mass of air vibrating (for example) in a cylinder bounded by a piston, the effect produced will depend upon the phase of the vibration"
at which the transfer of heat takes place. If heat be given to the air at the moment of greatest condensation, or be taken from it at the moment of greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given at the moment of greatest rarefaction, or abstracted at the moment of greatest condensation, the vibration is discouraged.”

Roughly the gist of the principle is that heat addition tends most strongly to drive acoustic waves if the energy is added in the region of space where the oscillating pressure reaches greatest amplitude and is in phase. Suppose that the heat release associated with combustion is simply proportional to the pressure, so the fluctuation $Q' = \beta (p'/\bar{p})$ where $\beta$ is a complex constant. Suppose further that only one mode is present, so we write $p' = \bar{\eta}_m(t) \psi_m(F)$, a single term of the expansion (4.111). The simplest case is a steady oscillation, and $\eta_m(t) = \tilde{\eta}_m e^{i\omega_m t}$. Write $\beta = |\beta| e^{i\phi_Q}$ and the oscillation of heat addition is

$$Q' = |\beta| Q \tilde{\eta}_m \psi_m(F) e^{i(\omega_m t + \phi_Q)} \quad (4.116)$$

Rayleigh’s criterion then states that heat addition is most destabilizing if the fluctuation $Q'$ is in phase with the pressure oscillation, $\phi_Q = 0$. The assumed form already ensures that the magnitude of the oscillation of heat addition is maximum where the pressure oscillation has maximum amplitude. Although the principle seems fairly obviously true, these remarks do not serve as proof. The formulation described above can be used not only to establish the criterion but also to extend its application to all processes and nonlinear behavior (see Culick, Refs. 4.29 and 4.33). Zinn (Ref. 4.34) has also recently discussed Rayleigh’s criterion, but only for linear heat addition.

We take advantage of the fact that each acoustic mode has an associated oscillator having unit mass and natural frequency $\omega_n$, whose motion (i.e. time evolution of its amplitude $\eta_n$) is described by Eq. (4.93). The energy of a simple oscillator is the sum of its kinetic and potential energies,

$$E_n = \frac{1}{2} (\dot{\eta}_n^2 + \omega_n^2 \eta_n^2) \quad (4.117)$$

We interpret Rayleigh’s criterion to be a statement concerning the change $\Delta E_n$ of the energy in one cycle. The product of the force $(F_n + F_{ne})$ times the velocity $\dot{\eta}_n$ is the power input, so

$$\Delta E_n(t) = \int_{t}^{t+\tau_n} (F_n + F_{ne}) \dot{\eta}_n dt' \quad (4.118)$$

In general $\Delta E_n(t)$ varies with time, increasing from cycle to cycle for an unstable mode.

Indeed, for linear motions, if all processes are taken into account, $\Delta E_n$ is proportional to the growth constant $\alpha_n$ and this extended form of Rayleigh’s criterion is equivalent to the principle of linear stability (Refs. 4.29 and 4.33),

$$\Delta E_n = 2 \pi \omega_n \alpha_n \quad (4.119)$$

Thus the precise form of Rayleigh’s criterion stated above is found by taking only the part of $F_n$ representing heat addition and setting $F_{ne} = 0$. The result is (Ref. 4.33)

$$\Delta E_n(t) = (\alpha - 1) \frac{\omega_n}{\rho \bar{E}_n^2} \int \psi_n dV \int_{t}^{t+\tau_n} \eta_n Q' dt' \quad (4.120)$$

in which $Q'$ must be expressed in terms of real quantities. Thus, instead of the complex form we write in the case $Q'$ proportional to $p'$,

$$Q' = Q_o \psi_n (\beta_1 \eta_n + \beta_2 \tilde{\eta}_n) \quad (4.121)$$

where $\beta_1, \beta_2$ are real. The formula (4.120) leads to

$$\Delta E_n = \pi (\alpha - 1) \beta_1 \omega_n Q_o \quad (4.122)$$
Combination of (4.119) and (4.120) gives the convenient formula for the growth constant due to heat addition,

\[ \alpha_n = \frac{(\alpha - 1)\omega_n}{2\pi p E_n^2} \int \psi_n dV \int_0^{\tau_n} \eta_n Q'dt' \]  

(4.123)

where we have used the fact that \( \eta_n Q' \) has period \( \tau_n = 2\pi/\omega_n \) to shift the limits of the integral. We should also note that whereas the time derivative \( \partial Q'/\partial t \) appears as the source in the wave Eq. (4.60) and in the oscillator Eqs. (4.93), \( Q' \) itself occurs in (4.120) and (4.123), also a consequence of periodicity as explained in Ref 4.33.

4.9 ANALYSIS OF NONLINEAR BEHAVIOR

Considerable effort has been spent, for more than four decades, on experimental and analytical programs devoted to solving problems of combustion instabilities. Much of the work has been required to measure quantities which, because of the complex processes involved, cannot be predicted accurately from first principles. Analytical work has been concerned largely with linear behavior, the chief purpose being to predict stability of small disturbances in combustion chambers. Many useful results have been obtained, serving in practice to help design experiments, correlate data, and estimate the stability of new systems.

In theory, the problem of linear stability is essentially solved and well-understood; in practice the situation is quite different. The reason is that the information required to predict stability is always imperfectly known. Predictions therefore carry with them substantial inaccuracies. Moreover, it is difficult to obtain reliable data for the growth or decay rates of small disturbances in operating engines. Few results are available.

The situation in respect to nonlinear behavior of liquid rocket engines is quite different. The theory is far more difficult, contains a broad array of important problems, and is only in the beginning stages of development. Yet it is the nature of combustion instabilities that almost all data show significant nonlinear behavior. Indeed, the most important means of assessing the stability of liquid rocket engines — observation of the physical behavior following initiation of finite explosive charges (‘bombing’) — involves intrinsically nonlinear behavior. The theory of bombing, really the theory of nonlinear instabilities (sometimes called ‘triggering’) hardly exists and has produced no useful results.

For application to combustion instabilities, there are two fundamental problems to be integrated:

1. the conditions under which an unstable linear system will execute a stable limit cycle;
2. the conditions under which a stable linear system can be caused, by suitable disturbance, to execute a stable limit cycle.

Both of these problems were discussed for simple cases in Section 4.1 where we emphasized that a linearly unstable motion in a combustion chamber must normally be viewed as a self-excited system: an unstable motion therefore reaches finite amplitude only through the action of nonlinear processes. That is the substance of problem (1). Problem (2) is the problem of ‘bombing’ or ‘triggering.’ In the language of dynamical systems theory, problem (1) arises from a supercritical bifurcation and problem (2) from a sub-critical bifurcation.

We summarize briefly some of the recent results based on the analytical framework described in Section 4.7. Only nonlinear gasdynamics is accounted for, although it is well known that other nonlinear processes are significant — possibly essential — to explain some of the observed behavior. The reason for focusing on nonlinear gasdynamics is that, in a practical sense, this is the only nonlinear process that is known with full confidence. This the approach taken in recent work has been to understand as completely as possible the consequences and influences of the nonlinear gasdynamics. Differences from observed behavior should then, presumably, be ascribed to other processes. In liquid rocket engines, it seems probable that the next most important processes are those accomplishing the conversion of injected liquid to gases prior to combustion. Although ultimately the energy supplied to both the mean and unsteady flows must be generated by combustion, it appears likely that the chemical kinetics and burning processes are not normally the dominant tie-dependent processes in propulsion systems.
Despite its potential importance, nonlinear modeling of time-dependent injection processes (Section 4.4.2) remains in an unsatisfactory primitive state with virtually no detailed models available for use in the sort of approximate analysis described here. The time-lag model covers the matter, but for reasons explained in Section 4.5, that is not an informative basis for understanding combustion instabilities in either a fundamental or practical sense.

Before discussing the more recent results, we review briefly previous analyses other than numerical simulations. The following discussion is taken from the review by Culick (Ref. 4.35). Long before the work producing the approximate analysis reviewed here, much attention had been directed to nonlinear combustion instabilities. That the phenomena are intrinsically nonlinear was recognized practically from the earliest experimental results. In 1956, motivated partly by the common occurrence of transverse waves in combustors, Maslen and Moore (Ref. 4.36) treated finite amplitude waves, based on a power series expansion in the amplitude, but with no combustion and mean flow. Flandro (Ref. 4.37) extended that work to include combustion and flow, and succeeded in explaining the origin of roll torques observed occasionally in solid rockets.

Chu (Ref. 4.38) and Chu and Ying (Ref. 4.39) treated the problem of thermally driven nonlinear longitudinal oscillations with shock waves in a closed tube using the method of characteristics. Although the heat source was allowed to be sensitive to pressure in part of that work, no combustion and flow were accounted for.

Motivated partly by laboratory tests of gas-fueled rockets at Princeton, the first detailed analysis of the problem with combustion and flow was published by Sirignano (Ref. 4.40) and Sirignano and Crocco (Ref. 4.41), also using the method of characteristics, modified to include coordinate stretching following the PLK (Poincaré-Lighthill-Kuo) procedure. That work was followed by further analyses of longitudinal waves by Mitchell et al. (Ref. 4.42) and by Crocco and Mitchell (Ref. 4.43) using different methods allowing treatment of distributed combustion. At the same time, Zinn (Ref. 4.44) examined nonlinear behavior of transverse modes, based on expansion of the equation for the velocity potential in powers of the amplitude.

Those early works by the Princeton group were first to address quantitatively the broad subject of nonlinear motions in a combustion chamber. They were also first to expose some particular problems which remain unsolved in general, notably the possible existence of stable limit cycles and the conditions under which ‘triggering’ to stable or unstable limit cycles may occur. Apparently for at least three reasons, the approaches taken during the 1960s have not been pursued further by researchers outside the Princeton school: (1) particularly with the method of characteristics, the calculations become so detailed and divorced from physical behavior as to obscure understanding; (2) except in the analysis by Crocco and Mitchell (Ref. 4.43), the combustion zone was assumed to be thin and located at the end of the chamber, physically a serious limitation if one seeks general applications; and (3) perhaps more seriously, the ‘time-lag model’ of the combustion processes is used. It is true that any linear unsteady combustion process can be represented by a time-lag model, in practice amounting to definition of a transfer function. However, a serious difficulty arises with the usual assumption implied in all the works cited above, that the time lag is independent of frequency. That is rarely true. For example, it is known that the time lag is a critically strong function of frequency for unsteady burning of a solid propellant, being dominated by transient heat transfer in the condensed phase.

Nonlinear behavior of a dynamical system is both qualitatively and quantitatively dependent on the values of the parameters characterizing the linear behavior. Generalizations from particular results are almost never possible without actually performing the necessary analysis. Therefore, there is presently almost no basis for claiming generality for any of the results involving the time-lag model of linear behavior, however useful the model may be for other purposes.

The introduction by Zinn and Powell (Ref. 4.45) of the use of Galerkin’s method to study instabilities in liquid rockets, and later applied by Zinn and Lores (Ref. 4.46) and Lores and Zinn (Ref. 4.47) marked an important shift of emphasis on the type of analytical methods used in this field. As in the earlier works, the time-lag model of combustion is used, so the results are similarly restricted. However, the general approach, pursued independently by Culick (Ref. 4.28) for application to solid rockets, will accommodate very general representations of all nonlinear processes.
The discussion in Section 4.1, appealing to simple models, serves as an introduction to the more elaborate behavior found with solutions to the equations derived in Sections 4.3 and 4.7. We emphasize again that only gasdynamic nonlinearities are considered here. Although related work is still in progress, much understanding has been gained. Probably the most important conclusion is that while stable limit cycles can be found to exist in a broad range of conditions with only nonlinear gasdynamics, it appears that if no other nonlinear processes are present, the motions in a combustion chamber are not nonlinearly unstable. That is, at least one mode must be linearly unstable in order for limit cycles to exist.

4.9.1 Limit Cycles

Most of the results for limit cycles have been obtained for longitudinal modes and second-order acoustics (i.e. quadratic nonlinearities in the fluctuations). For any geometry, $F_n$ defined by (4.94)\(a\) has the form (4.106):

$$F_n = -\sum_{i=0}^{\infty} [D_{ni} \eta_i + E_{ni} \eta_i] - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} [A_{nij} \eta_i \eta_j + B_{nij} \eta_i \eta_j]$$

(4.124)

Purely longitudinal modes have the important special characteristic that the unperturbed natural frequencies are integral multiples of the fundamental. As a result, the double series in $F_n$ reduces to a single series, and the first-order equations obtained with time averaging become

$$\frac{dA_n}{dt} = \alpha_n A_n + \theta_n B_n + \frac{\eta \beta}{2} \sum_{i=1}^{\infty} A_i (A_{n-i} - A_{i-n} - A_{i+n}) - B_i (B_{n-i} + B_{i-n} - B_{i+n})$$

(4.125)$a, b$

$$\frac{dB_n}{dt} = -\theta_n A_n + \alpha_n B_n + \frac{\eta \beta}{2} \sum_{i=1}^{\infty} A_i (B_{n-i} + B_{i-n} - B_{i+n}) + B_i (A_{n-i} - A_{i-n} + A_{i+n})$$

where $\alpha_n = -D_{nn}/2$, $\theta_n = -E_{nn}/2 \omega_n$ and

$$\beta = \frac{7 + 1}{8} \omega_1$$

(4.126)

Although actual systems rarely show $\omega_n = n \omega_1$ exactly, there are many instances, particularly of solid and liquid rockets, when the spectrum of frequencies closely satisfies this condition. Hence this special case has received much attention since it was first studied by Gulick (Ref. 4.28). Prior to that time, no formal theory existed to explain the observed occurrences of steady nonlinear periodic oscillations, i.e. limit cycles; calculations of limit cycles had been carried out in earlier works cited above, but analytical results had not been obtained owing to the nature of the methods used.

Most attention was therefore directed to discovering first whether limit cycles could be predicted, and second the conditions determining their existence and stability. Note that the constant $\beta$ can be absorbed as a scaling parameter ($\beta^{-1}$ is a time scale) so that all of the behavior — linear and nonlinear — is determined by the values of the linear parameters ($\alpha_n$, $\theta_n$), which contain completely the influences of all linear processes. In the earliest work, the existence of limit cycles was established by solving Eqs. (4.125)$a, b$ numerically for ranges of the linear parameters.

Confidence in the approximate analysis was gained quite early with successful comparisons and numerical solutions to the partial differential equations (Levine and Culick, Refs. 4.48 and 4.49). Several problems were examined, including development of a disturbance into a weak shock wave (no combustion or mean flow), decay of large amplitude waves due to the presence of condensed material, and the growth of a combustion instability to a limit cycle in a solid rocket. Using more efficient numerical routines developed by Levine and Baum (Ref. 4.50), Culick and Yang (Ref. 4.30) have reported the example shown in Figure 4.12 showing the waveform in a limit cycle computed with the numerical and approximate analysis (for five modes). The frequencies (shifted due to perturbations) and the amplitudes of the modes are predicted quite well by the approximate analysis as Table 4.1 shows.
The frequencies agree within 3%, illustrating the familiar fact that accurate prediction of frequencies is not a demanding test of an approximate analysis — good approximations should (as here) be built into the formulation. More to the point is the good agreement of the amplitudes except for the highest \((n = 5)\) mode. The reason for the higher approximate values is that truncation to five modes eliminates energy transfer to higher modes where it is ultimately dissipated. We shall see that the intrinsic tendency for energy transfer upwards is an important fundamental property of these problems, having a strong influence on the development of limit cycles from small initial disturbances.

While it is useful to be able to obtain results of this sort — inexpensive and accurate approximations to nonlinear behavior — this is only part of the story. It is perhaps even more significant both theoretically and practically, to establish the qualitative dependence of nonlinear behavior on the linear parameters. The special
structure of the nonlinear Eqs. \((4.124)a, b\) allows considerable progress in that respect. Awad and Culick (Ref. 4.51) reported the first formal results for existence and stability of limit cycles for purely longitudinal modes, using Eqs. \((4.124)a, b\), although as noted above, the question had previously been primarily addressed with numerical solutions. Closed form results have been obtained only for the case of two modes; here we only describe the gist of the matter.

For two modes, Eqs. \((4.124)a, b\) become

\[
\frac{dA_1}{dt} = \alpha_1 A_1 + \theta_1 B_1 - \beta(A_1 A_2 - B_1 B_2)
\]

\[
\frac{dB_1}{dt} = \alpha_1 B_1 - \theta_1 A_1 + \beta(B_1 A_2 - A_1 B_2)
\]

\[
\frac{dA_2}{dt} = \alpha_2 A_2 + \theta_2 B_2 + \beta(A_1^2 - \beta_1^2)
\]

\[
\frac{dB_2}{dt} = \alpha_2 B_2 - \theta_2 A_2 + 2\beta B_1 A_1
\]

Limit cycles correspond to equilibrium states for this system. There are two possible cases: \(A_n = B_n = 0\), or

\[
A_n = a_n \cos(\nu_n t + \psi_n), \quad B_n = a_n \sin(\nu_n t + \psi_n).
\]

In the first case, the functions \(A_n, B_n\) are constant in the limit cycle and in the second case they oscillate, with frequencies \(\nu_n\). The two possibilities were first discovered in the numerical calculations reported by Culick (Ref. 4.28) and confirmed theoretically by Awad and Culick (Ref. 4.51).

The analysis then proceeds as follows. First substitute in \((4.127)a, b, c, d\) the assumed forms for the \(A_n, B_n\) in the limit cycle and solve the algebraic equations. It is a consequence of the special structure of those equations that formulas for the amplitudes can be derived, simultaneously with conditions for their existence. Let subscript \((\ )_0\) denote values in the limit cycle; then for the case when the amplitudes are constant in the limit cycle, the results may be written:

\[
A_{10} = \frac{1}{\beta} \left[ -\alpha_1 \alpha_2 \left(1 + \frac{\theta_2^2}{\alpha_1^2}\right) \right]^{\frac{1}{2}}
\]

\[
B_{10} = 0
\]

\[
A_{20} = \frac{1}{\beta} \alpha_1
\]

\[
B_{20} = \frac{1}{\beta} \theta_2
\]

These formulas are not unique. Because there is an arbitrary phase on the limit cycle, one constant is undetermined; here its value has been fixed by setting \(B_{10} = 0\).

If the amplitudes are allowed to oscillate in the limit cycle, producing a small shift in the modal frequencies, then

\[
A_n = a_n \cos(\nu_n t + \psi_n); \quad B_n = a_n \sin(\nu_n t + \psi_n)
\]

The frequency shifts are found to be

\[
\nu_1 + \frac{1}{2} \nu_2 = -\frac{\alpha_1 \theta_1 + \alpha_2 \theta_2}{2\alpha_2 - \alpha_1}
\]

and the maximum amplitudes are

\[
a_1 = \left\{ -\frac{\alpha_1 \alpha_2}{\beta_2} \left[ 1 + \left( \frac{2\theta_1 - \theta_2}{2\alpha_1 + \alpha_2} \right)^2 \right] \right\}^{\frac{1}{2}}
\]

\[
a_2 = \frac{\alpha_1}{\beta} \left[ 1 + \left( \frac{2\theta_1 - \theta_2}{2\alpha_1 + \alpha_2} \right)^2 \right]^{\frac{1}{2}}
\]
Because $A_{10}$, Eq. (4.128), and $a_1$, Eq. (4.130), must be real, one necessary condition for existence is

$$\alpha_1 \alpha_2 < 0$$  \hspace{1cm} (4.131)

The physical interpretation of this condition follows from the meaning of the $\alpha_n$ as growth or decay constants. If $\alpha_n$ is positive (negative) then in the linear approximation, energy is added (lost) to the $n$th mode. Hence (4.131) represents the requirement the one mode must gain energy and one must lose energy in order that the oscillations should reach a steady sustained amplitude. If both $\alpha_1$ and $\alpha_2$ are negative, the system is absolutely stable, and if $\alpha_1$ and $\alpha_2$ are both positive, the motions grow without limit. The nonlinear terms in (4.125), $a$, and hence in (4.127), $a, b, c$, cause transfer of energy from one mode to another.

Conditions for stability of the limit cycles are determined by examining the evolution of small disturbances from the stationary states. A set of inequalities is deduced from application of the Routh-Hurwitz or Liénard criteria to the characteristic polynomial. Figure 4.13 (taken from Ref. 4.52) shows one way of displaying the results in terms of the linear parameters. Ranges of the parameters for which stable limit cycles exist are indicated by the hatched lines.

It seems remarkable that simple conditions of existence and stability can be obtained for transverse modes, in a cylindrical chamber, by following the same approach used to treat longitudinal modes. The reason is that the time-averaged equations again have a special structure allowing the calculations to be carried out again for two modes. What makes this surprising is that because the natural frequencies do not satisfy the condition $\omega_n = n\omega_1$, the time-averaged equations contain modulation on the right-hand side.

Before averaging, use of (4.124) leads to the set of equations valid for second-order acoustics,

$$\frac{dA_n}{dt} = -\frac{1}{2\omega_n} \sum_{i=1}^{\infty} \left\{ C_{ni} [\cos(\omega_n + \omega_i)t + \cos(\omega_n - \omega_i)t] + S_{ni} [\sin(\omega_n + \omega_i)t - \sin(\omega_n - \omega_i)t] 
- \frac{1}{2\omega_n} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left\{ F_{nij} a_{ij} [\cos(\omega_n + \omega_{ij+})t + \cos(\omega_n - \omega_{ij+})t] 
+ G_{nij} b_{ij} [\cos(\omega_n + \omega_{ij+})t + \cos(\omega_n - \omega_{ij+})t] 
- F_{nij} d_{ij} [\sin(\omega_n + \omega_{ij+})t - \sin(\omega_n - \omega_{ij+})t] 
+ G_{nij} e_{ij} [\sin(\omega_n + \omega_{ij-})t - \sin(\omega_n - \omega_{ij-})t] \right\} \right\}$$  \hspace{1cm} (4.132)

where

$$\omega_{ij+} = \omega_i + \omega_j \quad \omega_{ij-} = \omega_i - \omega_j$$

$$C_{ni} = \omega_i D_{ni} A_i + E_{ni} B_i \quad S_{ni} = -\omega_i D_{ni} B_i + E_{ni} A_i$$

$$F_{nij} = \omega_j A_{nij} - B_{nij} \quad G_{nij} = \omega_i A_{nij} + B_{nij}$$

$$a_{ij} = \frac{1}{2} (A_i A_j - B_i B_j) \quad b_{ij} = \frac{1}{2} (A_i A_j + B_i B_j)$$

$$d_{ij} = \frac{1}{2} (A_i B_j + A_j B_i) \quad e_{ij} = \frac{1}{2} (A_i B_j - A_j B_i)$$

A similar equation defines $\dot{B}_n$; see Yang and Culick (Ref. 4.53) where further details of the analyses and the numerical values of the coefficients $F_{nij}$ and $G_{nij}$ are given. Three modes are considered: the first and second tangential and the first radial having the following wave numbers and mode shapes:
First Tangential Mode (1T)

\[ \kappa_1 R = 1.8412 \quad \psi_1 = \cos \theta J_1(\kappa_1 r) \quad \psi_4 = \sin \theta J_1(\kappa_1 r) \]  

(4.133)

First Radial Mode (1R)

\[ \kappa_2 R = 3.8317 \quad \psi_2 = J_0(\kappa_2 r) \]  

(4.134)

Second Tangential Mode (2T)

\[ \kappa_3 R = 3.0542 \quad \psi_3 = \cos 2\theta J_2(\kappa_3 r) \quad \psi_5 = \sin 2\theta J_2(\kappa_3 r) \]  

(4.135)

Degeneracy of the tangential modes leads to the existence of standing or spinning waves, but here we consider only standing waves.

One interesting feature is that the coefficients \( F_{n\kappa} \) and \( G_{n\kappa} \) associated with nonlinear gasdynamical self-coupling are nonzero only for the first radial mode. However, these are eliminated in the averaging process so, as in the case of purely longitudinal modes, there is apparently no significant self-coupling. Absence of self-coupling is a qualitative property of the problem that has significant consequences in respect to nonlinear stability.

The averaged equations for \( A_n \) and \( B_n \) are:

First Tangential Mode (1T)

\[
\frac{dA_1}{dt} = \alpha_1 A_1 + \theta_1 B_1 + 2[a_1 b_{12} \cos \Omega_1 t + a_2 b_{13} \cos \Omega_2 t] + 2[a_1 a_{12} \sin \Omega_1 t + a_2 a_{13} \sin \Omega_2 t] 
\]

(4.136)

\[
\frac{dB_1}{dt} = -\theta_1 A_1 + \alpha_1 B_1 - 2[a_1 b_{12} \sin \Omega_1 t + a_2 b_{13} \sin \Omega_2 t] + 2[a_1 a_{12} \cos \Omega_1 t + a_2 a_{13} \cos \Omega_2 t] 
\]

(4.137)
First Radial Mode (1R)

\[ \frac{dA_2}{dt} = \alpha_2 A_2 + \theta_2 \beta_2 + b_1 \left[ (A_1^2 - B_1^2) \cos \Omega_1 t - 2A_1 B_1 \sin \Omega_1 t \right] \quad (4.138) \]

\[ \frac{dB_2}{dt} = -\theta_2 A_2 + \alpha_2 B_2 + b_1 \left[ (A_1^2 - B_1^2) \sin \Omega_1 t + 2A_1 B_1 \cos \Omega_1 t \right] \quad (4.139) \]

Second Tangential Mode (2T)

\[ \frac{dA_3}{dt} = \alpha_3 A_3 + \theta_3 B_3 + b_2 \left[ (A_1^2 - B_1^2) \cos \Omega_2 t - 2A_1 B_1 \sin \Omega_2 t \right] \quad (4.140) \]

\[ \frac{dB_3}{dt} = \alpha_3 B_3 - \theta_3 A_3 + b_2 \left[ (A_1^2 - B_1^2) \sin \Omega_2 t + 2A_1 B_1 \cos \Omega_2 t \right] \quad (4.141) \]

where

\[ a_1 = 0.1570 \left( \frac{\bar{a}}{R} \right) \quad a_2 = -0.0521 \left( \frac{\bar{a}}{R} \right) \]

\[ b_1 = -0.1504 \left( \frac{\bar{a}}{R} \right) \quad b_2 = 0.1873 \left( \frac{\bar{a}}{R} \right) \]

and

\[ \Omega_1 = 2\omega_1 - \omega_2 = -0.1493 \left( \frac{\bar{a}}{R} \right) \quad \Omega_2 = 2\omega_1 - \omega_3 = 0.6282 \left( \frac{\bar{a}}{R} \right) \quad (4.142) \]

Note particularly that all of the nonlinear terms on the right-hand sides of equations (4.136) - (4.141) contain modulation factors oscillating at either \( \Omega_1 \) or \( \Omega_2 \).

Solutions for two combinations of two modes have been obtained: first tangential and first radial modes (1T/1R); and first and second tangential modes (1T/2T). For the case (1T/1R), write \( A_n \) and \( B_n \) in terms of an amplitude and phase:

\[ A_n = r_n(t) \cos \Phi_n(t) \quad B_n = r_n(t) \sin \Phi_n(t) \quad (4.143) \]

and substitute in (4.136) - (4.141). Dropping terms dependent on the second tangential mode leads to the system

\[ \frac{dr_1}{dt} = \alpha_1 r_1 + a_1 r_1 r_2 \cos (2\Phi_1 - \Phi_2 + \Omega_1 t) \quad (4.144) \]

\[ \frac{dr_2}{dt} = \alpha_2 r_2 + b_1 r_1^2 \cos (2\Phi_1 - \Phi_2 + \Omega_1 t) \quad (4.145) \]

\[ \frac{d\Phi_1}{dt} = -\theta_1 - a_1 r_2 \sin (2\Phi_1 - \Phi_2 + \Omega_1 t) \quad (4.146) \]

\[ \frac{d\Phi_2}{dt} = -\theta_2 + b_1 \frac{r_2^2}{r_1} \sin (2\Phi_1 - \Phi_2 + \Omega_1 t) \quad (4.147) \]

The fact that all right-hand sides contain the same time-varying argument, \( 2\Phi_1 - \Phi_2 + \Omega_1 t \) is crucial to producing simple results.

In the limit cycle, the amplitudes \( r_{\infty} \) are constant, and their values are found as the solutions to the algebraic equations given by setting to zero the left-hand sides of (4.144) - (4.147). The results are

\[ r_{10} = \sqrt{\frac{\alpha_1 \alpha_2}{a_1 b_1} \left[ 1 + \left( \frac{2\theta_1 - \theta_2 - \Omega_1}{2\alpha_1 + \alpha_2} \right)^2 \right]^{\frac{1}{2}}} \quad (4.148) \]

\[ r_{20} = \frac{\alpha_1}{a_1} \left[ 1 + \left( \frac{2\theta_1 - \theta_2 - \Omega_1}{2\alpha_1 + \alpha_2} \right)^2 \right]^{\frac{1}{2}} \quad (4.149) \]
Because \( \alpha_1 \beta_1 \) is negative (see the values given above), \( \alpha_1 \alpha_2 \) must be negative to make \( r_{10} \) real. The physical reason is the same as that explained in connection with the same result (4.131) for longitudinal modes.

Just as for longitudinal modes, we must allow for frequency shifts in the limit cycle. Eventually the results are found for the time-dependent amplitudes \( \eta_{na} \):

\[
\eta_{10} = r_{10} \sin \left[ (\omega_1 + \nu_1)t + \zeta_1 \right] \\
\eta_{20} = r_{20} \sin \left[ 2(\omega_1 + \nu_1)t + \zeta_2 \right]
\]

where

\[
2\zeta_1 - \zeta_2 = \tan^{-1} \left[ \frac{(\omega_2 - \theta_2) - 2(\omega_1 - \theta_1)}{2\alpha_1 + \alpha_2} \right]
\]

We can set either \( \zeta_1 \) or \( \zeta_2 \) equal to zero because zero phase is arbitrary. In the limit cycle, the participating motions must have frequencies that are integral multiples of the fundamental in order that the motion be periodic. That (4.150)\( a, b \) satisfy this requirement is a partial confirmation that the approximations used in the averaging process are correct. The result was found also by Zinn and Powell (Ref. 4.45) in their numerical analysis of transverse modes. Figure 4.14 (taken from Ref. 4.53) shows two examples of limit cycles for this case; the values of the limiting amplitudes are independent of the initial conditions.
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Establishing the conditions for stability of the limit cycles follows the procedure outlined in the preceding section. The necessary and sufficient conditions are
\[ \begin{align*}
\alpha_1 \alpha_2 &< 0 \\
\alpha_1 + \alpha_2 &< 0 \\
2\alpha_1 + \alpha_2 &< 0
\end{align*} \]

For \( \alpha_1 < 0 \) the additional condition must be met
\[ \alpha_1 > \frac{-|K|}{2 + \xi} \left( \frac{-\xi^2 + 2\xi + 2}{\xi^2 + 2\xi + 2} \right)^{\frac{1}{2}} \]

where \( K = 2\theta_1 - \theta_2 - \Omega_1 \) and \( \xi = \alpha_2/\alpha_1 \) must lie in the range \( 1 - \sqrt{3} \leq \xi < 0 \).

Similar results have also been found for the case \((1T/2T)\). Moreover, the case of three modes \((1T, 2T, 1R)\) can be solved for the amplitudes in the limit cycle but simple formulas defining the stability of those limit cycles cannot be found.

### 4.9.2 Application of Bifurcation Theory and a Continuation Method

The approximate analysis described here is intended to serve two main purposes: to provide an efficient means of performing routine calculations for analysis and design; and to furnish a theoretical framework within which observed behavior of combustion instabilities may be understood. Even with the formal representation reduced to a set of coupled first-order equations, it is difficult to extract the sort of qualitative information necessary to satisfactory understanding. Accordingly, much effort has been expended in the past few years on the simplest possible case, the approximate model in which only two modes are accounted for. It is remarkable, a consequence of the special form of the gasdynamical nonlinearities, that simple explicit results can be obtained for a useful variety of special problems, as we have seen in the preceding section.

Because of its simplicity, the two-mode approximation based on time-averaging is an attractive basis for studying the nonlinear characteristics of combustion instabilities. This model can of course also accommodate other nonlinear processes, although presently results are available only for nonlinear gasdynamics. Within the model itself, it is impossible to assess the limits of validity, or the general consequences of, the two basic features defining the model: truncation of the modal expansion (4.91) to two terms; and time-averaging. One way of checking the accuracy of the results is to compare directly with results of numerical simulations, as in the example given for longitudinal modes in Section 4.9.1.
Some effects of truncation can be discovered simply by solving a succession of problems, increasing the
number of modes with the same linear parameters $\alpha_n, \theta_n$. What one finds depends in the first instance
where the values for $\alpha_1, \theta_1, \alpha_2, \theta_2$ lie on the stability diagram for limit cycles. Figure 4.15 (taken from
Ref. 4.52) shows that, for example, a limit cycle unstable in the two-mode approximation can, under some
circumstances, be made stable by accounting for more modes. One conceivable strategy would be a survey of
special cases, solving the time-averaged equations and the second-order oscillator equations, with and without
modal truncation.

It becomes an immense task to discover all possible sorts of behavior due to the large number of param­
eters: for a given geometry, there are two for each mode considered plus whatever quantities are introduced* by
nonlinear processes. That is why exact solutions, such as those for the two-mode approximation, are so
important. However, only a few exact solutions have been found, and only for problems restricted in three
important aspects already noted: the only nonlinear process is gasdynamics; the modal expansion is truncated
to a small number of modes; and the time-averaged equations have been used. For both theoretical purposes
and for practical applications it is essential to avoid these restrictions.

In the absence of analytical solutions, it is necessary to resort to numerical methods. Numerical simu­
lations for the system of coupled oscillators can be carried out without serious difficulties, but that is an
expensive procedure. It is more efficient and productive of useful information to apply a continuation method
for computing stationary states (e.g. limit cycles) of the dynamical system as one or more parameters are
changed. Well known in other fields, the approach has been adapted by Jahnke and Culick (Ref. 4.54) to inves­
tigate nonlinear combustion instabilities. The procedure is broadly the following, for the case of longitudinal
modes and only nonlinear second-order acoustics.

First the system (4.93) of oscillator equations is put in the form
\[
\dot{x} = f(x, \mu(\epsilon)) \tag{4.154}
\]
where $x$ is a vector of dependent variables (the state vector), $\mu$ represents the parameters $(\alpha_n, \theta_n)$, and $\epsilon$ is a
small parameter, here of the order of the average Mach numbers. After rescaling time, $t \rightarrow \omega_1 t$ and defining
the variable $\delta_n = \dot{\eta}_n$, the equations (4.93) with $F_n$ written for longitudinal modes, can be put in the form
(4.154), with $x = (\eta_n, \delta_n)$:
\[
\begin{align*}
\dot{\eta}_n &= \delta_n \\
\dot{\delta}_n &= -n^2 \eta_n + 2\alpha_n \delta_n + 2n\theta_n \eta_n \\
&= - \sum_{i=1}^{n-1} \left[ C_{ni}^{(1)} \delta_{n-i} + D_{ni}^{(1)} \eta_{n-i} \right] \\
&= -2 \sum_{i=1}^{\infty} \left[ C_{ni}^{(2)} \delta_{n-i} + D_{ni}^{(2)} \eta_{n+i} \right] \tag{4.155}
\end{align*}
\]

To obtain numerical results, the modal expansion must be truncated at some number of modes $n = N$. Following
the method outlined in Section 4.7, or similar procedures, the system (4.155) can also be time
averaged. By carrying out calculations for both (4.155) and the time-averaged system, and for increasing
$N \geq 2$, it is then possible to determine the consequences of modal truncation and time averaging.

The next step is to determine the stationary states defined by $\dot{x} = 0$, the solution to
\[
f(x, u) = 0 \tag{4.156}
\]
or the corresponding time-averaged equation. This is of course exactly what was done in Section 4.9.1 to
determine the existence of limit cycles. In general, solving (4.156), which is a set of $N$ coupled nonlinear

* Note that nonlinear gas dynamics alone does not bring any new parameters, in addition to those set by
the geometry, if the mean flow is not accounted for.
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equations, becomes difficult. A continuation method (we have used that worked out by Doedel and Kernevez, Ref. 4.55) is a recipe for finding the values of the dependent variables \( x_0 \) defining the stationary states as the parameters \( \mu \) are varied ('continued') from some initial values. At each stage, after the values of \( \mu \) have been changed, the stability of the new stationary state is determined by computing the eigenvalues of the Jacobian matrix arising in the linearized problem. That process also identifies bifurcations.

Use of a continuation method does not resolve the difficulty of determining the behavior over broad ranges of many parameters. However, the procedure does impose a certain systematic approach and yields much more information than one obtains from numerical simulations alone. One example makes the point.

The two-mode approximation with time averaging produces the result summarized in Figure 4.13 for longitudinal modes: stable limit cycles exist only if the values of the parameters \( \alpha_n, \theta_n \ (n = 1, 2) \) lie in certain ranges defined by a stability boundary. It is not possible within that restricted analysis to state whether the presence of the stability boundary is intrinsic to the physical mode, or is due to the approximations of modal truncation and/or time averaging. With the continuation method we have partly resolved the question. For a particular set of fixed parameters \( (\theta_1, \alpha_2, \theta_2) \) and \( \alpha_1 \) varied, the stability region for the original equations without time averaging is reduced and in fact a turning point bifurcation appears as \( \alpha_1 \) is increased from zero.

More interestingly and significant is the result, again for fixed values of the other parameters, the stability boundary apparently does not exist if enough modes are accounted for. Figure 4.15 already suggests the possible importance of truncation. With the continuation method, the effect of truncation can be found in straightforward fashion. The values of all parameters except \( \alpha_1 \) are fixed \( (\alpha_n < 0 \text{ for } n \geq 2) \) and \( \alpha_1 \) is varied from zero so the first mode is linearly unstable. Figures 4.16 and 4.17 show the amplitudes for the cases of two modes and four modes. With the averaged equations and the two-mode approximation, the amplitudes become infinite when \( \alpha_1 = 131 \) (i.e. on the stability boundary). However, the second-order equations have a turning-point bifurcation at \( \alpha_1 = 131 \), Figure 4.16.
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In contrast, when four modes are accounted for, as shown in Figure 4.17, there is neither a stability boundary nor a bifurcation for $\alpha_1$ less than 300. No results have been computed in this case for the time-averaged equations although other examples suggest that the region of stability is at least expanded when more modes are included.

Figure 4.17

Further details and examples are given by Jahnke and Culick (Ref. 4.54). It seems at this time that the application of a continuation method offers the best means of understanding the global behavior of the dynamical system (4.93) representing combustion instabilities. Work is in progress to include other nonlinear processes and to obtain results for modes other than purely longitudinal.

4.9.3 Nonlinear Instabilities ("Triggering")

Aside from their technical significance in the field of unsteady combustion, nonlinear instabilities have two practical applications: first, any real engine becomes unstable when exposed to a sufficiently strong internal disturbance, a phenomenon important to understand; and second, stability rating, the method used in the U.S. to rate the resistance of linearly stable engines to triggering, is understandable only in the context of nonlinear instabilities.

In the grand scheme of this subject, theory, analysis, and laboratory work should establish the laws governing unsteady behavior, scaling laws, dependence on geometry, and other parameters defining linear and nonlinear behavior. If the task could be carried to completion, then the basis would exist for minimum development costs of stable engines, with test programs planned mainly to confirm expected performance and stability. The actual case is far from the ideal and important testing procedures devised to establish stability characteristics of engines remain an important — and expensive — part of any development program. Those procedures define the process called 'stability rating.'

As in much of this subject, NASA report SP-194 (Ref. 4.56) remains the most complete reference for stability. Little seems to have changed in the past 20 years except for the improvements in instrumentation,
data acquisition, and data processing. Although there are other methods used to investigate special aspects of stability (e.g. oscillations involving the propellant supply system), we shall discuss briefly here only the two basic methods used routinely to determine the stability of high-frequency wave modes in a chamber. ‘Bombing’ a chamber by initiating small explosive charges is the older of the two, having been introduced in the 1950s; the second method is called ‘temperature ramping’ in which the temperature of one of the propellants, usually the fuel, is increased more or less linearly in time until an unstable motion develops spontaneously, or, less commonly, the transient following a small explosion becomes a sustained oscillation. Because there is ample guidance available for applying these methods, nothing is added here by elaborating details. Rather, we shall only try to provide a general context with examples.

We have emphasized that there are two general kinds of stability: linear and nonlinear. ‘Stability rating’ in the linear sense means determining the stability boundary in some space of parameters. For example, when the \( n-T \) model of unsteady combustion in used, the essential parameters are of course \( n \) and \( T \). However, as explained in Section 4.4.5, the values of \( n \) and \( T \) can only be inferred as functions of parameters that can be controlled experimentally, such as oxidizer-fuel ratio or geometrical properties of the chamber. Determining \( n \) and \( T \) from experimental work requires a model (normally that producing Eq. (4.78)) and a linear stability theory giving two formulas for \( n \) and \( T \). Thus the procedure is truly semi-empirical, based on a mixture of theoretical and observational results. As used in engine development, methods of stability do not appeal to any theoretical results. A limited number of parameters are changed (the size of explosive charge or the propellant temperature) and the stability of motions is then assumed in some simple terms such as rate of decay or growth of oscillations or perhaps just growth or decay. Frequency shifts are normally small, or cannot be interpreted meaningfully, so the best one can do in rating linear stability is to determine the rate of growth or decay.

For rocket engines, the only practical means of assessing nonlinear stability is based on detonating small explosive charges. A typical strategy involves a sequence of charges, increasing in size to reach a condition when the disturbance no longer decays but continues as more-or-less periodic large-amplitude motions. Empirical rules have been constructed to define what constitutes acceptable dynamic stability of a chamber.

Nonlinear stability or instability is intrinsically a far more difficult matter than linear stability. There is no satisfactory, comprehensive theory for nonlinear combustion instabilities although much is known in respect to the stability of nonlinear dynamical systems generally. ‘Nonlinear instability’ means that a linearly stable system becomes unstable to a sufficiently large disturbance. In the field of combustion instabilities, we are concerned with systems that contain sources and sinks of energy. The problem of nonlinear instability is therefore not simply an elaboration of the motion of a rotating pendulum in a gravitational field; in that case, small initial disturbances produce small-amplitude to-and-fro oscillations, but sufficiently large disturbances cause the pendulum to execute continuing circular motions.

For practical applications, the general problem of nonlinear instability is the most important unsolved theoretical problem in this field. There is no reason to question the validity of the approximate analysis as a framework for investigating this phenomenon. Furthermore, with the great advances in dynamical systems theory accomplished in the recent past, all necessary methods of solution are available. Thus we conclude that the primary realistic obstacle to obtaining results is modeling the dominant nonlinear processes which, we contend, as we emphasized earlier in this section, are likely those classified here as injection processes.
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