Adjoint centroid-moment tensor inversions
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SUMMARY

We determine centroid-moment tensor (CMT) solutions by minimizing waveform differences between observed and simulated seismograms based on an adjoint method. Synthetic seismograms and Fréchet derivatives are calculated based on a spectral-element method. The non-linear adjoint CMT inversion algorithm requires three simulations for each iteration: one ‘forward’ simulation to obtain synthetics for the current source parameters, one ‘adjoint’ simulation which involves injecting time-reversed differences between observed and simulated seismograms as simultaneous virtual sources at each of the receivers, and an extra forward simulation to compute the step length in the conjugate-gradient direction. Whereas the vertical component of the adjoint wavefield reflects the radiation pattern near the centroid location, the components of the adjoint strain tensor capture the elements of the moment tensor. We use the method to determine adjoint CMT solutions for two representative southern California earthquakes using recent 3-D crustal model CVM-6.2. The adjoint CMT solutions are in good agreement with classical Hessian-based CMT solutions involving 3-D Green’s functions. In general, adjoint CMT inversions require fewer numerical simulations than traditional Hessian-based inversions. This faster convergence holds promise for multiple moment-tensor and kinematic rupture inversions in 3-D earth models.
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1 INTRODUCTION

Estimating accurate earthquake source parameters is one of the most important tasks in modern seismology. Since the early 1980s, the global Centroid-Moment Tensor (CMT) project (www.globalCMT.org) routinely determines earthquake source parameters for all $M_w \geq \sim 5.5$ global earthquakes (e.g. Dziewonski et al. 1981; Ekström 2007). At regional scales, body and surface waves are used to provide source parameters for intermediate earthquakes (e.g. Wallace et al. 1981; Ritsma & Lay 1993). For larger earthquakes, finite-fault inversions attempt to map spatial and temporal distributions of slip (e.g. Olson & Aspel 1982; Hartzell & Heaton 1983; Hartzell et al. 1996; Ji et al. 2002).

In recent years, there have been efforts to image the rupture process based on backprojection techniques (e.g. Ishii et al. 2005; Walker et al. 2005) and the concept of time reversal (e.g. Larmat et al. 2006, 2008, 2010). The advantage of backprojection or time-reversal methods is that they require no prior knowledge of the source itself, and enhance signal-to-noise ratios by utilizing a large number of stations, thereby stacking coherent information in seismic data. Furthermore, such methods facilitate physical interpretations of complicated earthquake rupture processes (e.g. Hjörleifsdóttir et al. 2009). Connections between time-reversal source imaging and conventional moment-tensor inversions are discussed by Tromp et al. (2005) and Kawakatsu & Montagner (2008).

Southern California is of particular interest to geoscientists due to its geological and tectonic complexity, and potential seismic hazards from active faults. The abundance of high-quality data from the Southern California Seismic Network (SCSN) has made it possible to study space–time distributions and source mechanisms of southern California earthquakes in great detail (e.g. Zhao & Helmberger 1994; Chen et al. 2005, 2010). Several source parameter inversion methods, utilizing different portions of three-component broad-band seismograms (e.g. $P_{nl}$, long-period surface waves, or both), have been applied to southern California earthquakes (e.g. Helmberger & Engen 1980; Dreger & Helmberger 1991; Thio & Kanamori 1995; Zhu & Helmberger 1996; Liu et al. 2004; Tan 2006; Hauksson et al. 2008).

Rapid recent advances in computer technology and numerical methods have enabled accurate simulations of seismic wave propagation in complex 3-D earth models both on regional (Komatitsch & Tromp 1999; Komatitsch et al. 2004; Olsen et al. 2006) and global scales (Komatitsch & Tromp 2002a,b). For southern California earthquakes, utilizing the CVM-H model developed by the Southern California

Recently, Tape et al. (2009, 2010) determined a model of the southern California crust based on an iterative tomographic inversion utilizing an adjoint method for the calculation of structural Fréchet derivatives. The inversion used the SECC CVM-H model as a starting model, utilized selected waveforms based on an automated window selection algorithm (Maggi et al. 2009), computed Fréchet derivatives based on the interaction between forward and adjoint wavefields and iteratively improved the model based on a non-linear conjugate–gradient algorithm. The updated model, CVM-H6.2, exhibits ± 30 per cent variations in shear wave speed relative to the CVM-H starting model, significantly reduces delay times, and generally improves waveform fits between data and synthetics.

Strong 3-D heterogeneity introduces significant systematic errors in source-parameter inversions based on simple 1-D models. Therefore, it is important to use 3-D Green’s functions in point-source or finite-fault inversions for events in regions with complicated crustal structure, such as southern California. Unfortunately, numerical simulations of 3-D Green’s functions are computationally expensive, rendering classical Hessian-based source inversions impractical.

In this study, we introduce the theoretical framework for adjoint centroid-moment tensor inversions based on a conjugate–gradient algorithm, particularly in the context of 3-D SEM simulations. We examine both vertical component adjoint displacements and adjoint strain tensors in the vicinity of the source for all the basic earthquake mechanisms, thereby illustrating relationships between mechanism and adjoint wavefield. We use the new southern California crustal model CVM-H6.2 to illustrate the inversion technique for two earthquakes, namely, the 2001 September 9, Ms = 4.3 Hollywood event and the 2008 July 29, Ms = 5.4 Chino Hills event, and compare our results with solutions obtained based on classical Hessian-based moment-tensor inversions (Liu et al. 2004). Finally, we also test robustness of the technique and investigate the importance of the initial solution and the choice of source parametrization.

2 ADJOINT CENTROID-MOMENT TENSOR INVERSION

Fréchet derivatives of misfit functions with respect to earthquake source parameters were derived previously for point-source (e.g. Tromp et al. 2005; Liu & Tromp 2006; Tape et al. 2007) and finite-fault inversions (e.g. Hjörleifsdóttir 2007) based either on a Lagrange multiplier method or source–receiver reciprocity. Here we introduce an alternative derivation in which the adjoint wavefield is naturally defined.

2.1 Fréchet derivatives

A CMT solution consists of a moment tensor M, a centroid location x, and a source-time function S. To improve the CMT source parameters of an earthquake, we seek to minimize squared differences between observed seismograms d at various receiver locations, x, r = 1, ..., N, and corresponding synthetic seismograms s calculated for the current source model m = {M, x, S}.

\[
\chi = \frac{1}{2} \sum_{rp} \int w_{rp}(t) [\|s(x, t; m) - d(x, t)\|^2] \, dt,
\]

(1)

where we note that data and synthetics may have been filtered, and where \(w_{rp}(t)\) denotes a combined windowing function and weighting factor assigned to the \(p\)th window at the \(r\)th receiver. Taking the variation of \(\chi\) gives

\[
\delta \chi = \sum_{rp} \int w_{rp}(t) \left[ s(x, t; m) - d(x, t) \right] \cdot \delta s(x, t; m) \, dt.
\]

(2)

For brevity, we omit some of the functional dependences, and recognizing that both \(d\) and \(s\) are real vector fields, transform expression (2) into the frequency domain based on Parseval’s theorem:

\[
\delta \chi = \frac{1}{2\pi} \sum_{rp} \int \left[ w_{rp}(s - d) \right]^* (\omega) \cdot \delta s(\omega) \, d\omega.
\]

(3)

An asterisk * denotes complex conjugation, and \([w_{rp}(s - d)]^* (\omega)\) may be interpreted in the time domain as the time-reversed, filtered, time-windowed and weighted waveform difference between data and synthetics.

We relate variations in the misfit function \(\chi\) to variations in the source parameters \(m\) via the seismic wave equation

\[
\rho \ddot{\mathbf{s}} = \nabla \cdot (\mathbf{c} \cdot \nabla \mathbf{s}) - \mathbf{M} \cdot \nabla \delta (x - x_c) \mathbf{S}(t),
\]

(4)

where a dot denotes partial differentiation with respect to time, \(\nabla\) the gradient with respect to \(x\), \(\rho\) and \(\mathbf{c}\) mass density and the elastic tensor, respectively, and \(\mathbf{M}\) the centroid-moment tensor representing the earthquake with centroid location \(x_c\). The source-time function is denoted by \(\mathbf{S}\), such that \(\mathbf{S}\) is the moment-rate function. The initial displacement and velocity are assumed to vanish.

We linearize the inverse problem by taking the variation of eq. (4). Ignoring variations due to structural parameters, in the frequency domain, we obtain

\[
-\omega^2 \rho \ddot{\mathbf{s}} = \nabla \cdot (\mathbf{c} \cdot \nabla \mathbf{s}) - \left[ \delta \mathbf{M} \cdot \nabla \delta (x - x_c) + \mathbf{M} \cdot \nabla \nabla \delta (x - x_c) \cdot \delta x_c \right] \mathbf{S} - \mathbf{M} \cdot \nabla \delta (x - x_c) \delta \mathbf{S}.
\]
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where $\nabla_s$ denotes the gradient with respect to the centroid location $x_s$. Assuming that the simulations start at time $t = -t_0$ and end at time $t = T - t_0$, where $T$ denotes the total record length, we take the dot product of eq. (5) with the adjoint field $s^\dagger(\omega)e^{i\omega(T-2t_0)}$, the meaning of which is yet to be revealed—integrating over both angular frequency and space:

$$-rac{1}{2\pi}\int\int \rho \omega^2 s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot \delta s \, d\omega \, d^3x = \frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot [\nabla \cdot (\epsilon : \nabla \delta s)] \, d\omega \, d^3x$$

$$- \frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot [\partial M \cdot \nabla \delta(x - x_s) + M \cdot \nabla \nabla_s \delta(x - x_s) \cdot \delta x_s] \, S \, d\omega \, d^3x$$

$$- \frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot [M \cdot \nabla \delta(x - x_s)] \, \delta S \, d\omega \, d^3x. \quad (6)$$

Integration by parts reduces the previous expression to

$$\int\int (-\rho \omega^2 s^\dagger - \nabla \cdot (\epsilon : \nabla s^\dagger)) \delta s \, d\omega \, d^3x$$

$$= -\frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot [\partial M \cdot \nabla \delta(x - x_s) + M \cdot \nabla \nabla_s \delta(x - x_s) \cdot \delta x_s] \, S \, d\omega \, d^3x$$

$$- \frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \cdot [M \cdot \nabla \delta(x - x_s)] \, \delta S \, d\omega \, d^3x. \quad (7)$$

Upon comparing the left-hand side of the last expression with the right-hand side of eq. (3), we let the adjoint field $s^\dagger$ be governed by the adjoint wave equation

$$\rho \omega^2 s^\dagger - \nabla \cdot (\epsilon : \nabla s^\dagger) = -\sum_{rp} [w_{rp}(s - d)](\omega)e^{i\omega(T-2t_0)} \delta(x - x_s). \quad (8)$$

Based on the fact that if the Fourier transform of $f(t)$ is $F(\omega)$, then the Fourier transform of $f(-t)$ is $F^*(\omega)$ and the Fourier transform of $f(T-t)$ is $F^*(\omega)e^{-i\omega T}$, we may rewrite the adjoint eq. (8) in the time domain as

$$\rho s^\dagger = \nabla \cdot (\epsilon : \nabla s^\dagger) + \sum_{rp} [w_{rp}(s - d)](T-2t_0 - t) \delta(x - x_s), \quad (9)$$

that is, the adjoint field $s^\dagger$ is generated by using time-reversed, windowed, weighted and filtered waveform differences between data and synthetics as simultaneous virtual sources at the receiver locations. Note that, in general, calculation of forward and adjoint wavefields requires full 3-D numerical simulations. Equating the left-hand side of eq. (3) with the right-hand side of eq. (7) gives

$$\delta \chi = -\frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \delta(s) \, d\omega \, d^3x$$

$$-\frac{1}{2\pi} \int\int s^\dagger(\omega)e^{i\omega(T-2t_0)} \delta(S) \, d\omega \, d^3x,$n

or in the time domain

$$\delta \chi = \delta M \cdot \int \epsilon^\dagger(x_s, t) S(T - 2t_0 - t) \, dt + \delta \chi \cdot \nabla S \cdot \int M : \epsilon^\dagger(x, t) S(T - 2t_0 - t) \, dt$$

$$+ \int M : \epsilon^\dagger(x_s, t) \delta S(T - 2t_0 - t) \, dt,$n

where $\epsilon^\dagger = \frac{1}{2}[\nabla s^\dagger + (\nabla s^\dagger)^T]$ denotes the strain tensor associated with the adjoint wavefield $s^\dagger$ and where we have invoked the symmetry of moment tensor $M$.

Let us first focus on the Fréchet derivatives with respect to moment tensor $M$ and centroid location $x_s$. In components, we have

$$\frac{\partial \chi}{\partial M_{ij}} = \int \epsilon^\dagger_{ij}(x_s, t) S(T - 2t_0 - t) \, dt,$n

$$\frac{\partial \chi}{\partial x^*_s} = \int \partial_{x^*_s}[M : \epsilon^\dagger(x_s, t)] S(T - 2t_0 - t) \, dt.$n

We may rewrite expressions (12) in terms of the moment-rate function $\dot{S}$ as

$$\frac{\partial \chi}{\partial M_{ij}} = \int \dot{S}(x_s, t) S(T - 2t_0 - t) \, dt,$n

$$\frac{\partial \chi}{\partial x^*_s} = \int \partial_{x^*_s}(M : \epsilon^\dagger(x_s, t)) \dot{S}(T - 2t_0 - t) \, dt.$n

where $\dot{S}$ denotes the time-integration operation. Since the moment-rate function $\dot{S}$ is dominated by energy released at the start of the earthquake, the integrated quantities $\int \dot{S}_y$ and $\int \partial_{x^*_s}(M : \epsilon^\dagger)$ only contribute to the gradient towards the end of the adjoint simulation. In practice, adjoint SEM simulations are launched by injecting the time-reversed adjoint source $\sum_{rp} [w_{rp}(s - d)](T - 2t_0 - t) \delta(x - x_s)$ simultaneously at all receivers. At each time step, the adjoint wavefield and strain tensor are extracted at the original source location $x_s$ and multiplied by the source-time function $S$ on the fly based on eq. (12). At the end of the adjoint simulation, $\partial \chi / \partial M_{ij}$ and $\partial \chi / \partial x^*_s$ may thus be obtained and stored. Alternatively, the time-integrated functions $\int \dot{S}_y$ and $\int \partial_{x^*_s}(M : \epsilon^\dagger)$ may be saved as time-series at $x_s$ and convolved
with the moment-rate function $\hat{S}$ afterwards, as in eq. (13). In this approach, the integrated adjoint strain due to a delta moment-rate function may be calculated and stored during numerical simulations, making it flexible to convolve with any arbitrary moment-rate function $\hat{S}$ during post-processing. Note from eqs (12) and (13) that when the adjoint simulation launches at time $t = -t_0$, the values of the gradient should be extracted at time $t = T - 2t_0$.

Next, let us consider perturbations in the source-time function, $\delta S$. We have

$$\delta \chi = \int \dot{M} : \epsilon^I(x_s, t) \delta S(T - 2t_0 - t) \, dt = \int I[\dot{M} : \epsilon^I(x_s, t)] \delta \tilde{S}(T - 2t_0 - t) \, dt. \quad (14)$$

Suppose we parametrize the moment-rate function in terms of a centroid time $t_s$ and a half duration $h_s$ based on a Gaussian (Komatitsch & Tromp (2002a) demonstrate that a Gaussian moment-rate function closely resembles a triangle)

$$\dot{S} = \frac{1}{\sqrt{\pi} h_s} e^{-\left(\frac{t - 2t_0}{h_s}\right)^2}. \quad (15)$$

Then

$$\frac{\partial \dot{S}}{\partial t_s} = -\dot{S}, \quad (16)$$

$$\frac{\partial \dot{S}}{\partial h_s} = -\left(\frac{t - 2t_0}{h_s}\right) \dot{S}, \quad (17)$$

and the corresponding Fréchet derivatives are

$$\frac{\partial \chi}{\partial t_s} = \int \dot{M} : \epsilon^I(x_s, t) \partial_{t_s} S(T - 2t_0 - t) \, dt, \quad (18)$$

$$\frac{\partial \chi}{\partial h_s} = \int \dot{M} : \epsilon^I(x_s, t) \partial_{h_s} S(T - 2t_0 - t) \, dt. \quad (19)$$

When multiple centroid-moment tensors are used to capture a compound or kinematic source, each subsouce may be represented by a Gaussian moment-rate function, as in eq. (15), for $s = 1, \ldots, N_s$, with corresponding centroid-time and half-duration Fréchet derivatives given by eqs (18) and (19).

### 2.1.1 Hessian-based inversion

We have thus far discussed the computation of first-order derivatives of the misfit function based on adjoint methods. This already involves one forward and one adjoint simulation, which may be numerically demanding for 3-D earth models. If second-order derivatives are computed to facilitate Hessian-based inversions, we need to determine the Hessian matrix

$$H_{ij} = \frac{\partial^2 \chi}{\partial m_i \partial m_j} \sim \sum_{rp} \int w_{rp}(t) \partial_{m_i} s(x_s, t; \mathbf{m}) \cdot \partial_{m_j} s(x_s, t; \mathbf{m}) \, dt. \quad (20)$$

The implication is that we need to have access to derivatives at individual receiver locations, $\partial_{m_i} s(x_s, t; \mathbf{m})$. These derivatives can only be obtained through brute-force numerical differentiation, as in Liu et al. (2004), and the number of simulations involved is the product of the number of CMT source parameters (typically 6–10) with the number of subevents. This large number of simulations may be computationally prohibitive, especially when many subevents are involved. Therefore, even though access to the Hessian matrix generally results in faster convergence (Tape et al. 2007), it may be necessary to minimize the misfit function based solely on first-order derivatives using conjugate-gradient techniques.

### 2.2 Conjugate-gradient method

#### 2.2.1 Scaling and pre-conditioning

It is important to non-dimensionalize the source model parameters based on a proper covariance matrix, as discussed by Tape et al. (2007). We assume a simple model covariance matrix of the form

$$C_m = \begin{bmatrix}
\sigma_1^2 & \sigma_1 \sigma_2 & \cdots & \sigma_1 \sigma_N \\
\sigma_1 \sigma_2 & \sigma_2^2 & \cdots & \sigma_2 \sigma_N \\
\vdots & \ddots & \ddots & \vdots \\
\sigma_1 \sigma_N & \sigma_2 \sigma_N & \cdots & \sigma_N^2
\end{bmatrix}, \quad (21)$$

where $\sigma_i, i = 1, \ldots, N_m,$ denotes the standard deviation for the $i$th source parameter. The descent direction $\mathbf{p}$ may be pre-conditioned by $C_m$, such that the model update is given by

$$\delta \mathbf{m} = \lambda C_m \cdot \mathbf{p}, \quad (22)$$

where $\lambda$ denotes the step length in the descent direction.
Consider an 11-parameter source inversion involving the six elements of the moment tensor, \( \{ M_{11}, M_{22}, M_{33}, M_{12}, M_{13}, M_{23} \} \), the centroid location \( \{ x_1, x_2, x_3 \} \), the centroid time \( t_c \), and the half duration \( h_c \). The gradient is determined by

\[
g = \{ g_1, g_2, g_3, g_4, g_5, g_6, g_7, g_8, g_9, g_{10}, g_{11} \} = \begin{bmatrix} \frac{\partial \chi}{\partial M_{11}} & \frac{\partial \chi}{\partial M_{12}} & \frac{\partial \chi}{\partial M_{13}} & \frac{\partial \chi}{\partial M_{21}} & \frac{\partial \chi}{\partial M_{22}} & \frac{\partial \chi}{\partial M_{23}} & \frac{\partial \chi}{\partial M_{31}} & \frac{\partial \chi}{\partial M_{32}} & \frac{\partial \chi}{\partial M_{33}} \end{bmatrix}.
\]

(23)

We let \( \sigma_1, \ldots , \sigma_6 = \sigma_M = \sqrt{\begin{bmatrix} 2g_1^2 + g_2^2 + 2g_4^2 + 2g_5^2 + 2g_6^2 \end{bmatrix}^{-1/2}} \),

(24)

\( \sigma_{7,8,9} = \sigma_w = \left( g_2^2 + g_4^2 + g_6^2 \right)^{^{-1/2}} \),

(25)

and

\( \sigma_{10,11} = \sigma_t = \left( g_{10}^2 + g_{11}^2 \right)^{-1/2} \),

(26)

which guarantees that different types of CMT parameters contribute more or less equally to the magnitude of the gradient. Now we define non-dimensionalized source parameters \( \hat{m}_i = m_i / \sigma_i \), such that the gradient \( g_i = \partial \chi / \partial m_i \) may be replaced by the scaled gradient \( \hat{g}_i = \partial \chi / \partial \hat{m}_i = g_i / \sigma_i \).

2.2.2 Iterative scheme

At the start of the \( k \)th conjugate-gradient iteration, we have the current source model \( \hat{m}^k \) (a superscript denotes the iteration number) based on the previous descent direction \( \hat{p}^{k-1} \) and gradient \( \hat{g}^{k-1} \). During the \( k \)th iteration, we compute the misfit value \( \chi \) and gradient \( \hat{g}^k \) for the current source model; we update the descent direction \( \hat{p}^k \) and estimate the step length in this direction, which gives us the updated model for subsequent cubic interpolation. Let

\[
\hat{m}^{k+1} = \hat{m}^k + \lambda_k \hat{p}^k,
\]

(27)

\[
\hat{g}^k = \frac{\partial \chi}{\partial \hat{m}} = \frac{\partial \chi}{\partial \hat{m}} \hat{m}^k + \hat{g}^{k-1}.
\]

(28)

(i) Non-dimensionalize the source parameters with the model covariance matrix

\[
\hat{m}^k = \hat{C}_m^{-1/2} \cdot \hat{m}^k.
\]

(ii) Calculate the value of the misfit function \( \chi(\hat{m}^k) \), compute the gradient \( \hat{g}^k = \partial \chi / \partial \hat{m}^k \) based on the adjoint method, and non-dimensionalize the gradient as \( \hat{g}^k = \hat{g}^k / \hat{g}^{k-1} \).

(iii) Determine the current descent direction \( \hat{p}^k = -\hat{g}^k + \beta_k \hat{p}^{k-1} \). For the first iteration, \( k = 0 \), set \( \beta_0 = 0 \) and \( \hat{p}^0 = -\hat{g}^0 \); otherwise calculate \( \beta_k \) based on the Fletcher–Reeves formula (Fletcher 1987)

\[
\beta_k = \frac{\hat{g}^k \cdot \hat{g}^k}{\hat{g}^{k-1} \cdot \hat{g}^{k-1}} = \frac{\hat{g}^k \cdot \hat{C}_m \cdot \hat{g}^k}{\hat{g}^{k-1} \cdot \hat{C}_m \cdot \hat{g}^{k-1}},
\]

(29)

or the Pola–Ribiere formula with a direction reset (Fletcher 1987)

\[
\beta_k = \max \left( 0, \frac{\hat{g}^k \cdot (\hat{g}^k - \hat{g}^{k-1})}{\hat{g}^{k-1} \cdot (\hat{g}^{k-1} - \hat{g}^{k-2})} \right),
\]

or the Hestenes–Stiefel formula (Kelley 1999)

\[
\beta_k = \frac{\hat{g}^k \cdot (\hat{g}^k - \hat{g}^{k-1})}{\hat{p}^{k-1} \cdot (\hat{p}^{k-1} - \hat{g}^{k-1})}.
\]

(30)

All three formulae are equivalent for quadratic objective functions, while the Pola–Ribiere and Hestenes–Stiefel formulae may perform better for non-quadratic objective functions; we do not observe a significant improvement in convergence for our source inversions, and stick with the Fletcher–Reeves formula for our inversions.

(iv) Compute the step length \( \lambda_k \) in the current descent direction \( \hat{p}^k \). Let \( f_1 = \chi(\hat{m}^k) \), and \( g_1 = \hat{g}^k \cdot \hat{p}^k \).

(1) Compute a test step length \( \lambda = -2f_1 / g_1 \), with a reasonable choice of \( \gamma \) close to 1. This assumes quadratic dependence of the misfit function on \( \lambda \) along the descent direction, with a minimum value of \( (1 - \gamma) f_1 \). An equivalent formula based on the same assumption is deployed by Gauthier et al. (1986).

(2) Compute a test solution in the descent direction, \( \hat{m}_t = \hat{m}^k + \lambda \hat{p}^k \), and dimensionalize it: \( m_t = \hat{C}_m^{1/2} \cdot \hat{m}_t \).

(3) Compute the misfit function \( \chi(m_t) \) and gradient \( g_t = \partial \chi / \partial m_t \) for subsequent cubic interpolation. Let \( f_2 = \chi(m_t) \), \( g_2 = \hat{g}_t \cdot \hat{p} \), and note that we generally have \( g_1 < g_2 < 0 \) and \( f_1 > f_2 > 0 \).

(4) If quadratic interpolation is invoked, compute

\[
b = \left[ (f_2 - f_1) - g_1 \lambda_1 \right] / \lambda_2^2,
\]

(31)

\[
c = g_1,
\]

\[
d = f_1,
\]

and then \( \lambda_k \) is given by

\[
\lambda_k = \begin{cases} \frac{-c}{2b} & b \neq 0 \\ \text{error} & \text{otherwise} \end{cases}
\]

(32)
If cubic interpolation is chosen, compute
\[ a = -2(f_2 - f_1) + (g_1 + g_2)\lambda_1^3, \quad b = 3(f_2 - f_1) - 2g_1 + g_2)\lambda_1^2, \]
\[ c = g_1, \quad d = f_1, \]
and then \( \lambda_1 \) is determined by
\[
\lambda_1 = \begin{cases} 
-b \pm (b^2 - 3ac)^{1/2} / (3a) & a \neq 0 \text{ and } b^2 - 3ac > 0 \\
-c / (2b) & a = 0 \text{ and } b \neq 0 \\
\text{error} & \text{otherwise}
\end{cases}
\]
Note that when \( a = 0 \), cubic interpolation degenerates to quadratic interpolation. Cubic interpolation requires an extra adjoint simulation for the gradient of the test solution \( g_t \). We do not observe a considerable improvement in convergence with cubic interpolation, as also noted by Tape et al. (2007), and therefore we use quadratic interpolation in our adjoint inversions.

3 TIME-REVERSAL IMAGING

The goal of this section is to develop intuition for the adjoint wavefield \( s^\dagger \) and the associated adjoint strain tensor \( \epsilon^\dagger \). In the vicinity of the original source, these quantities capture the characteristics of the event. To illustrate this, consider the hypothetical, azimuthally uniform source–receiver configuration shown in Fig. 1. We use the 1-D model of Hadley & Kanamori (1977), and compute 180 s SEM seismograms generated by 10 characteristic point-source earthquakes (Fig. 2, first column) located at a depth of 7.1 km. We generate adjoint wavefields

**Figure 1.** Hypothetical source–receiver geometry for a source located at \((-117.5^\circ, 34.5^\circ)\) and labelled by the red star. Two concentric rings of receivers labelled by yellow triangles surround the hypothetical source and ensure uniform azimuthal coverage to obtain images of the source based on the adjoint wavefield \( s^\dagger \) and the associated adjoint strain tensor \( \epsilon^\dagger \). The grey square centred on the source denotes the close-up area shown repeatedly in Fig. 2. SCSN stations are labelled by blue triangles. Focal mechanisms for the 2001 September 9 Hollywood earthquake (depth 5.6 km) and the 2008 July 29 Chino Hills earthquake (depth 12.0 km) are plotted as beach balls. Major southern California faults are indicated by thin black lines. The North America–Pacific plate boundary is indicated by the thick black line.
Figure 2. 10 characteristic source mechanisms specified in terms of their beach balls (first column) and moment tensors (third column) (Dahlen & Tromp 1998). Map views at the source depth and centroid time of the vertical component adjoint displacement $s^\dagger_r$ (second column), the six elements of the adjoint strain tensor $\epsilon^\dagger_{rr}, \epsilon^\dagger_{\theta\theta}, \epsilon^\dagger_{\phi\phi}, \epsilon^\dagger_{r\theta}, \epsilon^\dagger_{r\phi}$ and $\epsilon^\dagger_{\theta\phi}$, and the three centroid location Fréchet derivatives $\partial_r(M; \epsilon^\dagger), \partial_\theta(M; \epsilon^\dagger)$ and $\partial_\phi(M; \epsilon^\dagger)$. The shown region is indicated by the grey square centred on the source labelled by the red star in Fig. 1. The colour scale for the vertical adjoint displacement represents the amplitude normalized by its maximum value. The colour scale for the adjoint strain-tensor elements is obtained by normalizing each amplitude by the maximum value of the six components, and that for the source mislocations by normalizing each amplitude by the maximum value of all three components.
Table 1. Synthetic inversion results for the 2001 Hollywood event. First and second row: six-parameter inversion (moment tensor). Third row: seven-parameter inversion (moment tensor plus depth). Initial solution, final solution/best inversion result based on misfit values, and true solution in order of moment magnitude, depth (km), strike (°), dip (°) and rake (°) are given in each case.

<table>
<thead>
<tr>
<th># of parameters</th>
<th>Initial solution</th>
<th>Final solution</th>
<th>True solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4.29/7.0/270.0/60.0/20.0</td>
<td>4.29/7.0/280.7/73.7/6.7</td>
<td>4.29/7.0/281.0/74.1/7.3</td>
</tr>
<tr>
<td>6</td>
<td>4.29/5.0/270.0/60.0/20.0</td>
<td>4.18/5.0/272.9/67.6/8.9</td>
<td>4.29/7.0/281.0/74.1/7.3</td>
</tr>
<tr>
<td>7</td>
<td>4.29/5.0/270.0/60.0/20.0</td>
<td>4.29/6.7/280.7/74.0/6.4</td>
<td>4.29/7.0/281.0/74.1/7.3</td>
</tr>
</tbody>
</table>

$s_i^j$ by using three-component synthetic seismograms recorded by the two concentric rings of receivers as virtual sources, in accordance with eq. (9). We save the last snapshot of each adjoint wavefield to image the original source.

Fig. 2 (second column) shows map views of the vertical component of the adjoint wavefield $s_i^j = \hat{r} \cdot s_i^j$ at the depth and centroid time of the original source. The adjoint displacement reflects the radiation pattern near the centroid location. Fig. 2 also shows the six components of the adjoint strain tensor $\epsilon_i^j$ (fourth–ninth columns) and the three components of the centroid location Fréchet derivatives (10th–12th columns), as defined by eq. (12). The components of the adjoint strain tensor are correlated with the corresponding components of the original moment tensor $M$, and a centroid location search should be performed in the direction indicated by the gradient of $M : \epsilon_i^j$.

4 SYNTHETIC TEST

We test the conjugate-gradient adjoint source–inversion algorithm for two southern California earthquakes, namely, the $M_w = 4.2$ 2001 September 9, Hollywood event and the $M_w = 5.4$ 2008 July 29, Chino Hills event (Fig. 1). Both earthquakes are well recorded by broad-band SCSN seismometers and well positioned within the network. These events were previously studied based on different types of inversion schemes, including first-motion picks (Hauksson et al. 2002), body-wave inversions (Tan 2006), surface wave inversions (Thio & Kanamori 1995) and CMT inversions based on 3-D Green’s functions (Liu et al. 2004). Both earthquakes were used in recent adjoint tomography of the southern California crust (Tape et al. 2009, 2010), showing great improvements in traveltime and waveform fits for the updated CVM-H6.2 model.

First-motion mechanisms provided by the SCSN catalogue (www.data.scec.org/catalog_search/) are used as the ‘true’ solutions. For most cases, we construct ‘initial’ moment-tensor solutions by varying the strike, dip, rake and depth of the events, and invert for the centroid-moment tensor and depth. We demonstrate nine-parameter inversions involving centroid-moment tensor and location for the Chino Hills event. Synthetics seismograms are calculated for the initial source models, and we iteratively improve estimates of source parameters based on the recipe discussed in Section 2.2.2, employing the same set of windows as is used in the actual inversion of real data described in Section 5.

4.1 Hollywood event

For the 2001 Hollywood event, we determine the six-moment-tensor elements plus depth, fixing the source latitude and longitude to the ‘true’ epicentre. In reality, horizontal mislocations may significantly influence non-linearity of the misfit function in the vicinity of the initial solution as discussed further in Section 4.2. To begin with, we fix the event magnitude at $M_w = 4.29$ and depth at 7 km, varying only the strike, dip and rake of the event by as much as 15° (first row of Table 1). We invert for an optimal source mechanism by minimizing the misfit function within selected time windows. The first row of Fig. 3 illustrates that convergence is quickly achieved in two iterations for this six-parameter inversion, with a misfit reduction of 100 per cent. Note that each adjoint iteration involves at least two forward simulations (one for the current model and one for the test model), and one adjoint simulation (to obtain the gradient), therefore a total number of six numerical simulations is required to achieve convergence for this six-parameter inversion, which is equivalent to the number of simulations required for Hessian-based moment-tensor inversions with 3-D Green’s functions (Liu et al. 2004). In this case, no gain is achieved by employing the adjoint inversion technique. However, when multiple moment-tensors are involved, for example, for a compound event, the number of simulations for inversions based on the adjoint method is independent of the number of sources, whereas an inversion based on 3-D Green’s functions scales with the number of subevents.

Next, in addition to strike, dip and rake, we also modify the event depth from 7 km for the true solution to 5 km in our initial solution. We seek to recover the true solution based on either six- (moment tensor) or seven-parameter (moment tensor plus depth) inversions. The non-linearity of the misfit function with respect to depth traps the six parameter inversion in a local minimum, and the misfit value for the final model is even larger than for the initial model (second rows of Table 1 and Fig. 3). When depth is included, convergence is achieved in about three iterations with a misfit reduction close to 100 per cent, illustrating the importance of allowing for variations in both source mechanism and depth (third rows of Table 1 and Fig. 3). The total number of simulations adds up to $3 \times 3 = 9$ in this case, which exceeds the seven simulations involved in an inversion based on 3-D Green’s functions. However, the latter approach uses only the approximate Hessian (eq. 20), and provides a solution based on a quadratic expansion of the non-linear misfit function, and more iterations may be required to achieve ultimate convergence. A more dramatic example is presented for the Chino Hills event in the next section.
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Figure 3. Synthetic inversion results for the 2001 Hollywood event. First and second row: six-parameter inversion (moment tensor). Third row: seven-parameter inversion (moment tensor plus depth). Evolution of scalar moment and source mechanism (first column), depth (second column), misfit value (third column) and magnitude of the gradient (fourth column) are shown in each case. The true mechanism and depth are denoted by a red beach ball in the first column and a red dot in the second column.

4.2 Chino Hills event

For the 2008 Chino Hills earthquake, we treat the moment-tensor solution provided by the SCSN catalogue as the ‘true solution’, and vary its source mechanism and depth to obtain our initial solution. The initial solution was designed to deviate significantly from the ‘true’ model, with differences in magnitude of 0.1, depth of up to 8 km, and strike, dip and rake of up to 14°. The seven-parameter source inversion involving source mechanism and depth based on the adjoint method converges after three iterations and gives a final solution very close to the true solution, with a misfit reduction of 98 per cent, strike, dip and rake all within ±1°, and depth within ±0.2 km (first rows of Table 2 and Fig. 4). This demonstrates the fast convergence rate for minimization of the non-linear misfit function based on conjugate-gradient techniques. The Hessian-based inversion utilizing 3-D Green’s functions produces a solution with a 82 per cent misfit reduction after one iteration (third row of Table 3), thus requiring additional iterations to further reduce the misfit and resulting in an equal or larger number of simulations as the adjoint CMT method. Indeed, the second Hessian-based inversion brings the misfit reduction to almost 100 per cent (fourth row of Table 3), and gives a final solution very close to the conjugate-gradient based solution (second row of Table 3) and the true solution. Convergence requires nine simulations for the adjoint CMT method as opposed to 14 simulations for a Hessian-based inversion, making the adjoint CMT approach more computationally efficient.
Table 2. Synthetic seven-parameter inversion results for the 2008 Chino Hills event. First row: initial solution provided by the SCSN catalogue. Second row: initial mechanism and depth provided by the global CMT catalogue; centroid epicentre from the SCSN catalogue. Initial solution, final solution/best inversion result based on misfit values, and true solution in order of moment magnitude, depth (km), strike (◦), dip (◦) and rake (◦) are given in each case.

<table>
<thead>
<tr>
<th>Source Model</th>
<th>Initial (mm)</th>
<th>Final (mm)</th>
<th>True (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCSN</td>
<td>5.40/11.8/43.6/56.3/40.8</td>
<td>5.39/12.0/42.9/58.2/37.3</td>
<td></td>
</tr>
<tr>
<td>Global CMT</td>
<td>5.46/20.0/43.6/54.8/29.0</td>
<td>5.39/12.0/42.9/58.2/37.3</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Synthetic seven-parameter inversion results for the 2008 Chino Hills event. The first Hessian-based inversion (CMT3D) uses the same initial as in the first row of Table 2, while the second Hessian inversion uses the first CMT3D result as the initial solution. All solutions are listed in the order of moment magnitude, depth (km), strike (◦), dip (◦) and rake (◦). Misfit reduction values of various inversion results with respect to that given by the initial SCEC source parameters are also given. The result for conjugate-gradient based inversions (CMT3D-CG) from the first row of Table 2 is listed for comparison.

<table>
<thead>
<tr>
<th>Inversion Method</th>
<th>Chino Hills Source Parameters</th>
<th>Misfit Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCEC (initial)</td>
<td>5.50/20.0/34.0/50.0/50.0</td>
<td>82 per cent</td>
</tr>
<tr>
<td>First CMT3D</td>
<td>5.41/14.9/44.5/61.2/32.1</td>
<td>99 per cent</td>
</tr>
<tr>
<td>Second CMT3D</td>
<td>5.38/11.6/42.7/57.4/38.3</td>
<td>99 per cent</td>
</tr>
<tr>
<td>True solution</td>
<td>5.39/12.0/42.9/58.2/37.3</td>
<td>99 per cent</td>
</tr>
<tr>
<td>CMT3D-CG</td>
<td>5.40/12.2/43.7/53.5/37.7</td>
<td>98 per cent</td>
</tr>
</tbody>
</table>

Next, we investigate the influence of a mislocated initial solution. We construct our initial solution by varying nine source parameters, namely, epicentre, depth and source mechanism. When the initial solution is laterally mislocated by 10 km, no convergence is achieved based on the conjugate-gradient inversions. When the lateral mislocation is reduced to 5 km, sufficient convergence is achieved in about five iterations with an error of ±0.2 km (second row of Table 4 and third row of Fig. 4). Note that when latitude and longitude are included in the conjugate-gradient inversion, the misfit function becomes more non-linear, and more iterations are required to reach convergence.

Finally, we retrieved the CMT solution for the 2008 Chino Hills event from the global CMT catalogue (www.globalcmt.org) and use the moment tensor and depth from this catalogue in combination with the event latitude and longitude from the SCSN solution to define a new initial source model. We choose not to use the original epicentre location from global CMT solution because its epicentre differs by 9 km from the SCEC catalogue, resulting in divergence of the conjugate–gradient algorithm. The inversion results summarized in the second row of Table 2 and Fig. 4 show that full convergence is achieved in three–four iterations, with a misfit reduction of 96 per cent. As discussed in Section 2.2.2, the norm of the gradient may not decrease monochromatically due to non-quadratic variations of the misfit function in the vicinity of its global minimum.

5 ADJOINT MOMENT-TENSOR INVERSIONS

In this section we use the adjoint CMT algorithm to determine source mechanisms for the 2001 Hollywood and 2008 Chino Hills earthquakes based on three-component broad-band data recorded by the SCSN. We deconvolve the instrumental response from the data in the period range from 1 to 50 s. Using initial moment-tensor solutions provided by SCSN catalogue, we compute synthetic seismograms for the SCEC CVM-H6.2 model.

For southern California earthquakes with magnitudes less than ~5.5, half durations determined based on the relation \( h_s = 2.4 \times 10^{-6} M_0 \), where \( M_0 \) denotes the scalar moment (Dahlen & Tromp 1998), are less than 0.4 s (Tape et al. 2010). Model CVM-H6.2 produces synthetics with reasonable fits to data at periods longer than 2 s for body waves and 5 s for surface waves. Therefore, we are unable to resolve half duration as a source model parameter. We allow for time-shifts between data and synthetics to accommodate additional unmodelled 3-D heterogeneities (Liu et al. 2004). Since most southern California events are well located in terms of their epicentres (Lin et al. 2007a,b), in what follows we generally invert for centroid-moment tensors and depth. Only for the Chino Hills event, where epicentral locations from the global CMT and SCEC catalogues differ significantly, do we consider source inversions for source mechanism, depth and epicentre.

Table 4. Synthetic nine-parameter inversion results for the 2008 Chino Hills event. Initial solution, final solution/best inversion result based on misfit values, and true solution in order of moment magnitude, latitude (◦), longitude (◦), depth (km), strike (◦), dip (◦) and rake (◦) are given in each case.

<table>
<thead>
<tr>
<th>Chino Hills Source Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial solution</td>
</tr>
<tr>
<td>Final solution</td>
</tr>
<tr>
<td>True solution</td>
</tr>
</tbody>
</table>
Figure 4. Synthetic inversion results for the 2008 Chino Hills event. First row: initial solution is modified from the SCSN catalogue for the seven-parameter inversion. Second row: initial mechanism and depth provided by the global CMT catalogue; centroid epicentre from the SCSN catalogue for the seven-parameter inversion. Third row: initial mechanism and hypocentre are modified from the SCSN catalogue for the nine-parameter inversion. Evolution of scalar moment and source mechanism (first column), depth (second column), misfit value (third column) and magnitude of the gradient (fourth column) are shown in each case. The true mechanism and depth are denoted by a red beach ball in the first column and a red dot in the second column.

We select time windows in which data and synthetics have relatively good waveform fits based on the FLEXWIN package (Maggi et al. 2009). This package calculates a reference trace based on the ratio of short-term and long-term averages of the synthetic, and from it determines seed windows containing impulsive or wavegroup-like features. Data and synthetics are compared within these seed windows based on amplitude ratios, cross-correlation values as well as cross-correlation time-shifts, and those windows with values exceeding pre-selected reference values are discarded. In this particular case, we require cross-correlation values to be larger than 0.71, amplitude ratios to be smaller than 2.5 and time-shifts to be less than 4.0 s. When records are low-pass filtered at 5 s, most selected windows contain surface waves (Rayleigh and Love waves) and long-period body waves ($P_{nl}$). We employ a weighting scheme similar to that used by Liu et al. (2004), defining the weight of a specific window by

$$W_p = W_c \left( \frac{\Delta}{\Delta_{ref}} \right)^{W_d} \frac{CC^{W_r}}{N_p^{W_a}},$$

(34)

where $W_c$, $W_d$, $W_r$, and $W_a$ are weights assigned to this window based on its component ($W_c$), distance $\Delta(W_d)$, cross-correlation value CC ($W_r$) and azimuth ($W_a$). The reference distance $\Delta_{ref}$ is assigned depending on wave type, with values taken from Zhu & Helmberger (1996). The number of selected traces within the same azimuthal bin is denoted by $N_p$ (a total of 10 bins covering a 360° azimuthal range). Therefore,
Table 5. Inversion results for the 2001 Hollywood earthquake based on SCSN data. Listed are the initial solution, final solution/best inversion result based on misfit, and Hessian-based 3-D Green’s tensor solution in order of moment magnitude, depth (km), strike (°), dip (°) and rake (°).

<table>
<thead>
<tr>
<th>Initial solution</th>
<th>Final solution</th>
<th>CMT3D solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.29/5.0/281.0/74.1/7.3</td>
<td>4.19/5.9/266.1/85.7/1.4</td>
<td>4.08/5.1/273.9/74.5/10.5</td>
</tr>
</tbody>
</table>

Figure 5. Inversion results for the 2001 Hollywood earthquake. Evolution of scalar moment, source mechanism, depth, misfit value and magnitude of the gradient as a function of iteration number. The inversion converges after three iterations.

the more windows are selected in a particular azimuthal bin, the less weight these windows are given in the misfit function. Individual weights are normalized with the maximum of all weights.

We apply time-shifts calculated for each window to account for unmodelled 3-D heterogeneity. We do not reselect windows unless source parameters change significantly from one iteration to the next. We evaluate the misfit function in eq. (1) for selected windows based on time-shifts and weights, and generate adjoint sources associated with the waveform difference between data and synthetics within these windows. We calculate the gradient of the misfit function with respect to the source parameters based on 3-D SEM simulations involving the adjoint eq. (9). The recipe discussed in Section 2.2 is used to determine optimal source solutions.

5.1 Hollywood event

For the Hollywood event, a total of 188 windows from 74 vertical component, 46 radial component and 68 transverse component seismograms are selected. The iterative inversion results are summarized in Table 5 and Fig. 5. Convergence is achieved within three iterations. The depth for the final solution differs from that of the initial solution by 0.9 km, which, together with the moment-tensor updates, results in a 72 per cent misfit reduction. By comparison, a Hessian-based source inversion utilizing the same initial solution and the same set of windows produces a solution with a similar misfit reduction of 68 per cent. A second Hessian-based inversion does not reduce the misfit function much further, reflecting the flat nature of the misfit function around the true solution due to systematic errors associated with unmodelled structural heterogeneities. Unlike the Hessian-based inversion, it is generally difficult to assign error bars to source parameters inverted based on adjoint methods, involving only first-order derivatives of the misfit function. One option is to examine variations in the source parameters during the last few iterations before convergence, assigning these variations as errors. Here we simply use the difference between the true solution and final solution in the synthetic test (Section 4) to assign error bars. For the Hollywood event, this implies a ±0.3 km error in depth and less than ±1° errors in strike, dip and rake. Note that the estimated error bars may be significantly smaller than the actual differences between the true and inverted solutions, as the misfit function may contain a large component due to unmodelled 3-D heterogeneity (i.e. systematic errors). The assigned error bars only give a qualitative estimate of the accuracy of the inversion scheme.

5.2 Chino Hills event

For the Chino Hills event, due to its larger magnitude, a total of 344 windows is selected from 123 vertical component, 113 radial component and 108 transverse component seismograms. The adjoint CMT inversion results based on the SCSN initial solution are shown in the first rows of Table 6 and Fig. 6. This event is well recorded with excellent azimuthal coverage by broad-band stations in southern California, and synthetics for the SCSN initial solution already fit the recorded data in the selected windows quite well, such that the inversion only achieves a misfit reduction of 25 per cent, as convergence is reached in three or four iterations. Error bars assigned to the source parameters based on the synthetic tests in Section 4 are ±0.2 km in depth, ±1° in strike, ±2° in dip and ±3° in rake.
Table 6. Inversion results for the 2008 Chino Hills earthquake based on SCSN data. First row: SCSN initial solution. Second row: initial mechanism and depth provided by the global CMT catalogue; centroid epicentre from the SCSN catalogue. Listed are the initial solution, final solution/best inversion result based on misfit in order of moment magnitude, depth (km), strike (°), dip (°) and rake (°), as well as misfit reduction values.

<table>
<thead>
<tr>
<th></th>
<th>Initial solution</th>
<th>Final solution</th>
<th>Misfit reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCSN</td>
<td>5.39/12.0/42.9/58.2/37.3</td>
<td>5.42/15.1/44.1/56.5/36.8</td>
<td>20 per cent</td>
</tr>
<tr>
<td>Global CMT</td>
<td>5.46/20.0/43.6/54.8/29.0</td>
<td>5.44/17.0/47.9/50.9/37.2</td>
<td>18 per cent</td>
</tr>
</tbody>
</table>

Figure 6. Inversion results for the 2008 Chino Hills earthquake. First row: SCSN initial solution. Second row: initial mechanism and depth provided by the global CMT catalogue; centroid epicentre from the SCSN catalogue. Evolution of scalar moment and source mechanism (first column), depth (second column), misfit value (third column) and magnitude of the gradient (fourth column) as a function of iteration number. The inversion converges after three or four iterations. The red beach ball in the second row represents the final solution from the first row for comparison.

We perform a second adjoint CMT inversion in which we use an initial solution from the global CMT catalogue. The event depth, source mechanism and moment magnitude of the global CMT solution are very similar to those of the SCSN solution, however, the centroid epicentre of the global CMT solution differs from the SCSN solution by about 0.08° (9 km), typical of location errors for global CMT inversions (Hjörleifsdóttir & Ekström 2010). No convergence is observed after five conjugate-gradient iterations, and the misfit function oscillates from iteration to iteration. Even when a nine-parameter inversion involving also epicentral location is performed, no convergence can be achieved for this event. This illustrates the non-linearity of the source inversion problem involving hypocentre location, and underscores the importance of a relative good initial centroid epicentre location for the recovery of other source parameters. With improvement of 3-D background velocity models, this situation may potentially be remedied for regional and global earthquakes by joint inversions of event mechanism and depth together with epicentral location, as time-shifts are no longer necessary to align data and synthetics in measurement windows, and event epicentral locations become more resolvable.

Next, we combine the global CMT source mechanism and depth with the SCSN source latitude and longitude to produce a third initial solution. With this initial solution the adjoint inversion converges in three iterations, but results in a depth of 17 km, 2 km deeper than the previously obtained solution (Fig. 6, second row). The misfit reduction is ∼18 per cent, similar to the level of misfit reduction based on the SCSN initial solution. In synthetic tests we have no difficulty in obtaining a convergent solution starting from either initial solution, but when systematic errors are large relative to the misfit associated with the source parameters, the misfit function may become highly non-linear, involving multiple local minima in which the linearized inversion may get trapped. Another possible reason for the different final solutions is that the surface wave windows selected for this inversion are relatively insensitive to depths greater than 20 km, resulting in a very flat misfit function at the optimal point.
5.3 Discussion

Most southern California earthquakes with $M_w \geq 3.5$ are well recorded by the SCSN, and, given an accurate 3-D structural model, a significant number of measurement windows is generally selected. Under these circumstances, source inversion problems are overdetermined. However, in regions with sparse network coverage, source parameters may be poorly constrained. In this case, a Hessian-based inversion may require damping to stably invert a Hessian matrix with a large condition number, while a conjugate-gradient-based adjoint source inversion does not suffer from instability. Iterative flattening of the misfit function indicates that, given the data coverage, the ‘best’ source model has been determined. However, this ‘best’ source model may depend on the chosen initial model.

6 CONCLUSIONS

We determine centroid-moment tensor solutions based on an adjoint method in combination with a non-linear conjugate–gradient algorithm. We demonstrate the applicability of the method for the 2001 Hollywood and 2008 Chino Hills earthquakes, using the recent SCEC CVM-H6.2 southern California crustal model. In general, the computational cost of the adjoint CMT algorithm is less than or comparable to the traditional Hessian-based CMT inversion utilizing 3-D Green’s functions. This study prepares the way for multiple CMT and kinematic source inversions based on 3-D background models, where the adjoint CMT method is preferable, in particular in the kinematic case, because it does not presume a given fault location or orientation, making it currently the only computationally viable method. One disadvantage of the adjoint CMT method compared to an inversion based on 3-D Green’s functions is that the adjoint approach is iterative, and therefore forward and adjoint simulations have to be launched sequentially, and the next iteration cannot start until the current iteration is complete. In contrast, the Hessian-based inversion permits the computation of all 3-D Green’s functions simultaneously, making it suitable for parallel job submission. However, as we illustrated for the 2008 Chino Hills event, inversions for centroid location are non-linear and require an iterative approach, and such iterations must also be carried out sequentially.
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