In mathematical computations on a computer, errors are introduced into the solutions. These errors are brought into a calculation in three ways:

1. Error is present at the outset in the original data—*inherent error*.
2. Error results from replacing an infinite process by a finite one—*truncation error*, i.e., representing a function by the first few terms of a Taylor series expansion.
3. Error arises as a result of the finite precision of the numbers that can be represented in a computer—*round-off error*.

Each of these errors is unavoidable in a calculation, and hence the problem is not to prevent their occurrence, but rather to control their magnitude. The control of inherent error is not within the scope of this text, and the truncation errors pertaining to specific methods are discussed in the appropriate chapters. This section outlines computer arithmetic and how it influences round-off errors.

**Computer Number System**

The mathematician or engineer, in seeking a solution to a problem, assumes that all calculations will be performed within the system of real numbers, \( \mathbb{R} \). In \( \mathbb{R} \), the interval between any two real numbers contains infinitely many real numbers. \( \mathbb{R} \) does not exist in a computer because there are only a finite amount
of real numbers within a computer's number system. This is a source of round-off error. In computer memory, each number is stored in a location that consists of a sign (±) plus a fixed number of digits. A discussion of how these digits represent numbers is presented next.

NORMALIZED FLOATING-POINT NUMBER SYSTEM

A floating-point number system is characterized by four parameters:

\[
\begin{align*}
\beta &= \text{number base} \\
t &= \text{precision} \\
L, U &= \text{exponent range}.
\end{align*}
\]

One can denote such a system by

\[
F(\beta, t, L, U)
\]

Each floating-point number, \(x \neq 0\), in \(F\) is represented in the following way:

\[
x = \pm \left( \frac{d_1}{\beta} + \frac{d_2}{\beta^2} + \ldots + \frac{d_t}{\beta^t} \right) \times \beta^e \tag{A.1}
\]

where

\[
\begin{align*}
1 &\leq d_1 < \beta \\
0 &\leq d_s < \beta, \quad 2 \leq s \leq t, \\
L &\leq e \leq U
\end{align*}
\]

The fact that \(d_1 \neq 0\) means that the floating-point number system is normalized.

ROUND-OFF ERRORS

Next, consider the differences between computations in \(F\) versus \(\mathcal{R}\), i.e., round-off errors. The source of the differences lies in the fact that \(F\) is not closed under the arithmetic operations of addition and multiplication (likewise, subtraction and division); the sum or the product of two numbers in \(F\) may not necessarily be an element of \(F\). Hence, to stay in \(F\), the computer replaces the "true" result of an operation by an element of \(F\), and this process produces some error. Several cases can occur [A.4]:

1. The exponent \(e\) of the result can lie outside the range \(L \leq e \leq U\),
   (a) If \(e > U\), overflow; for example, in \(F(2, 3, -1, 2)\)
   \[
   (0.100 \times 2^2) \times (0.110 \times 2^3) = 0.110 \times 2^3 \\
   2 \times 3 = 6
   \]
(b) If $e < L$, underflow; for example, in $F(2, 3, -1, 2)$

$$
(0.100 \times 2^0) \times (0.110 \times 2^{-1}) = 0.110 \times 2^2
$$

$$
\frac{1}{2} \times \frac{3}{8} = \frac{3}{16}
$$

2. The fractional part has more than $t$ digits; for example, consider $F(2, 3, -1, 2)$

$$
(0.110 \times 2^0) + (0.111 \times 2^0) = 0.1101 \times 2^1
$$

$$
\frac{3}{4} + \frac{7}{8} = \frac{13}{8}
$$

(notice that four digits are required to represent the fractional part). Similarly,

$$
(0.111 \times 2^0) \times (0.110 \times 2^0) = 0.10101 \times 2^0
$$

$$
\frac{7}{8} \times \frac{3}{4} = \frac{21}{32}
$$

(while this situation does not arise frequently in addition, it almost invariably does with multiplication).

To define a result that can be represented in the machine, the computer selects a nearby element of $F$. This can be done in two ways: rounding and chopping. Suppose the "true" result of an operation is

$$
\left(\frac{d_1}{\beta} + \frac{d_2}{\beta^2} + \ldots + \frac{d_t}{\beta^t} + \frac{d_{t+1} + \frac{1}{2} \beta}{\beta^{t+1}} + \ldots \frac{d_w}{\beta^w}\right) \times \beta^e
$$

then,

1. Chopping: digits beyond $(d_t)/(\beta^t)$ are dropped.
2. Rounding:

$$
\left(\frac{d_1}{\beta} + \frac{d_2}{\beta^2} + \ldots + \frac{d_{t+1} + \frac{1}{2} \beta}{\beta^{t+1}}\right) \times \beta^e
$$

then chop.

For example, if one considers $F(2, 3, -1, 2)$, the number

$$
0.1101 \times 2^1: \text{chopping}
$$

$$
0.111 \times 2^1: \text{rounding},
$$

while for

$$
0.101 \times 2^0: \text{chopping}
$$

$$
0.101 \times 2^0: \text{rounding}.
$$
Both methods are commonly used on present-day computers. No matter the method, there is some round-off error introduced by the process. If \( f(x) \) represents the machine representation of \( x \), then
\[
\sigma(x) = \text{relative round-off error} = \frac{|x - f(x)|}{x}, \quad x \neq 0
\]

It can be shown that \([A.1]\)
\[
\sigma(x) \leq \text{EPS} = \begin{cases} 
\beta^{1-t}; & \text{chopping} \\
\frac{1}{2} \beta^{2-t}; & \text{rounding}
\end{cases}
\]

As an example, suppose \( x = 12.467 \) with \( F(10, 4, -50, 50) \) and chopping, then \( f(x) = 0.1246 \times 10^2 \) and
\[
\sigma(x) = \left| \frac{12.467 - 0.1246 \times 10^2}{12.467} \right|
\]
or
\[
\sigma(x) = 0.00056 < \text{EPS} = 10^{-3}
\]

For the same system with rounding, \( f(x) = 0.1247 \times 10^{-2} \) and
\[
\sigma(x) = 0.00024 < \text{EPS} = \frac{1}{2} \times 10^{-3}
\]

One can see that the parameter EPS plays an important role in computation with a floating-point number system. EPS is the machine epsilon and is defined to be the smallest positive machine number such that
\[
f(1 + \text{EPS}) > 1,
\]

For example, for \( F(10, 4, -50, 50) \) with chopping
\[
\text{EPS} = 10^{-3} \quad \text{since} \quad f(1 + 0.001) = 0.1001 \times 10^1 > 1
\]
and for rounding
\[
\text{EPS} = 0.0005 \quad \text{since} \quad f(1 + 0.0005) = 0.1001 \times 10^1 > 1
\]

The machine epsilon is an indicator of the attainable accuracy in a floating-point number system and can be used to determine the maximum achievable accuracy of computation.

Take, as a specific example, an IBM 3032 and find EPS. Considering only floating-point number systems, the IBM 3032 uses either of two base 16 systems:

1. \( F_s(16, 6, -64, 63) \): single precision
2. \( F_D(16, 14, -64, 63) \): extended precision

For chopping (\( \text{EPS} = \beta^{1-t} \)):

- \( \text{EPS (single)} = 9.54 \times 10^{-7} \)
- \( \text{EPS (extended)} = 2.22 \times 10^{-16} \)
If one executes the following algorithm (from Forsythe, Malcolm, and Moler [A.1]):

```
DOUBLE PRECISION EPS, EPS1
EPS = 1.0D0
10 EPS = 0.5D0*EPS
     EPS1 = EPS + 1.0D0
     IF (EPS1, GT. 1.0D0) GO TO 10
     WRITE (6,20) EPS
20 FORMAT (5X, 'THE MACHINE EPSILON = ', D17.10)
     STOP
END
```

the result is:

```
THE MACHINE EPSILON = 0.1110223025 D-15
```

This method of finding EPS can differ from the "true" EPS by at most a fraction of 2 (EPS is continually halved in statement number 10). Notice that the calculated value of EPS is half of the value predicted by \( EPS = \beta^{1-t} \), as one would expect. In the course of carrying out a computer calculation of practical magnitude, a very large number of arithmetic operations are performed, and the errors can propagate. It is, therefore, wise to use the number system with the greatest precision.

Another computational problem involving the inability of the computer to represent numbers of \( \mathcal{R} \) in \( F \) is shown below. Take for instance the number 0.1, which is used frequently in the partition of intervals, and consider whether ten steps of length 0.1 are the same as one step of length 1.0. If one executes the following algorithm on an IBM 3032:

```
DOUBLE PRECISION X
X = 0.D0
N = 0
DO 10 I = 1,10
     X = X + 0.1D0
10 CONTINUE
     IF (X.EQ.1.0D0) N = 1
     WRITE(6,20) N,X
20 FORMAT (10X,' THE VALUE OF N = ',I1,/,10X,  
     ' THE VALUE OF X = ',D17.10)
     STOP
END
```

the result is:

```
THE VALUE OF N = 0
THE VALUE OF X = 0.1000000000D 01.
```
Since the printed value of $x$ is exactly 1.0, then why is the value of $N$ still equal to zero? The answer to this question is as follows. The IBM computer operates with $\beta$ being a power of 2, and because of this, the number 0.1 cannot be exactly represented in $F$ (0.1 does not have a terminating expansion of $\frac{1}{2}$). In fact,

$$\frac{1}{10} = \frac{0}{2} + \frac{0}{2^2} + \frac{0}{2^3} + \frac{1}{2^4} + \frac{1}{2^5} + \frac{0}{2^6} + \frac{0}{2^7} + \ldots$$

or

$$(0.1)_{10} = (0.000110011001100\ldots)_{2} = (0.19999\ldots)_{16}$$

The base 2 or base 16 representations are terminated after $t$ digits since the IBM chops when performing computations, and when ten of these representations of 0.1 are added together, the result is not exactly 1.0. This is why $N$ was not set equal to 1 in the above algorithm. Why then is the printed value of $x$ equal to 1.0? The IBM machine chops when performing computations, but then rounds on output. Therefore, it is the rounding procedure on output that sets $x$ exactly equal to 1.0.

The programmer must be aware of the subtleties discussed in this appendix and many others, which are described in Chapter 2 of [A.1], for effective implementation of computational algorithms.
Systems of nonlinear algebraic equations arise in the discretization of differential equations. In this appendix, we illustrate a technique for solving systems of nonlinear algebraic equations. More detailed discussions of this topic can be found in [A.1–A.4].

Consider the set of nonlinear algebraic equations

\[ f_1(y_1, y_2, \ldots, y_n) = 0 \]
\[ f_2(y_1, y_2, \ldots, y_n) = 0 \]
\[ \vdots \]
\[ f_n(y_1, y_2, \ldots, y_n) = 0 \]  \hspace{1cm} \text{(B.1)}

which can be written as

\[ f_i(y) = 0, \quad i = 1, 2, \ldots, n, \]

or

\[ f(y) = 0 \]

We wish to find that set \( \{y_i| i = 1, \ldots, n\} \) that satisfies (B.1).

Although there are many ways to solve Eq. (B.1), the most common method of practical use is Newton's method (or variants of it). In the case of a single equation, the Newton method consists in linearizing the given equation \( f(y) = 0 \) by approximating \( f(y) \) by

\[ f(y^0) + f'(y^0)(y - y^0) \]  \hspace{1cm} \text{(B.2)}
where \( y^0 \) is believed to be close to the actual solution, and solving the linearized equation
\[
f(y^0) + f'(y^0) \Delta y = 0 \quad (B.3)
\]
The value \( y^1 = y^0 + \Delta y \) is then accepted as a better approximation, and the process is continued if necessary.

Now consider the system \((B.1)\). If the \( i \)th equation is linearized, then
\[
f_i(y_1^k, y_2^k, \ldots, y_n^k) + \sum_{j=1}^{n} \left[ \frac{\partial f_i}{\partial y_j} \right]_{k} (y_j^{k+1} - y_j^k) = 0 \quad (B.4)
\]
where \( k \geq 0 \). The Jacobian is defined as
\[
J_k^i = \left. \frac{\partial f_i}{\partial y_j} \right|_k \quad (B.5)
\]
and \((B.4)\) can be written in matrix form as
\[
J^k \Delta y = -f(y^k) \quad (B.6)
\]
where
\[
\Delta y_j = y_j^{k+1} - y_j^k \\
\Delta y = (\Delta y_1, \Delta y_2, \ldots, \Delta y_n)^T
\]
The procedure is

1. Choose \( y^0 \)
2. Calculate \( \Delta y \) from \((B.6)\)
3. Set \( y^{k+1} = y^k + \Delta y \)
4. Iterate on (2) and (3) until
\[
||\Delta y||_\infty < \text{TOL}
\]
where
\[
||x||_\infty = \max x_i \\
\text{TOL} = \text{arbitrary}
\]
The convergence of the Newton method is proven in [A.2] under certain conditions, and it is shown that the method converges quadratically, i.e.,
\[
||g^* - y^{k+1}||_\infty < m \ ||g^* - y^{k}||_\infty^2 \quad (B.7)
\]
where
\[
f(g^*) = 0
\]
and
\[
m = \text{a constant}
\]
From the main body of this text one can see that all the methods for solving differential equations can yield large sets of equations that can be formulated into a matrix problem. Normally, these equations give rise to a matrix having a special property in that a great many of its elements are zero. Such matrices are called sparse. Typically, there is a pattern of zero and nonzero elements, and special matrix methods have been developed to take these patterns into consideration. In this appendix we begin by discussing a method for solving a general linear system to equations and then proceed by outlining a method for the tridiagonal matrix.

**DENSE MATRIX**

The standard method of solving a linear system of algebraic equations is to do a lower-upper (LU) decomposition on the matrix, or Gaussian elimination. Consider a dense (all elements are nonzero), nonsingular (all rows or columns are independent) \( n \times n \) matrix \( A \) such that

\[
Ax = r
\]
where

\[ x = [x_1, x_2, \ldots, x_n]^T \]
\[ r = [r_1, r_2, \ldots, r_n]^T \]
\[ A = \begin{bmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} \\
  a_{21} & \ddots & & \\
  \vdots & & \ddots & \\
  \vdots & & & \ddots \\
  a_{n1} & & & a_{nn}
\end{bmatrix} \]

The 21 element can be made zero by multiplying the first row by \(-a_{21}/a_{11}\) and adding it to the second row. By multiplying the first row by \(-a_{31}/a_{11}\) and adding to the third row, the 31 element becomes zero. Likewise,

\[
A^{[1]}x = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & \cdots \\
  0 & a_{22} - \frac{a_{21}}{a_{11}} & a_{23} - \frac{a_{21}}{a_{11}} a_{13} & \cdots \\
  0 & a_{32} - \frac{a_{31}}{a_{11}} & a_{33} - \frac{a_{31}}{a_{11}} a_{13} & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  \vdots & \vdots & \vdots & \ddots \\
  \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_n
\end{bmatrix} = \begin{bmatrix}
r_1 \\
r_2 - \frac{a_{21}}{a_{11}}r_1 \\
r_3 - \frac{a_{31}}{a_{11}}r_1 \\
\vdots \\
\vdots \\
\vdots
\end{bmatrix} = r^{[1]}
\]

\[ (C.2) \]

In sequel this is

\[
a_{i,j}^{[k]} = a_{i,j}^{[k-1]} - \frac{a_{i,k-1}^{[k-1]}}{a_{k-1,k-1}^{[k-1]}} a_{k-1,j}^{[k-1]} \\ r_i^{[k]} = r_i^{[k-1]} - \frac{a_{i,k-1}^{[k-1]}}{a_{k-1,k-1}^{[k-1]}} r_{k-1}
\]

\[ (C.3) \quad (C.4) \]

Now make a column of zeros below the diagonal in the second column by doing the same process as before

\[
A^{[2]}x = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & \cdots \\
  0 & a_{22} & a_{23} & \cdots \\
  0 & 0 & a_{33} & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  \vdots & \vdots & \vdots & \ddots \\
  \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_n
\end{bmatrix} = \begin{bmatrix}
r_1 \\
r_2^{[2]} \\
r_3^{[2]} \\
\vdots \\
\vdots \\
\vdots
\end{bmatrix}
\]

\[ (C.5) \]
Continue the procedure until the lower triangle is filled with zeros and set \( A^{[n]} = U \).

\[
U_x = A^{[n]}x = \begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{14} & \cdots \\
a_{22} & a_{23} & a_{24} & \cdots \\
a_{33} & a_{34} & \cdots \\
0 & \cdots
\end{bmatrix} \begin{bmatrix}x_1 \\
x_2 \\
\vdots
\end{bmatrix} = \begin{bmatrix}r_1 \\
r_2 \\
\vdots
\end{bmatrix} \tag{C.6}
\]

Define \( L \) as the matrix with zeros in the upper triangle, ones on the diagonal, and the scalar multiples used in the lower triangle to create \( U \),

\[
L = \begin{bmatrix}
1 & & & \\
-\frac{a_{21}}{a_{11}} & 1 & & \\
-\frac{a_{31}}{a_{11}} - \frac{a_{22}^{[2]}}{a_{22}} & \frac{a_{22}^{[2]}}{a_{22}} & 1 \\
\vdots & \vdots & \vdots & \ddots \\
-\frac{a_{n-1}}{a_{n-1,n-1}} & -\frac{a_{n-1}}{a_{n-1,n-1}} & \cdots & 1
\end{bmatrix} \tag{C.7}
\]

If the unit diagonal is understood, then \( L \) and \( U \) can be stored in the same space as \( A \). The solution is now obtained by

\[
x_n = \frac{r_n^{[n]}}{a_{nn}} \\
x_{n-1} = \frac{r_{n-1}^{[n-1]} - a_{n-1,n}^{[n-1]} x_n}{a_{n-1,n-1}^{[n-1]}} \tag{C.8}
\]

\[
x_i = \frac{r_i^{[i]} - \sum_{j=i+1}^{n} a_{i,j}^{[i]} x_j}{a_{i,i}^{[i]}}
\]

It is possible to show that \( A = LU \) \([A.5]\). Thus (C.1) can be represented as

\[
Ax = LUx = r \tag{C.9}
\]
Notice that the sequence

\[ L y = r \]  \hspace{1cm} (C.10)

\[ U x = y \]  \hspace{1cm} (C.11)

gives (C.9) by multiplying (C.11) from the left by \( L \) to give

\[ L U x = L y \]  \hspace{1cm} (C.12)

or

\[ A x = L U x = r \]

One can think of Eq. (C.3) as the LU decomposition of \( A \), Eq. (C.4) as the forward substitution or the solution of (C.10), and Eq. (C.8) as the backward elimination or the solution of (C.11). If a certain problem has a constant matrix \( A \) but different right-hand sides \( r \), then the matrix need only be decomposed once and the iteration would only involve the forward and backward sweeps.

The number of multiplications and divisions needed to do one LU decomposition and \( m \)-forward and backward sweeps for a dense matrix is

\[ \text{OP}_{\text{G.E.}} = \frac{1}{3} n^3 - \frac{1}{3} n + mn^2 \]  \hspace{1cm} (C.13)

This is fewer operations than it takes to calculate an inverse, so the decomposition is more efficient. Notice that the decomposition is proportional to \( n^3 \), whereas the forward and backward sweeps are proportional to \( n^2 \). For large \( n \) the decomposition is a significant cost.

The only way that Gaussian elimination can become unstable and the process break down when \( A \) is nonsingular is if \( a_{ji}^{[-1]} = 0 \) before performing step \( i \) of the decomposition. Since the procedure is being performed on a computer, round-off errors can cause \( a_{ji}^{[-1]} \) to be "close" to zero, likewise, causing instabilities. Often this round-off error problem can be avoided by pivoting; that is, find row \( s \) such that \( \max_{i=\{j\in\{i\}\}} |a_{si}^{[-1]}| = |a_{ji}^{[-1]}| \) and switch row \( s \) and row \( i \) before performing the \( i \)th step. To avoid pivoting, we must impose that matrix \( A \) be diagonally dominant:

\[ |a_{ii}| \geq \sum_{j=1}^{n} |a_{ij}|, \quad i = 1, \ldots, n, \]  \hspace{1cm} (C.14)

where the strict inequality must hold for at least one row. Condition (C.14) insures that \( a_{ji}^{[-1]} \) will not be "close" to zero, and therefore the Gaussian elimination procedure is stable and does not require pivoting.
TRIDIAGONAL MATRIX

The LU decomposition of a tridiagonal matrix is performed by Gaussian elimination. A tridiagonal matrix can be written as

\[
\begin{bmatrix}
b_1 & c_1 & & & \\
a_2 & b_2 & c_2 & & \\
& a_3 & b_3 & c_3 & \\
& & \ddots & \ddots & \ddots \\
& & & a_{n-1} & b_{n-1} & c_{n-1} \\
& & & & a_n & b_n \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_i \\
\vdots \\
x_n \\
\end{bmatrix}
\begin{bmatrix}
r_1 \\
r_2 \\
\vdots \\
r_i \\
\vdots \\
r_n \\
\end{bmatrix}
\tag{C.15}
\]

The Thomas algorithm (Gaussian elimination which takes into account the form of the matrix) is

\[
\alpha_1 = \frac{c_1}{b_1} \tag{C.16}
\]

\[
\gamma_1 = \frac{r_1}{b_1} \tag{C.17}
\]

\[
\alpha_i = \frac{c_i}{b_i - a_i\alpha_{i-1}} \quad i = 2, 3, \ldots, n \tag{C.18}
\]

\[
\gamma_i = \frac{r_i - a_i\gamma_{i-1}}{b_i - a_i\alpha_{i-1}} \quad i = 2, 3, \ldots, n \tag{C.19}
\]

with

\[
c_n = 0,
\]

and

\[
x_n = \gamma_n \tag{C.20}
\]

\[
x_i = \gamma_i - \alpha_i x_{i+1}, \quad i = n - 1, n - 2, \ldots, 1 \tag{C.21}
\]

Equations (C.18) and (C.19) are the LU decomposition and forward substitution, and Eq. (C.21) is the backward elimination. The important point is that there is no fill outside the tridiagonal matrix (structure remains the same). This is an advantage in reducing the work and storage requirements. The operation count
to solve $m$ such systems of size $n$ is

$$\text{OP}_{TD} = 2(n - 1) + m(3n - 2),$$

which is a significant savings over $(\frac{1}{3})n^3$ of (C.13). Since this algorithm is a special form of Gaussian elimination without pivoting, the procedure is stable only when the matrix possesses diagonal dominance.
In finite element methods the manner in which the approximate numerical solution of a differential equation is represented affects the entire solution process. Specifically, we would like to choose an approximating space of functions that is easy to work with and is capable of approximating the solution accurately. Such spaces exist, and bases for these spaces can be constructed by using B-splines [A.6]. The authoritative text on this subject is by deBoor [A.6].

Before defining the B-splines, one must first understand the meaning of a divided difference and a truncated power function. The first-order divided difference of a function $g(x)$, $x_i \leq x \leq x_{i+1}$, is

$$g[x_i, x_{i+1}] = \frac{g(x_{i+1}) - g(x_i)}{x_{i+1} - x_i} \quad (D.1)$$

while the higher-order divided difference (dd) formulas are given by recursion formulas: the $r$th-order dd of $g(x)$ on the points $x_p, x_{i+1}, \ldots, x_{i+r}$ is

$$g[x_p, x_{i+1}, \ldots, x_{i+r}] = \frac{g[x_{i+1}, \ldots, x_{i+r}] - g[x_p, \ldots, x_{i+r-1}]}{x_{i+r} - x_i} \quad (D.2)$$

where

$$g[x_p, \ldots, x_{i+r-1}] = \frac{g[x_{i+1}, \ldots, x_{i+r-1}] - g[x_p, \ldots, x_{i+r-2}]}{x_{i+r-1} - x_i}$$

$$\vdots$$

$$g[x_p, x_{i+1}, x_{i+2}] = \frac{g[x_{i+1}, x_{i+2}] - g[x_p, x_{i+1}]}{x_{i+2} - x_i}$$
Notice that the $i$th-order dd of a function is equal to its $i$th derivative at some point times a constant. Next, define a truncated power function of order $r$ (degree $= r - 1$) as:

$$\phi_r^i(t) = (x - t)^{r-1}_+ = \begin{cases} (x - t)^{r-1}, & x \geq t \\ 0, & x < t \end{cases}$$  \hspace{1cm} (D.3)

This function is illustrated in Figure D.1. The function and all of its derivatives except for the $(r - 1)$st are continuous [(r - 1)th derivative is not continuous at $x = t$]. Now, let the sequence $t_0, \ldots, t_{j+r}$ of $r + 1$ points be a nondecreasing sequence and define

$$Z_j^i(x) = \phi_r^i [t_0, \ldots, t_{j+r}] \hspace{1cm} (D.4)$$

Thus, $Z_j^i(x) = 0$, when $t_0, \ldots, t_{j+r}$ is not in an interval containing $x$, and when the interval does contain $x$, $Z_j^i(x)$ is a linear combination of terms $\phi_r^i(t) = (x - t)^{r-1}_+$ evaluated at $t = t_0, \ldots, t_{j+r}$, that is, the linear combination that results from the dd's.

The $i$th B-spline of order $k$ for the sequence $t = \{t_i \mid i = 1, \ldots, k\}$ (called a knot sequence) is denoted by $B_{i,k,t}$ and is defined by

$$B_{i,k,t}(x) = (-1)^k(t_{i+k} - t_i)Z_i^k(x) \hspace{1cm} (D.5)$$

If $k$ and $t$ are understood, then one can write $B_i(x)$ for $B_{i,k,t}(x)$. The main properties of $B_i(x)$ are:

1. Each $B_i(x) = 0$ when $x < t_i$ or $x > t_{i+k}$ (local support).
2. \[\sum_{i} B_i(x) = 1, \text{ specifically } \sum_{i=q+1-k}^{s} B_i(x) = 1 \text{ for } t_q \leq x \leq t_s.\]
3. Each $B_i(x)$ satisfied $0 \leq B_i(x) \leq 1$ for $t_i \leq x \leq t_{i+k}$ [normalized by the term $(t_{i+k} - t_i)$ in (D.5)] and possesses only one maximum.

![FIGURE D.1 Truncated power function of order r.](image-url)
Consider the approximating space $\mathcal{P}_k^\nu(\pi)$ (described in Chapter 3) and whether the B-splines can serve as a basis for this space. Given the partition $\pi$,

$$a = x_1 < x_2 < \ldots < x_{\ell+1} = b,$$

and the nonnegative integer sequence $\nu = \{v_j | j = 2, \ldots, \ell\}$, which denotes the continuity at the breakpoints $x_i$, then the dimension of $\mathcal{P}_k^\nu(\pi)$ is given by

$$N = \dim \mathcal{P}_k^\nu(\pi) = \sum_{j=1}^{\ell} (k - v_j)$$

with $v_1 = 0$. If $t = \{t_1| i = 1, \ldots, N + k\}$ such that

$$t_1 \leq t_2 \leq \ldots \leq t_k \leq x_1$$

(makes the first B-spline one at $x_1$)

$$x_{\ell+1} \leq t_{N+1} \leq \ldots \leq t_{N+k}$$

(makes the last B-spline one at $x_{\ell+1}$)

and if for $i = 2, \ldots, \ell$, the number $x_i$ occurs exactly $k - v_i$ times in the set $t$, then the sequence $B_i(x)$, $i = 1, \ldots, N$ is a basis for $\mathcal{P}_k^\nu(\pi)$ [A.6]. Therefore a function $f(x)$ can be represented in $\mathcal{P}_k^\nu(\pi)$ by

$$f(x) = \sum_{i=1}^{N} \alpha_i B_i(x)$$

The B-splines have many computational features that are described in [A.6]. For example, they are easy to evaluate. To evaluate a B-spline at a point $x$, $t_j \leq x \leq t_{j+1}$, the following algorithm can be used [A.7] [let $B_{i,k,t}(x)$ be denoted by $B_{i,k}$ and $Z_i^k(x)$ by $Z_{i,k}$]:

$$B_{i,1} = 1$$

DO 20 $\ell = 1, \ldots, k - 1$

$$B_{i-\ell, \ell+1} = 0$$

DO 10 $j = 1, \ldots, \ell$

$$Z_{i+j-\ell, \ell} = B_{i+j-\ell, \ell}(t_{i+j} - t_{i+1} - \ell)$$

$$B_{i+j-\ell-1, \ell+1} = B_{i+j-\ell-1, \ell+1} + (t_{i+j} - x)Z_{i+j-\ell-1, \ell}$$

$$B_{i+j-\ell, \ell+1} = (x - t_{i+j-\ell})Z_{i+j-\ell, \ell}$$

10 CONTINUE

20 CONTINUE

Thus B-splines of lower order are used to evaluate B-splines of higher order. A complete set of algorithms for computing with B-splines is given by deBoor [A.6].

A B-spline $B_{i,k,t}(x)$ has support over $[t_i, \ldots, t_{i+k}]$. If each point $x_i$ appears only once in $t$, that is, $v_i = k - 1$, then the support is $k$ subintervals, and the B-spline has continuity of the $k - 2$ derivative and all lower-order derivatives.
To decrease the continuity, one must increase the number of times \( x_i \) appears in \( t \) (this also decreases the support). This loss in continuity results from the loss in order of the \( \text{dd}'s \). To illustrate this point, consider the case of quadratic B-splines \((k = 3)\) corresponding to the knots \( \{0, 1, 1, 3, 4, 6, 6, 6\} \) on the partition \( x_1 = 1, x_2 = 3, x_3 = 4, x_4 = 6 \). For this case notice that \((k = 3, \ell = 3): \)

\[
\begin{align*}
v_2 &= 2, \\
v_3 &= 2 \\
N &= \dim \mathcal{B}_k^p(\pi) = \sum_{j=1}^{3} (3 - \nu_j) = 5 \\
t_1 &\leq \ldots \leq t_k \leq x_1 \quad (0 \leq 1 \leq 1)
\end{align*}
\]

and

\[
x_{\ell+1} \leq t_{N+1} \leq \ldots \leq t_{N+k} \quad (6 \leq 6 \leq 6)
\]

Therefore, there are five B-splines to be calculated, each of order 3. Figure D.2 (from [A.6]) illustrates these B-splines. From this figure one can see the normal parabolic spline, \( B_3(x) \), which comes from the fact that all the knots are distinct. Also, the loss of continuity in the first derivative is illustrated, for example, \( B_2(x) \) at \( x = 1 \) due to the repetition of \( x_1 \).

When using B-splines as the basis functions for finite element methods, one specifies the order \( k \) and the knot sequence. From this information, one can calculate the basis if continuity in all derivatives of order lower than the order of the differential equation is assumed.

---

Consider the solution of the linear algebraic system

\[ Ax = b \tag{E.1} \]

where \( A \) is a given real \( N \times N \) matrix, \( b \) is a given \( N \) component vector, and \( x \) is the unknown vector to be determined. In this appendix we are concerned with systems in which \( N \) is large and \( A \) is sparse. Linear systems of this type arise from the numerical solution of partial differential equations.

After discretizing a partial differential equation by either finite difference or finite element techniques, one is faced with the task of solving a large sparse system of linear equations of form (E.1). Two general procedures used to solve systems of this nature are direct and iterative methods. Direct methods are those that, in the absence of round-off errors, yield the exact solution in a finite number of arithmetic operations. An example of a direct method is Gaussian elimination. Iterative methods are those that start with an initial guess for the solution and that, by applying a suitably chosen algorithm, lead to better approximations. In general, iterative methods require less storage and fewer arithmetic operations than direct methods for large sparse systems (for a comparison of direct and iterative methods, see [A.8]).

An iterative method for the solution of linear systems is obtained by splitting the matrix \( A \) into two parts, say

\[ A = S - T \tag{E.2} \]

To solve (E.1) define a sequence of vectors \( x^\ell \) by

\[ Sx^{\ell+1} = Tx^\ell + b, \quad \ell = 0, 1, \ldots \tag{E.3} \]
where \( x^0 \) is specified. If the sequence of vectors converges, then the limit will be a solution of (E.1).

There are three common splittings of \( A \). The first is known as the point Jacobi method and is

\[
S = D \\
T = D - A \tag{E.4}
\]

where the matrix \( D \) is the diagonal matrix whose main diagonal is that of \( A \). In component form the point Jacobi method is

\[
x_{i}^{\ell+1} = - \sum_{j=1 \atop j \neq i}^{N} \frac{a_{ij}}{a_{ii}} x_{j}^{\ell} + \frac{b_{i}}{a_{ii}}, \quad 1 \leq i \leq N, \quad \ell \geq 0 \tag{E.5}
\]

An obvious necessary condition for (E.5) to work is \( a_{ii} \neq 0 \). If \( A \) is diagonally dominant, then the point Jacobi method converges [A.3]. Examination of (E.5) shows that one must save all the components of \( x^{\ell} \) while computing \( x^{\ell+1} \). The Gauss-Seidel method does not possess this storage requirement. The matrix splitting equations for the Gauss-Seidel method are

\[
S = D + L \\
T = -U \tag{E.6}
\]

where \( D \) is as before, and \( U \) and \( L \) are strictly upper and lower triangular matrices, respectively. In component form this method is

\[
x_{i}^{\ell+1} = - \sum_{j=1 \atop j \neq i}^{i-1} a_{ij} x_{j}^{\ell} - \sum_{j=i+1}^{N} a_{ij} x_{j}^{\ell} + \frac{b_{i}}{a_{ii}}, \quad 1 \leq i \leq N, \quad \ell \geq 0 \tag{E.7}
\]

As with the point Jacobi method, \( A \) must be diagonally dominant for the Gauss-Seidel method to converge [A.3]. Also, in most practical problems the Gauss-Seidel method converges faster than the point Jacobi method. The third common method is closely related to the Gauss-Seidel method. Let the vector \( \hat{x}^{\ell+1} \) be defined by

\[
\hat{x}_{i}^{\ell+1} = - \sum_{j=1 \atop j \neq i}^{i-1} a_{ij} \hat{x}_{j}^{\ell+1} - \sum_{j=i+1}^{N} a_{ij} x_{j}^{\ell} + \frac{b_{i}}{a_{ii}}, \quad 1 \leq i \leq N, \quad \ell \geq 0 \tag{E.8}
\]

from which \( x^{\ell+1} \) is obtained as

\[
x_{i}^{\ell+1} = x_{i}^{\ell} + \omega (\hat{x}_{i}^{\ell+1} - x_{i}^{\ell})
\]

or

\[
x_{i}^{\ell+1} = (1 - \omega) x_{i}^{\ell} + \omega \hat{x}_{i}^{\ell+1} \tag{E.9}
\]

The constant \( \omega, 1 \leq \omega \leq 2 \), is called the relaxation parameter, and is chosen to accelerate the convergence. Equations (E.8) and (E.9) can be combined to give

\[
x_{i}^{\ell+1} = x_{i}^{\ell} + \omega \left\{ - \sum_{j=1 \atop j \neq i}^{i-1} \frac{a_{ij}}{a_{ii}} x_{j}^{\ell+1} - \sum_{j=i+1}^{N} \frac{a_{ij}}{a_{ii}} x_{j}^{\ell} + \frac{b_{i}}{a_{ii}} - x_{i}^{\ell} \right\}
\]

\[
1 \leq i \leq N, \quad \ell \geq 0 \tag{E.10}
\]
Notice that if $\omega = 1$, the method is the Gauss-Seidel method. Equation (E.10) can be written in the split matrix notation as

$$S = \frac{1}{\omega} [D + \omega L]$$

$$T = \frac{1}{\omega} [(1 - \omega)D - \omega U]$$

(E.11)

where $D$, $L$, and $U$ are as previously defined. This method is called successive over relaxation (SOR). In the practical use of SOR, finding the optimal $\omega$ is of major importance. Adaptive procedures have been developed for the automatic determination of $\omega$ as the iterative procedure is being carried out (see, for example [A.9]).

Computer packages are available for the solution of large, sparse linear systems of algebraic equations. One package, ITPACK [A.10], contains research-oriented programs that implement iterative methods.
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