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This book treats parts of the mathematical foundations of three-dimensional elasticity using modern differential geometry and functional analysis. It is intended for mathematicians, engineers, and physicists who wish to see this classical subject in a modern setting and to see some examples of what newer mathematical tools have to contribute.

Disclaimer There are three things that every beginner in elasticity theory should know. The first is that “Kirchhoff” has two h’s in it. The second is that Hooke’s law will not be found as a basic axiom (it “really” means you are working with the linearized theory). The third is that researchers in elasticity theory are very opinionated, even when they are wrong. During our own work in this field we have refused to fight, and in keeping with this pacifist approach, we now issue these general disclaimers: This book is neither complete nor unbiased. Furthermore, we have not mentioned many deep and highly erudite works, nor have we elucidated alternative approaches to the subject. Any historical comments we make on subjects prior to 1960 are probably wrong, and credits to some theorems may be incorrectly assigned. Excellent historical sketches are available in the works of Truesdell [1968], Sokolnikoff [1956], and Sneddon [1980] cited in the bibliography.

The Two-Track and Box Approach To a mathematician, a tensor $t$ is a section of a certain bundle over a manifold. To an engineer or physicist, a tensor $t^{ijk}$ is an object dressed in indices. This is one of many unfortunate paper barriers that have retarded the growth of, and interest in, mathematical elasticity. The beginner should learn to speak both languages and to ignore notational disputes.
For example, beginners who are already trained in some geometry and who realize that \( \nabla f \) is a vector, while \( df \) is a one-form, will recognize at once that the deformation gradient \( F \) is not a gradient at all, but is simply the derivative of the deformation. They may also recognize that the rate of deformation tensor is just the Lie derivative of the Riemannian metric on space, and that the Cauchy–Green tensor is the pull-back of the Riemannian metric on space by the deformation.

To aid the reader in this linguistic endeavor we have tried to present as many formulas as possible in both languages. This is done through numerous boxes that summarize the important formulas both ways. These boxes are also used to isolate more advanced or optional material.

**Subjects Covered** The first two chapters cover the background geometry—which is developed as it is needed—and use this discussion to obtain the basic results on kinematics and dynamics of continuous media. Chapter 3 narrows the discussion to elastic materials. Chapter 4 on linearization gives a systematic way to linearize a nonlinear field theory along with a basic mathematical tool—the inverse function theorem. Chapter 5 deals with variational principles. Chapter 6 presents a relatively self-contained account of the use of functional analysis (such as elliptic theory and semigroups) in elasticity. Chapter 7 introduces bifurcation theory. We originally planned to include a chapter on numerical methods as well, but space and timeliness did not allow us to do so.

**Level and Background** The book is written at the beginning graduate level, with occasional excursions to the research frontier. Some parts, such as the first five chapters and parts of the remainder, are accessible to good undergraduates. To read this book one should have a solid background in advanced calculus (for example, J. Marsden [1974a] is adequate). One should also be prepared to invest considerable time in learning geometry and functional analysis as the book is read. Most of what is needed is in this book, but it may be useful to consult some of the references that follow.

**The Use of Geometry and Functional Analysis** We have found differential geometry helpful in sorting out the foundations of the subject. Deeper analytical facts about elasticity require a serious knowledge of functional analysis, including partial differential equations. The reader should realize that many researchers understand one or the other of these subjects, but very few understand both because of the large investment of time and effort involved. Therefore, one should adjust one's aspirations and depth of reading accordingly. For example, if one's goal is to get to modern research in the buckling of shells as fast as possible, it may be a mistake to start on page 1. It is obvious that a large part of any book is irrelevant to such a specific endeavor. Rather, one should jump directly into the current literature (for example, see Section 7.2) and use this book to
complete the necessary background. On the other hand, if one has the time to go through the requisite geometry, the insights gained into nonlinear elasticity will be worthwhile. Examples of how geometry is used in elasticity are discussed in Section 6 of the introductory chapter. Likewise, abstract functional analysis is often accused of not shedding any light on "practical" problems of elasticity. Recent progress in constitutive inequalities and numerical methods demonstrates that this view is incorrect.

**Point of Departure and Interdependence of Chapters** Because of the large amount of geometry involved in the first three chapters, we have written an introductory Chapter to enable readers to bypass parts of Chapters 1–3. After studying Sections 1–5 of the introductory chapter, such readers should be ready to undertake Chapters 4–7. These four chapters do contain some dependence on Chapters 1–3, but this dependence is minimal and may be bypassed if one has a background in elasticity obtained from other sources. We also recommend the introductory chapter for readers who intend to seriously study Chapters 1–3 to keep their work in perspective. Chapters 4–7 are in logical order, but it is not necessary to have full mastery of one before proceeding. To this end, ample cross references are given.

**Notation** We have adopted a reasonably simple system used by some current workers. This is summarized in a brief glossary. Readers should understand that if they hear a lecture on elasticity, the conventions will probably differ from those here or their own. Here boldface type is used to distinguish abstract tensors from their components. For example, \( \sigma \) means the abstract Cauchy stress tensor, while \( \sigma^{ab} \) represents its components. The only other nonstandard notation is the use of block boldface for the fourth-order elasticity tensors, such as \( C \), whose components are denoted \( C^{ABCD} \), and \( A \), whose components are denoted \( A^{ab} \). Occasionally the same symbol has two meanings in the book, when the intended meaning is clear from the context. We find this preferable to a multitudinous proliferation of alphabets and fonts that are impossible to reproduce in the classroom.

**Things We Fuss Over; Things We Don't** Most mathematicians, physicists and engineers now agree that the distinction between a linear transformation and a matrix is worth fussing over. We believe that one should also distinguish tensors from tensor components. However, we do not fuss over whether Euclidean space should be written as \( \mathbb{R}^3 \) or not. To abstract \( \mathbb{R}^3 \) properly, we believe that manifolds should be used. They are unquestionably the appropriate setting for tensor analysis.

Resistance to the use of abstract manifolds is frequently encountered, simply because most work in elasticity occurs in \( \mathbb{R}^3 \). In the literature, \( \mathbb{R}^3 \) is often replaced by abstract vector spaces. This arena is *not* suitable for general tensor analysis.
Indeed, as Einstein has so profoundly taught us, deep insights can be gained by removing one's blinders to see the theory in the grander time-proven context of covariant formulations. This is why we encourage the use of manifolds.

We do not fuss over measure-theoretic questions that are often used to introduce mass and force densities, for example. If one understands the Radon-Nikodym derivative, it takes only a few minutes to understand this even though technical intricacies may be nontrivial. We chose not to go into measure-theoretic formalism because it requires a lengthy exposition that would divert us from our main goal.

**Numbering Conventions** Within Chapter I, the eleventh item of the third section is referred to as 3.11 and the third section is referred to as Section 3. In subsequent chapters this item is referred to as 3.11, Chapter 1, and the third section is referred to as Section 1.3. Similar conventions apply to discussions enclosed in boxes. Figures are given their full labels for editorial reasons. Formulas are numbered within a section when it helps the exposition.

**References** A relatively large bibliography is included at the back of this book. Specific references cited in the text are listed by author and year like this: Ball [1977b]. It is wise for beginning students to consult a few key books regularly. We recommend the following:

(a) an introductory modern text on continuum mechanics, such as Malvern [1969] or Gurtin [1981b];
(b) one of the classical texts on elasticity such as Love [1927], Sokolnikoff [1956], Landau and Lifshitz [1970], Green and Adkins [1970], or Green and Zerna [1968];
(c) the encyclopedic treatise of Truesdell and Noll [1965] (which has a massive bibliography);
(d) a modern book on manifolds and tensor analysis, such as Abraham Marsden and Ratiu [1982], Bishop and Goldberg [1968], Schutz [1980], Spivak [1975], or Warner [1971], and a classical one such as Eisenhart [1926], Schouten [1954], or Synge and Schild [1956];
(e) a book on functional analysis such as Balakrishnan [1976], Oden [1979], or Yosida [1971].

More advanced readers should consult other contemporary works for comparisons and other points of view. For example, we find the following additional references useful:

(a) Kondo [1955] for an early attempt at the use of geometry in elasticity,
(b) Truesdell and Toupin [1960], Rivlin [1966a], and Eringen [1975] on basic principles;
(c) Gurtin [1972a] on linear elasticity;
(d) Knops and Wilkes [1973] on elastic stability;
(e) Fichera [1972a and b] and Knops and Payne [1971] on existence and uniqueness theorems;
(f) Bloom [1979] on the use of geometry in dislocation theory;
(g) Naghdi [1972] on general shell theory and Ciarlet [1983] on the derivation of plate theory from three dimensional elasticity;
(h) Antman [1972a], [1983] on rod theory and bifurcations in elasticity.

Acknowledgments The main part of this book grew out of a course given by us at Berkeley in 1975–76. A preliminary set of notes by us was published in Volume II of Nonlinear Analysis and Mechanics, edited by R. Knops (Pitman, 1978). We are indebted to Professor Knops for encouraging this publication and to the readers who sent us comments.

The support of the National Science Foundation, the Army Research Office, the University of California, the Carnegie and Killam Foundations and the Miller Institute is gratefully acknowledged.

We thank many colleagues directly and indirectly for their comments and criticisms, especially Stuart Antman, David Bao, John Ball, Iris Bloomer, Jack Carr, Paul Chernoff, David Chillingworth, Constantine Dafermos, Georges Duvaut, Marcelo Epstein, Jerry Ericksen, Marty Golubitsky, Morton Gurtin, Philip Holmes, Tosio Kato, Robin Knops, Jill Mesirov, George Oster, Miguel Ortiz, John Pierce, Peter Pinsky, Karl Pister, Miles Rubin, Gloria Sanchez, David Schaeffer, Reuven Segev, Marshall Slemrod, Juan Simo, Steve Wan, and Nigel Wilkes.

We are indirectly indebted to the founding masters of the modern theory, especially Ronald Rivlin and Clifford Truesdell. Their works and those of Stuart Antman, John Ball, Morton Gurtin, Robin Knops, Paul Naghdi, and Walter Noll have had a large influence on our development of the subject.
A BRIEF GLOSSARY OF CONVENTIONS AND NOTATIONS

CONVENTIONS: As far as possible, we shall use the following:
(a) sets and manifolds—lightface script; examples: $\mathcal{B}, S, \mathcal{M}$
(b) points, point mappings, scalars—lightface italic; examples: $X \in \mathcal{B}, \phi: \mathcal{B} \to S$
(c) vectors and vector fields, 2-tensors—boldface italic; examples: $v, V, F, C, \sigma$
(d) higher-order tensors—boldface block letters; examples: $A, C$
(e) material quantities—upper case
(f) spatial quantities—lower case

NOTATIONS

$\mathbb{R}^n$ Euclidean $n$-space
$\mathcal{B}$ reference configuration of a body
$X$ point in $\mathcal{B}$
$S$ the space in which the body moves (usually $S = \mathbb{R}^3$)
$x$ point in $S$
$\{X^i\}$ coordinates on $\mathcal{B}$
$\{x^a\}$ coordinates on $S$
$Z^i, z^i$ Euclidean coordinates on $\mathcal{B} \subset \mathbb{R}^3, S = \mathbb{R}^3$
$G_{AB}$ or $G$ Riemannian metric on $\mathcal{B}$
$g_{ab}$ or $g$ Riemannian metric on $S$
$\Gamma^a_{bc}$ Christoffel symbols for $G$
$\gamma^a_{bc}$ Christoffel symbols for $g$
$T\mathcal{M}$ tangent bundle of a manifold $\mathcal{M}$
$\phi^a$ or $\phi: \mathcal{B} \to S$ a configuration (or deformation)
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$dV$ material volume element as a measure
$dV$ material volume element as a tensor
$U^a$ or $U$ displacement
$u^a$ or $u: \mathcal{B} \rightarrow T\mathcal{S}$ linearization of a deformation
$F^a_A$ or $F = T\phi$ deformation gradient = tangent of $\phi$
$\nu^a$ or $\nu$ spatial velocity
$V^a$ or $V$ material velocity
$a^a$ or $a$ spatial acceleration
$A^a$ or $A$ material acceleration
$C_{AB}$ or $C$ (left) Cauchy–Green or deformation tensor
$t^a$ or $t$ Cauchy stress vector
$\sigma^{ab}$ or $\sigma$ Cauchy stress tensor
$P^{aA}$ or $P$ first Piola–Kirchhoff stress tensor
$\hat{P}^{aA}$ or $\hat{P}$ corresponding constitutive function
$S^{AB}$ or $S$ second Piola–Kirchhoff stress tensor
$A^{aAB}$ or $A$ first elasticity tensor
$C^{ABCD}$ or $C$ second elasticity tensor
$c^{abcd}$ or $c$ classical elasticity tensor (for the linearized theory)
$d_{ab}$ or $d = L_v g$ rate of deformation tensor
$\rho(x)$ mass density in the current configuration
$\rho_{Ref}(x)$ mass density in the reference configuration
$W$ or $E$ or $e$ stored energy function
$\hat{W}$ or $\hat{E}$ or $\hat{e}$ corresponding constitutive function
$\Psi$ or $\psi$ free energy
$\hat{\Psi}$ or $\hat{\psi}$ corresponding constitutive function
$\Theta, N$ temperature, entropy
$\phi^*t$ pull-back of a tensor $t$ by the map $\phi$
$\phi_*t = (\phi^{-1})^*t$ push-forward by the map $\phi$
$t$ material derivative of a tensor $t$
$L_v t = \frac{\partial t}{\partial t} + \mathcal{L}_v t$ Lie derivative of a tensor $t$ along a vector field $v$

$SO(3)$ proper orthogonal transformations of $\mathbb{R}^3$
$I_1(C), I_2(C), I_3(C)$ invariants of a symmetric $3 \times 3$ matrix $C$
$f: \mathcal{X} \rightarrow \mathcal{Y}$ map between Banach spaces
$Df(x_0)$ derivative of $f$ at a point $x_0 \in \mathcal{X}$
$e^{tA}$ semigroup generated by an operator $A$
$AB$ multiplication of linear maps or matrices
$Ax$ or $A \cdot x$ linear operator applied to $x$
$Df(x)v$ derivative of $f$ at $x$ in direction $v$
$\sigma \cdot n = \sigma^{ab} n_b$ contraction of tensors
$S: D = S^{AB} D_{AB}$ double contraction of tensors
$f \circ g$ composition of maps
A POINT OF DEPARTURE

This preliminary chapter provides a quick survey of a few standard topics in elasticity theory from a classical point of view. The treatment is exclusively in Euclidean space \( \mathbb{R}^3 \), using standard Euclidean coordinates. One of the first tasks we face in the book is to repeat this material in a more general "intrinsic" context. The preview aims to be as elementary as possible, while still getting to a few issues of current interest. It can be read prior to, or in conjunction with, the main body of the text. The only background needed is calculus of several variables and linear algebra; some first-year physics is helpful for motivation.¹

Warning. This introductory material is not where the book actually starts. This is intended to give certain readers a quick overview of where we are going. It proceeds at a very different tempo from the text and is sometimes chatty and imprecise. The material presented may be good for some readers, especially mathematicians who wish to learn elasticity for the first time. Experienced readers may wish to omit this and turn directly to Chapter 1.

1. KINEMATICS

In continuum mechanics, kinematics refers to the mathematical description of the deformation and motion of a piece of material. For example, if the beam shown in (a) of Figure 1.1 is loaded, it will bend. This is an example of a deformation.

¹We are indebted to John Ball, whose lectures "Elementary Elasticity from Scratch" at Berkeley inspired this preview. Parts of the exposition are taken directly from his lectures, but have been rewritten to conform to the notations of this book. Of course any inaccuracies are the responsibility of the authors.
tion of a body (see Figure 1.1(b)). We describe the new static equilibrium state it assumes by mapping points in the unloaded (reference) state to their corresponding positions in the loaded (current) state. An example of a motion of a body is the oscillatory behavior of the same beam as it responds to the blow of a sledge hammer (Figure 1.1(c)).

![Figure 1.1](image)

**Figure 1.1** (a) Beam (reference configuration). (b) Loaded beam (deformed configuration). (c) Oscillating beam (motion).

**Motions and Configurations** Abstractly, let a reference configuration \( \mathcal{B} \) be chosen for our body. By this, we mean the closure of an open set in \( \mathbb{R}^3 \) with piecewise smooth boundary. A configuration of \( \mathcal{B} \) is a mapping \( \phi: \mathcal{B} \rightarrow \mathbb{R}^3 \) that is sufficiently smooth, orientation preserving, and invertible. Points in \( \mathcal{B} \) are denoted \( X = (X^1, X^2, X^3) \in \mathcal{B} \) and are called material points, while points in \( \mathbb{R}^3 \) are denoted \( x = (x^1, x^2, x^3) \in \mathbb{R}^3 \) and are called spatial points. We write \( x = \phi(X) \).\(^2\) The words "configuration" and "deformation" are used synonymously.

A motion of \( \mathcal{B} \) is a time-dependent family of configurations, written \( x = \phi(X, t) \). The velocity of the material point \( X \) is defined by \( V(X, t) = (\partial/\partial t)\phi(X, t) \) regarded as a vector emanating from the point \( x \). The velocity viewed as a function of \( (x, t) \), denoted \( v(x, t) \), is called the spatial velocity. Thus \( V(X, t) = v(x, t) \), where \( x = \phi(X, t) \). See Figure 1.2. If \( \phi \) has components \( \phi^1, \phi^2, \) and \( \phi^3 \)—that is, if \( \phi = (\phi^1, \phi^2, \phi^3) \)—then \( V = (V^1, V^2, V^3) \), where \( V^i = \partial \phi^i / \partial t \) \((i = 1, 2, 3)\).

**Acceleration and Material Derivatives** The material acceleration of a motion \( \phi(X, t) \) is defined by

\[
A(X, t) = \frac{\partial^2 \phi}{\partial t^2}(X, t) = \frac{\partial V}{\partial t}(X, t).
\]

\(^2\)In the main text, components relative to general coordinates are denoted with letters \( a, b, \ldots \) or \( A, B, \ldots \) and Euclidean coordinates by \( i, j, \ldots \) or \( I, J, \ldots \). In this chapter, we employ only Euclidean coordinates and use \( i, j, k, \ldots \) for simplicity.
By the chain rule,
\[ \frac{\partial V}{\partial t} = \frac{\partial v}{\partial t} + (v \cdot \nabla)v; \]
that is,
\[ \frac{\partial V^i}{\partial t} = \frac{\partial v^i}{\partial t} + \frac{\partial v^j}{\partial x^j} v^j. \]

More generally, if \( Q(x, t) \) is a material quantity—a given function of \((X, t)\)—and \( q(x, t) = Q(X, t) \) is the same quantity expressed as a function of \((x, t)\), then the chain rule gives
\[ \frac{\partial Q}{\partial t} = \frac{\partial q}{\partial t} + (v \cdot \nabla)q; \]
that is,
\[ \frac{\partial Q}{\partial t} = \frac{\partial q}{\partial t} + \frac{\partial q}{\partial x^j} v^j. \]

The right-hand side is called the *material derivative* of \( q \) and is denoted \( Dq/ Dt \). Thus \( Dq/ Dt \) is the derivative of \( q \) with respect to \( t \), holding \( X \) fixed, while \( \partial q/\partial t \) is the derivative of \( q \) with respect to \( t \) holding \( x \) fixed. In particular, the acceleration is given by \( \dot{v} = Dv/ Dt = \partial V/\partial t \).

**Deformation Gradient and Polar Decomposition.** Above, \( V \) was used for the material velocity, a notation we shall use throughout the book. Below, \( V \) will also, according to standard usage, denote a matrix. The latter usage will occur in isolated places at various points in the book. The meaning of this symbol will always be clear from the context.

The 3 × 3 matrix of partial derivatives of \( \phi \) is denoted \( F = D\phi \) and is called the *deformation gradient*. Thus, \( F^i_j = \partial \phi^i / \partial x^j \). Since \( \phi \) is assumed to preserve orientation, \( \det F > 0 \). By the polar decomposition from linear algebra, we can uniquely decompose \( F \) as
\[ F = RU = VR \]
where \( R \) is a proper orthogonal matrix called the *rotation*, and \( U \) and \( V \)—called the right and left *stretch tensors*—are positive-definite and symmetric. Indeed, \( U = \sqrt{F^T F} \) and \( V = \sqrt{F F^T} \), where \( F^T \) is the transpose of \( F \); \((F^T)^i_j = F^i_j \). We call \( C = F^T F = U^2 \) the right *Cauchy–Green tensor* and \( b = FF^T = V^2 \) is the
left Cauchy–Green tensor. Thus, \( C_{ij} = F^k_i F^k_j \) and \( b_{ij} = F^i_k F^j_k \). In this setting of Euclidean rectangular coordinates, raising or lowering indices does not affect the values of tensor components (e.g., \( F^i_j = F_{ij} \)). Nevertheless, we shall attempt to maintain natural placement as much as possible. Since \( U \) and \( V \) are similar, their eigenvalues are equal; since \( U \) and \( V \) are positive-definite and symmetric, their eigenvalues are real and positive. These eigenvalues are denoted \( \lambda_1, \lambda_2, \lambda_3 \) and are called the principal stretches. Thus, a deformation is locally given to first order by a rotation followed by a stretching by amounts \( \lambda_i \) along three orthogonal axes (the principal directions) or vice versa. Thus, the deviation of \( \lambda_i \) from unity measures the amount of strain in a deformation.

2 BALANCE LAWS

By balancing the rate of change of momentum of a portion of a body with the total force acting on it, the fundamental equations of a continuum are derived. Other laws that fall into the same framework are conservation of mass and the balance of torque with moment of momentum.

Conservation of Mass Given a motion \( \phi(X, t) \) of a body \( \mathcal{B} \), let \( \rho(x, t) \) be the mass density of the deformed body at time \( t \) and let \( \rho_{\text{Ref}}(X) \) be the mass density in the reference configuration. Let \( \Omega \subset \mathcal{B} \) be a subbody (an open set with piecewise smooth boundary) and let \( \Omega_t = \phi(\Omega, t) \) be the subbody after time \( t \). Conservation of mass states that

\[
\text{mass}(\Omega) = \text{mass}(\Omega_t); \quad \text{that is,} \quad \int_{\Omega} \rho_{\text{Ref}}(X) \, dX = \int_{\Omega_t} \rho(x, t) \, dx.
\]

By the change of variables formula and the arbitrariness of \( \Omega, \) conservation of mass is equivalent to \( \rho_{\text{Ref}} = J \rho, \) where \( J = \det(F) \) is the Jacobian of \( \phi \) with \( t \) held constant. The formula \( DJ/Dt = J \text{div} \, v, \) where \( \text{div} \, v = \partial v^i/\partial x^i \) is the divergence of \( v \) with \( t \) held constant, can be verified by direct calculation. Thus, \( \rho_{\text{Ref}} = J \rho \) yields the equation of continuity: \( D\rho/Dt + \rho \text{div} \, v = 0. \) Therefore, we may interpret \( J = \rho v \) as the mass flux, and, by virtue of the divergence theorem, rewrite conservation of mass as

\[
\int_{\Omega_t} \frac{\partial \rho}{\partial t} (x, t) \, dx = -\int_{\partial \Omega_t} J \cdot n \, da
\]

where \( n \) is the unit outward normal of \( \partial \Omega_t \), and \( da \) is its corresponding area element.

Balance of Momentum A body \( \mathcal{B} \) undergoing a motion \( \phi(X, t) \) will be acted on by applied body forces \( b(x, t) \) (per unit mass) and applied surface forces \( \tau(x, t) \) (per unit area), as in Figure 2.1. The pair of forces \( (b, \tau) \) is called the load,
Figure 2.1

and is often given or prescribed in advance. For example, \( b \) may be gravity and \( \tau \) may be a load as in Figure 1.1(b). In addition, the body generally experiences internal forces of stress across any given surface. Let \( t(x, t, n) \) be the force per unit area at position \( x \) at time \( t \) across a surface element with unit normal \( n \); in other words, \( t \) is the force per unit deformed area engendered by the material outside (the \( +n \) direction) acting on the material inside (the \(-n \) direction).

The continuum analog of Newton's second law states that for any subbody \( \mathcal{U} \subset \mathcal{B} \),

\[
\frac{d}{dt} \int_{\mathcal{U}} \rho v \, dx = \int_{\partial \mathcal{U}} t(x, t, n) \, da + \int_{\mathcal{U}} pb \, dx.
\]

This assertion is called balance of (linear) momentum. Likewise, balance of angular momentum (measured with reference to the origin of coordinates) states that

\[
\frac{d}{dt} \int_{\mathcal{U}} x \times \rho v \, dx = \int_{\partial \mathcal{U}} x \times t(x, t, n) \, da + \int_{\mathcal{U}} x \times pb \, dx
\]

where \( x \) is the vector from the origin to the point \( x \). (In the present context, \( x \) and \( x \) may be regarded as identical.)

Cauchy's theorem (proved in Section 2.1) states that if balance of momentum holds, then \( t \) depends linearly on \( n \); that is, there is a two-tensor \( \sigma(x, t) \) such that \( t(x, t, n) = \sigma(x, t)n \). Componentwise, \( \sigma(x, t) \) is a \( 3 \times 3 \) matrix \( \sigma^{ij} \) and \( t \) is a vector with components \( t^i \) such that \( t^i = \sigma^{ij}n_j \) (sum on \( j \)). We call \( \sigma \) the Cauchy stress tensor. Thus, \( \sigma^{ij} \) is the \( i \)th component of the force per unit area measured across a surface element with unit normal \( e_j \), the \( j \)th standard basis vector.

Substituting \( t = \sigma \cdot n \) into the balance of (linear) momentum and using the divergence theorem gives

\[
\frac{d}{dt} \int_{\mathcal{U}} \rho v \, dx = \int_{\mathcal{U}} \text{div} \sigma \, dx + \int_{\mathcal{U}} pb \, dx
\]
where \((\text{div} \sigma)^i = \partial \sigma^{ij}/\partial x^j\). By the change of variables theorem,

\[
\frac{d}{dt} \int_{\mathcal{U}_t} q \, dx = \int_{\mathcal{U}_t} (\dot{q} + q \text{ div} \mathbf{v}) \, dx.
\]

Thus from conservation of mass and arbitrariness of \(u_t\), we get \textit{Cauchy's equation of motion}:

\[
\rho \dot{\mathbf{v}} = \text{div} \sigma + \rho b.
\]

Note that in this derivation, smoothness hypotheses have been implicitly assumed. Such hypotheses are invalid if phenomena like shock waves are studied and this derivation needs to be studied more carefully (see Chapter 2).

Similar arguments show that the balance of angular momentum leads to symmetry of the stress: \(\sigma^{ij} = \sigma^{ji}\).

The \textbf{Material Picture} In continuum mechanics it is often convenient to express things with respect to a reference configuration rather than to the current configuration—that is, to use material quantities rather than spatial ones. When this idea is applied to the Cauchy stress, we get the Piola–Kirchhoff stress. The \textit{first Piola–Kirchhoff stress vector} is the vector \(T(X, t, N)\), which is parallel to the Cauchy stress \(t(x, t, n)\), but measures the force per unit \textit{undeformed area}. Here, \(x = \phi(X, t)\) and \(n\) and \(N\) are unit vectors, normal to the corresponding deformed and undeformed area elements. Thus, we desire \(T \, dA = t \, da\) (see Figure 2.2).

The \textbf{Piola Identity}:

\[
\text{DIV}(JF^{-1}) = 0; \quad \text{that is,} \quad \frac{\partial}{\partial X^i}(j \frac{\partial X^j}{\partial x^i}) = 0
\]

is useful. It follows from the fact that \(JF^{-1}\) is the transpose of the matrix of cofactors of \(F; (JF^{-1})^i_k = \epsilon_{ijk} \epsilon^{pqr} F^i_p F^j_q\) where \(\epsilon_{ijk}\) is +1 or −1 according as

![Figure 2.2](image-url)
$i, j, k$ is an even or odd permutation of 1, 2, 3 and is zero otherwise, and similarly for $\varepsilon^{ijr}$. From the Piola identity and the chain rule, we find that if $w$ is a vector function of $(x, t)$ and we define its Piola transform $W$ by $W(X, t) = JF^{-1}w(x, t)$—that is, $W'(X, t) = (\partial X'/\partial x')Jw'$—then

$$\text{DIV } W = J \text{ div } w;$$

that is,

$$\frac{\partial W^i}{\partial x^i} = J \frac{\partial w^i}{\partial X^i}.$$

From the divergence and change of variables theorems, we get

$$\int_{\partial u} w \cdot n \, da = \int_{\partial u} W \cdot N \, dA.$$

Therefore,

$$\int_{\partial u} w \cdot n \, da = \int_{\partial u} w \cdot JF^{-T}N \, dA$$

where $F^{-T} = (F^{-1})^T = (F^T)^{-1}$, and so $n \, da = JF^{-T}N \, dA$. Multiplying by $\sigma$ gives $\sigma n \, da = t \, da = J\sigma F^{-T}N \, dA$. Thus, we can write $T = PN$, where $P = J\sigma F^{-T}$, that is, $P^{ij} = J\sigma^{ik}(\partial X'/\partial x^k)$. This two-tensor $P^{ij}$ is called the first Piola–Kirchhoff stress. In terms of it, balance of momentum becomes

$$\frac{d}{dt} \int_u \rho \text{Ref} V \, dx = \int_{\partial u} PN \, dA + \int_u \rho \text{Ref} B \, dX$$

where $B(X, t) = b(x, t)$ is the body force expressed as a function of $X$. The pointwise version is

$$\rho \text{Ref} \frac{\partial V}{\partial t} = \text{DIV } P + \rho \text{Ref} B$$

where $(\text{DIV } P)' = (\partial/\partial X')P^{ij}$. This form of Cauchy's equations of motion is the most suitable for studying Hamiltonian and variational principles. See Section 4 which follows.

The second Piola–Kirchhoff stress vector is obtained by transforming $PN = T$, which is a vector based at $x$, to a vector based at $X$ by setting $\xi = F^{-1}T$. Thus $\xi = SN$, where $S = F^{-1}P$, that is, $S^{ij} = (\partial X'/\partial x^k)P^{kj}$; $S$ is a $3 \times 3$ matrix called the second Piola–Kirchhoff stress tensor.

Already the reader will notice the need for a clear systematic index notation. Such notation is given by tensor analysis and is developed in Chapter 1. This tensor notation enables us to work in general coordinates, to remember the formulas, and it occasionally prevents us from asking intrinsically absurd questions. For example, we have remarked that $\sigma$ is symmetric: $\sigma^{ij} = \sigma^{ji}$. We might ask: is $P$ symmetric? This question seems reasonable to ask at this stage, but when we correctly understand $P$ as a tensor, we will realize that the question does not make sense. It is analogous to asking: is a bilinear form $\beta: \mathcal{U} \times \mathcal{W} \to \mathbb{R}$, where $\mathcal{U}$ and $\mathcal{W}$ are different vector spaces, symmetric? This question as posed is meaningless. Rather than $P$, one should ask: is $S$ symmetric? Indeed, it is.
3 ELASTIC MATERIALS

Newton's second law in particle mechanics cannot be solved until we know how the force depends on the position and velocity of the particle. Likewise, Cauchy's equation of motion in continuum mechanics cannot be solved until we know how the stress depends on the motion.

Elastic and Hyperelastic Materials A material is elastic when we can write the first Piola–Kirchhoff stress $P$ as a function $\hat{P}$ of points $X \in \mathcal{B}$ and $3 \times 3$ matrices $F$ with det $F > 0$ such that the stress associated with a configuration $\phi$ is

$$P(X, t) = \hat{P}(X, F(X, t))$$

where $F$ is the deformation gradient of $\phi$, $F_{ij} = \partial \phi_i / \partial X_j$, as usual. Why we do not include dependence on higher derivatives is an important point that is discussed at length in Chapter 3. By contrast, the viscous stresses in a fluid depend on the velocity gradients. Specification of a $\hat{P}$ for an elastic material is called a stress-strain law, and $\hat{P}$ is called a constitutive function.

A useful class of elastic materials are called hyperelastic. These are materials for which there is a stored energy function $\bar{W}$ depending on points $X \in \mathcal{B}$ and $3 \times 3$ matrices $F$ with det $F > 0$ such that $\hat{P} = \rho_{\text{Ref}}(\partial \bar{W} / \partial F)$, that is, $P_{ij} = \rho_{\text{Ref}}(\partial \bar{W} / F_{ij})$.

Material Frame Indifference Before giving examples, it is useful to discuss more carefully how $\bar{W}$ depends on $F$. Consider a rigid motion of space given by the transformation $\xi: \mathbb{R}^3 \rightarrow \mathbb{R}^3; \xi(x) = Qx + c$, where $Q$ is a proper orthogonal matrix and $c$ is a constant vector. Such a transformation should just rotate the stress vector $T(X, F, N) = \hat{P}(X, F)N$. Thus, we demand the identity $\hat{T}(X, QF, N) = Q\hat{T}(X, F, N)$, or, equivalently, $\hat{P}(X, QF) = Q\hat{P}(X, F)$. This states simply that if we view the same configuration from a rotated point of view, then the stress transforms by the same rotation. This requirement is called frame indifference or objectivity. For a hyperelastic material, frame indifference is equivalent to the identity $\bar{W}(X, QF) = \bar{W}(X, F)$ for all $3 \times 3$ matrices $F$ with det $F > 0$ and all proper orthogonal matrices $Q$. Moreover, frame indifference implies balance of angular momentum (symmetry of the stress). (See Section 3.2 for the proofs of these assertions.) If we write $F = RU$ and choose $Q = R^{-1}$, we see that $\bar{W}(X, F) = \bar{W}(X, U) = \bar{W}(X, \sqrt{C})$, where $C$ is the (right) Cauchy–Green tensor. Thus, frame indifference is equivalent to the assertion that $\bar{W}$ depends on $F$ through $C$.

The relationship $\hat{P} = \rho_{\text{Ref}}(\partial \bar{W} / \partial F)$ is equivalent to $\bar{S} = 2\rho_{\text{Ref}}(\partial \bar{W} / \partial C)$, using the chain rule. In Section 3.3 we shall see how to write $\sigma$ as a derivative of $\bar{W}$ with respect to the metric tensor.

Isotropic Materials Most explicit models of elastic materials are not only frame indifferent, but exhibit symmetry of the actual material as well. An elastic material is homogeneous if $\hat{P}$ does not depend explicitly upon $X$. Thus, different
portions of the material exhibit the same mechanical behavior. An elastic material is *isotropic* if \( p(X, FQ) = p(X, F) \) for all proper orthogonal \( 3 \times 3 \) matrices \( Q \). This means that the stress for a given deformation gradient \( F \) is unaltered if we *first* rotate the material by \( Q \). For hyperelastic materials, isotropy is equivalent to \( \tilde{W}(X, FQ) = \tilde{W}(X, F) \) for all proper orthogonal \( Q \); that is, \( \tilde{W} \) depends on \( F \) only through \( V \).

A hyperelastic material is frame indifferent, homogeneous, and isotropic if and only if \( \tilde{W}(X, F) = \Phi(\lambda_1, \lambda_2, \lambda_3) \), where \( \Phi \) is a symmetric function of the principal stretches \( \lambda_1, \lambda_2, \lambda_3 \). This assertion follows by writing \( F = RU = RL \text{ diag}(\lambda_1, \lambda_2, \lambda_3)L^{-1} \) for proper orthogonal matrices \( R \) and \( L \) and noting that

\[
\tilde{W}(X, F) = \tilde{W}(X, RL \text{ diag}(\lambda_1, \lambda_2, \lambda_3)L^{-1}) \\
= \tilde{W}(X, \text{ diag}(\lambda_1, \lambda_2, \lambda_3)L^{-1}) \quad \text{(by frame indifference)} \\
= \tilde{W}(X, \text{ diag}(\lambda_1, \lambda_2, \lambda_3)) \quad \text{(by isotropy)}.
\]

The argument is now readily completed. In Section 3.5 we show that this is equivalent to \( \tilde{W} \) being a function only of the principal invariants of \( C \). We also show that the general form of the stress for an isotropic elastic material is \( S = \alpha_0 I + \alpha_1 C + \alpha_2 C^2 \) or \( \sigma = \beta_0 \mathbf{i} + \beta_1 \mathbf{b} + \beta_2 \mathbf{b}^2 \) (\( I, \mathbf{i} = \text{identity matrices} \)), where \( C = F^T F, \mathbf{b} = FF^T \), and \( \alpha_i \) and \( \beta_i \) are scaler functions of the invariants of \( C \) and \( b \), respectively.

**Linear Elasticity** The most widely used models have been those in linear elasticity. This theory is appropriate when small displacements from a given deformation are involved. In Chapter 4, we discuss in detail how to obtain this theory by linearizing the nonlinear theory. Briefly, and in a special case, this proceeds as follows. Let \( \hat{P} \) be a given constitutive stress function for a (nonlinear) homogeneous elastic material. Suppose \( \hat{P}(I) = 0 \). Thus, the trivial deformation \( \phi(X) = X \) has zero stress. Consider a family of motions \( \phi_\varepsilon(X, t) \) that depend on a small parameter \( \varepsilon \). Suppose \( \phi_0(X, t) = X \), so the motion \( \phi_0 \) satisfies (trivially) the equations of motion \( \rho \text{Re} M \partial V / \partial t = \text{DIV} \hat{P}(F) \) with zero body force. Now suppose that \( \phi_\varepsilon \) satisfies these same equations for each \( \varepsilon \). Writing \( \phi_\varepsilon(X, t) = X + \varepsilon U(X, t) + O(\varepsilon^2) \) we seek to find the equations governing the linear part \( U \). Note that

\[
U = \frac{\partial}{\partial \varepsilon} \phi_\varepsilon \bigg|_{\varepsilon = 0} \quad \text{and} \quad \frac{\partial U}{\partial t} = \frac{\partial}{\partial \varepsilon} V_\varepsilon \bigg|_{\varepsilon = 0}.
\]

Differentiating

\[
\rho \text{Re} \frac{\partial V^i_t}{\partial t} = \text{DIV} \hat{P}(F_\varepsilon); \quad \text{that is} \quad \rho \text{Re} \frac{\partial V^i_t}{\partial t} = \frac{\partial}{\partial X^j} \left[ \hat{P}^{ij}(\partial \phi_\varepsilon^k / \partial X^j) \right]
\]

in \( \varepsilon \) at \( \varepsilon = 0 \) gives

\[
\rho \text{Re} \frac{\partial^2 U^i}{\partial t^2} = \frac{\partial}{\partial X^j} \left( \frac{\partial \hat{P}^{ij}}{\partial F^{kl}}(I) \frac{\partial U^k}{\partial X^l} \right).
\]

The quantity \( (\partial \hat{P}^{ij}/\partial F^{kl})(I) = c^{ij}_{kl}(X) \), which depends on the four indices \( i, j, k, \)
A POINT OF DEPARTURE

1. is called the classical elasticity tensor. For homogeneous materials these are constants, and the equations of linear elasticity take the form

$$\rho_{Ref} \frac{\partial^2 u^l}{\partial t^2} = c_{ijkl} \frac{\partial^2 u^k}{\partial x^j \partial x^l}.$$  

This is a type of vector wave equation examined in Chapters 4 and 6.

In the special case of a homogeneous isotropic material, there are constants $\lambda$ and $\mu$ called Lamé moduli such that

$$c_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu(\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk})$$

where $\delta_{ij} = 1$ if $i = j$ but $0$ if $i \neq j$. This is proved in a manner similar to the corresponding assertions for nonlinear elastic materials. Much of the classical literature on elasticity is, in fact, confined to this case (see the references in the preface).

An Elastic Fluid Perhaps the simplest example of a nonlinear elastic material is one for which $\tilde{W}(F) = h(J)$; that is, $\tilde{W}$ is a function only of the determinant of $F$. This is homogeneous, frame indifferent, and isotropic. Here $\Phi(\lambda_1, \lambda_2, \lambda_3) = h(\lambda_1\lambda_2\lambda_3)$. For this $\tilde{W}$, the first Piola–Kirchhoff stress tensor is given by

$$\tilde{P} = \rho_{Ref} \frac{\partial \tilde{W}}{\partial F} = \rho_{Ref} h'(J) \cdot \frac{\partial J}{\partial F}.$$  

A calculation gives $\partial J/\partial F = JF^{-T}$ (the matrix of cofactors). Thus, the Cauchy stress is $\sigma = (1/J)\tilde{P}F^T = \rho_{Ref} h'(J)i$. Because of the relative simplicity of $\sigma$ over $\tilde{P}$, this example is easiest to express spatially. Let $p(\rho) = -\rho_{Ref} h'(J)$, so $\sigma = -p(\rho)i$. This defines the pressure. The Cauchy equations of motion are therefore

$$\rho \frac{Dv}{Dt} = -\nabla p + \rho b.$$  

These are the Euler equations for a compressible perfect fluid. Thus, we see that elastic materials include perfect fluids as well. (The Navier–Stokes equations require the dependence of $\sigma$ on $\nabla v$, not just on $F$, to obtain the viscous terms.)

In general, solids and liquids can be distinguished by their symmetry groups. At a point $X \in \mathcal{B}$, the symmetry group of a material is defined by

$$\mathcal{S}_X = \{ A \in \mathfrak{M}^3_{3x3} | \tilde{P}(X, FA) = \tilde{P}(X, F) \mbox{ for all } F \in \mathfrak{M}^3_{3x3} \}$$

where $\mathfrak{M}^3_{3x3} = \{ 3 \times 3 \mbox{ matrices } A \mbox{ with } \det A > 0 \}$. The elastic material is solid when $\mathcal{S}_X \subset \mbox{SO}(3)$ (the $3 \times 3$ proper orthogonal matrices), and fluid when $\mathcal{S}_X = \{ A \in \mathfrak{M}^3_{3x3} | \det A = 1 \} = \mbox{SL}(3)$. Isotropy means SO(3) $\subset \mathcal{S}_X$. Thus, $\tilde{W}(F) = h(J)$ is an example of an elastic fluid. Crystals generally have a symmetry group lying between SO(3) and SL(3). The classification of materials by means of symmetry groups is not discussed in this book; see Wang and Truesdell [1973].
Incompressibility  Incompressible elasticity is obtained by imposing the constraint \( J = 1 \), or, equivalently, \( \text{div} \, \nu = 0 \). Corresponding to this constraint, we have a "Lagrange multiplier" in the stress. The stress for a motion \( \phi(X, t) \) is \( P(X, t) = -pF^{-T} + \hat{P}(X, F(X, t)) \), where \( \hat{P} \) is a given constitutive function and \( p \) is to be determined by the constraint \( J = 1 \). For example, \( \hat{P} = 0 \) corresponds to the Euler equations of a perfect incompressible fluid:

\[
\rho \frac{D\nu}{Dt} = -\nabla p + \rho b, \\
\text{div} \, \nu = 0.
\]

Mooney–Rivlin Materials  Perhaps the nonlinear elastic solid material that is best understood from the point of view of constitutive theory is rubber, which usually behaves like an incompressible, homogeneous, hyperelastic, isotropic solid. A stored energy function for rubberlike materials that is often used is due to Mooney [1940] and Rivlin [1948a]. This is given in terms of the principal stretches \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) by

\[
\Phi(\lambda_1, \lambda_2, \lambda_3) = \alpha(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3) + \beta((\lambda_2\lambda_3)^2 + (\lambda_3\lambda_1)^2 + (\lambda_1\lambda_2)^2 - 3)
\]

where \( \alpha \) and \( \beta \) are positive constants. The \( 3s \) are included so that \( \Phi(1, 1, 1) = 0 \). The limiting case \( \beta = 0 \) is called a neo-Hookean material. Generalizations where the exponents "2" are replaced by other numbers have been successfully used by Ogden [1972]. The constants in the model are determined by experiment. Such constitutive functions are generally valid for deformations that are not too large; exactly "how large" is hard to specify without detailed experimental analysis.

For the compressible case, a model that is sometimes used is the Hadamard material, with

\[
\Phi(\lambda_1, \lambda_2, \lambda_3) = \alpha(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3) + h(\lambda_1\lambda_2\lambda_3)
\]

where \( h(\delta) \) has a minimum at \( \delta = 1 \) and \( h(\delta) \to \infty \) as \( \delta \to 0 \) and as \( \delta \to \infty \).

At this point, these models are largely ad hoc. Much work remains to be done on developing faithful models of real materials. Examples of other constitutive models are found in Truesdell and Noll [1965] and Malvern [1969].

4 BOUNDARY VALUE PROBLEMS

We shall append some initial and boundary conditions to Cauchy’s equation of motion.

Boundary Conditions  Some boundary conditions often encountered are:

(a) Displacement. \( \phi(X, t) = \phi_d(X) \) is prescribed for \( X \in \partial \mathcal{B} \).
(b) Traction. \( P(X, t)N(X) = \tau(X) \) is prescribed for \( X \in \partial \mathcal{B} \), where \( N(X) \) is the outward unit normal to \( \partial \mathcal{B} \) at \( X \).
(c) **Pressure.** $\sigma(x, t)n(x) = -p(t)n(x)$ is prescribed for $x \in \partial(\mathcal{B}, t)$, where $p$ is a given scalar function of $t$.

Other boundary conditions may be a combination of these. For example, if a steel bar is pulled to a prescribed length, then displacement boundary conditions are used on its ends, and zero traction conditions are used on its sides. (See Figure 4.1.) In boundary condition (b), note that $\mathbf{r}(X)$ remains parallel throughout the motion. We say that such a load is *dead*. Blowing up a balloon provides an example of (c).
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**Elastostatics** The basic mathematical problem in elastostatics is to find a configuration $\phi: \mathcal{B} \rightarrow \mathbb{R}^3$ such that

$$\text{DIV}(P) + \rho_{\text{Ref}} \mathbf{B} = 0$$

and satisfying a given set of boundary conditions. If $P(X) = \mathbf{P}(X, F(X))$ is a given constitutive function for stress and if $\mathbf{B}$ is given, then this is a nonlinear boundary value problem for the unknown $\phi$. Suppose that the material is hyperelastic and that the displacement is prescribed on $\partial_d \subset \partial \mathcal{B}$ and the traction is prescribed on $\partial_c \subset \partial \mathcal{B}$, where $\partial_d \cap \partial_c = \emptyset$ and $\partial_d \cup \partial_c = \partial \mathcal{B}$. Define a functional $I$ on the set $\mathcal{C}$ of all configurations $\phi: \mathcal{B} \rightarrow \mathbb{R}^3$ satisfying $\phi = \phi_d$ on $\partial_d$, by means of the potential energy:

$$I(\phi) = \int_\mathcal{B} \{\rho_{\text{Ref}}(X)\mathbf{W}(X, F(X)) - \rho_{\text{Ref}}(X)\phi(X) \cdot \mathbf{B}(X)\} \, dX$$

$$- \int_{\partial_c} \mathbf{r}(X) \cdot \phi(X) \, dA(X).$$

Then, assuming sufficient smoothness, $\phi \in \mathcal{C}$ will be a solution to the boundary value problem if and only if the following *variational principle* holds: $\delta I(\phi) = 0$; that is, for all $u: \mathcal{B} \rightarrow \mathbb{R}^3$ vanishing on $\partial_d$,

$$DI(\phi) \cdot u \equiv \frac{d}{d\epsilon} I(\phi + \epsilon u)\bigg|_{\epsilon=0} = 0.$$
Indeed, the chain rule gives the weak form of the equations:

\[ DI(\phi) \cdot u = \int_\Omega \left\{ \rho_{\text{Ref}} \frac{\partial \hat{W}}{\partial F} \cdot \nabla u - \rho_{\text{Ref}} u \cdot B \right\} dX - \int_{\partial \Omega} \tau \cdot u dA. \]

Integrating by parts and using \( \hat{P} = \rho_{\text{Ref}}(\partial \hat{W}/\partial F) \) and \( u = 0 \) on \( \partial d \), we get

\[ DI(\phi) \cdot u = -\int_\Omega u \cdot \{ \text{DIV} P + \rho_{\text{Ref}} B \} dX + \int_{\partial \Omega} u \cdot \{ PN - \tau \} dA. \]

Since \( u \) is arbitrary, this is equivalent to \( \text{DIV} P + \rho_{\text{Ref}} B = 0 \) on \( \Omega \) and \( PN = \tau \) on \( \partial r \). Variational structures are presented in Chapter 5, and existence and uniqueness theorems are studied in Chapter 6.

**Elastodynamics** In elastodynamics, the problem is to find a motion \( \phi(X, t) \) that satisfies Cauchy’s equation of motion with prescribed boundary conditions and prescribed initial deformation \( \phi(X, 0) \) and velocity \( V(X, 0) \). There is a Hamiltonian variational principle for this problem given by

\[ \delta L(\phi) = 0 \quad \text{where} \quad L(\phi) = \int_0^T \left\{ \int_\Omega \frac{1}{2} \rho_{\text{Ref}} ||V||^2 dX - I(\phi) \right\} dt \]

and the variations are now over curves in \( \mathcal{C} \) with prescribed end-points.

Less is known about existence and uniqueness for elastodynamics than for elastostatics. Even assuming existence, many key properties are not well understood. In particular, the basic problem of elastic stability—"Are minima of the potential \( I \) dynamically stable?"—is largely open. Some aspects of what is currently known are discussed in Section 6.6.

**A Few Nonrigorous Examples** A few basic examples are important to bear in mind when reading the theory. Examples of this type are discussed further in Chapter 7.

(a) **Nonuniqueness of equilibrium solutions** (buckling). See Figure 4.2.

(b) **Nonuniqueness for pure traction** (dead load, no buckling). See Figure 4.3.

(c) **Bifurcation to periodic oscillations** (Hopf bifurcation; flutter of venetian blinds). See Figure 4.4.
Exact Solutions Consider the case of a homogeneous material with $B = 0$. A trivial, but instructive class of equilibrium solutions are the homogeneous deformations: $x = FX + c$, where $F$ is a constant $3 \times 3$ matrix, and $c$ is a constant vector. For example, consider simple shear (see Figure 4.5).

$$x^1 = X^1 + \kappa X^2, \quad x^2 = X^2, \quad x^3 = X^3$$

Here

$F = \begin{bmatrix} 1 & \kappa & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$, \quad $C = F^T F = \begin{bmatrix} 1 & \kappa & 0 \\ \kappa & \kappa^2 + 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$.
The general form of the Cauchy stress is \( \sigma = \beta_0 i + \beta_1 b + \beta_2 b^2 \), where \( \beta_0, \beta_1, \beta_2 \) are scalar functions of the invariants of \( b \), which are \( \text{tr}(b) = 3 + \kappa^2 \) (the trace of \( b \)), \( \frac{1}{2}[\langle \text{tr} b \rangle^2 - \langle \text{tr} b^2 \rangle] = 3 + \kappa^2 \), and \( \det b = 1 \). We obtain

\[
\sigma = \begin{bmatrix}
\beta_0 + \beta_1(\kappa^2 + 1) + \beta_2[(\kappa^2 + 1)^2 + \kappa^2] & \beta_1\kappa + \beta_2\kappa(\kappa^2 + 2) & 0 \\
\beta_1\kappa + \beta_2\kappa(\kappa^2 + 2) & \beta_0 + \beta_1 + \beta_2(\kappa^2 + 1) & 0 \\
0 & 0 & \beta_0 + \beta_1 + \beta_2 \\
\end{bmatrix}.
\]

The columns of \( \sigma \) give the forces acting on planes with normals in the three coordinate directions. Notice that the normal stresses, \( \sigma_{11}, \sigma_{22}, \) and \( \sigma_{33} \) need not vanish, so that simple shear cannot be maintained by a shear stress alone. However, note that if the reference state is unstressed, then \( \sigma = 0 \) when \( \kappa = 0 \); that is, \( \beta_0 + \beta_1 + \beta_2 = 0 \) when \( \kappa = 0 \). In this case, \( \sigma_{33}, \sigma_{11}, \) and \( \sigma_{22} \) are \( O(\kappa^2) \), that is, are second order in \( \kappa \). Note too the universal relation \( \sigma_{11} - \sigma_{22} = \kappa \sigma_{12} \), which holds for all isotropic elastic materials in simple shear.

Relevant to this example is the universal deformation theorem of Ericksen [1954], which states that if a motion \( \phi(X, t) \) can be maintained by surface tractions alone in any homogeneous compressible isotropic hyperelastic material, then \( \phi(X, t) = a + GX + \sigma(b + HX) \), where \( a, b \) are constant vectors and \( G, H \) are constant 3 \( \times \) 3 matrices. (See Shield [1971] for a simple proof.) Ericksen has also analyzed the universal motions for incompressible isotropic homogeneous hyperelasticity: examples are simple shear, radial motions of spherical and cylindrical shells, and the twisting of cylinders.

Another very interesting example is Rivlin's [1948b] analysis of the equilibrium deformations of an incompressible block of neo-Hookean material under a uniform tension \( T \) (Figure 4.6). Surprisingly, one finds that if \( T < 3\sqrt{2} \alpha \)
where $\alpha$ is the constant in the neo-Hookean constitutive function, then there is just one (stable) solution, whereas if $T > \sqrt[3]{3/2} \alpha$, there are seven (homogeneous) solutions. See Section 7.2 for more information.

**Linearization Instability** A situation of considerable mathematical interest is the pure traction problem in elastostatics for a nonlinear elastic material near a natural state (in which the stress is zero) and for small loads. Somewhat surprisingly, the solutions need not be unique and do not correspond in a simple way to the linearized theory. This led the Italian school, beginning with Signorini in the 1930s, to devote considerable attention to this apparent difficulty. Today we view this as a particularly interesting topic in bifurcation theory and as an example of linearization instability—a situation in which the solutions of the linearized problem are not tangent to solution curves in the nonlinear problem (the curve parameters being perturbation parameters). Similar phenomena occur in other basic field theories of mathematical physics, such as general relativity (this is due to Fischer, Marsden, and Moncrief; see Marsden [1981] for an exposition and references).

While the traction problem in elastostatics is linearization unstable, it is formally obvious that the dynamic problem is linearization stable. This remark, due to Capriz and Podio-Guidugli [1974], may be comforting to those who are uneasy about linearization instabilities, but the traction problem is tantalizing nonetheless. Linearization stability is discussed in general terms in Section 4.4, and the traction problem is examined in Section 7.3.

5 CONSTITUTIVE INEQUALITIES

Stored energy functions are subject to several possible restrictions. These restrictions are typified by statements like “stress increases with strain,” which eventually lead to inequalities. Such inequalities are best viewed with scrutiny and care. Any proposed inequalities normally have a limited range of validity, and interesting phenomena can occur when they break down. We shall briefly discuss some of the important inequalities in such a critical framework. For a comprehensive survey of constitutive inequalities, see Truesdell and Noll [1965].

**Baker–Ericksen Inequalities** Let $\Phi(\lambda_1, \lambda_2, \lambda_3)$ be a smooth stored energy function for a homogeneous isotropic hyperelastic material. The Baker–Ericksen inequalities (see Baker and Ericksen [1954]) state that

$$\frac{\lambda_i \Phi_t - \lambda_i \Phi_j}{\lambda_i - \lambda_j} > 0 \quad \text{if} \quad \lambda_i \neq \lambda_j$$

(BE)1

where $\Phi_t = \partial \Phi / \partial \lambda_i$.

These inequalities are based on the physical situation described as follows. Consider a rectangular block of material with stored energy function $\Phi$, being pulled uniformly on each side. Consider a homogeneous deformation of the form
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Figure 5.1

\[ x_i = \lambda_i X_i, \text{ so } F = \text{diag}(\lambda_1, \lambda_2, \lambda_3). \] (See Figure 5.1.) To support such a deformation, we apply a force normal to each face. For convenience, we set \( \rho_{\text{Ref}} = 1. \) Since \( \partial \Phi/\partial F = \text{diag}(\Phi_1, \Phi_2, \Phi_3), \) the first Piola-Kirchhoff stress tensor is \( P = \text{diag}(\Phi_1, \Phi_2, \Phi_3), \) so these normal forces are given by \( (T_1, T_2, T_3) = (\Phi_1, \Phi_2, \Phi_3) \) on the three pairs of opposite faces.

Recall that the \( T_i \) measure the force per unit of reference area. The forces per unit current area are given (through the Piola transform for the Cauchy stress, that is, \( P = J \sigma F^{-1}, \) or directly) by

\[
(t_1, t_2, t_3) = \left( \frac{\lambda_1 \Phi_1}{J}, \frac{\lambda_2 \Phi_2}{J}, \frac{\lambda_3 \Phi_3}{J} \right) \quad \text{where } J = \det F = \lambda_1 \lambda_2 \lambda_3.
\]

Intuitively, one expects that each \( T_i \) is an increasing function of \( \lambda_i: \) the more deformation in each direction, the more force required. This leads to the following convexity requirements 4:

\( \Phi \) is strictly convex in each argument, that is, \( \Phi_{ii} > 0 \) \( (i = 1, 2, 3) \) \( \text{(BE)}_2 \)

One also expects that if \( \lambda_1 \) is larger than \( \lambda_2, \) then \( t_1 \) is larger than \( t_2. \) Thus, the inequalities

\[
(t_i - t_j)(\lambda_i - \lambda_j) > 0 \quad \text{if } \lambda_i \neq \lambda_j \quad \text{(BE)}_1
\]

are also reasonable. From the formula \( t_i = \lambda_i \Phi_i / J, \) we see that the inequalities \( \text{(BE)}_1 \) are equivalent to the Baker–Ericksen inequalities \( \text{(BE)}_1. \)

An indication of how these inequalities are related to others and their ranges of validity is given below and is summarized in Table 5.1.

---

4 A function \( f \) is called convex when \( f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) \) for \( x \neq y \) and \( 0 < \lambda < 1; \) \( f \) is strictly convex if \( \leq \) can be replaced by \( <. \) Geometrically, this means that the chord joining \( (x, f(x)) \) and \( (y, f(y)) \) lies above the graph of \( f. \) If \( f \) is \( C^2, \) it is convex if and only if \( f'' \geq 0. \) This is also equivalent to monotonicity of \( f': [f'(x) - f'(y)][x - y] \geq 0 \) if \( x \neq y. \)
Convexity and Monotonicity Inequalities  Consider the same homogeneous deformation again. We found that \((t_i - t_j)(\lambda_i - \lambda_j) > 0\) if \(\lambda_i \neq \lambda_j\) was a reasonable inequality. What about the corresponding monotonicity of \(P\): that is,

\[(T_i - T_j)(\lambda_i - \lambda_j) > 0 \quad \text{if} \quad \lambda_i \neq \lambda_j? \quad (M)\]

Keeping in mind that \(T_i\) represents the normal forces per unit undeformed area, we see that (M) is less obvious intuitively. In fact, using nearly incompressible materials like rubber, Ball (1977a) has described a reasonable situation for which \((BE)_1\) is valid, while (M) is invalid.

Notice that strict convexity of \(\Phi\) in all arguments implies (M). Indeed we take strict convexity of \(\Phi\) to mean that

\[\nabla \Phi(\bar{\lambda}_1, \bar{\lambda}_2, \bar{\lambda}_3) - \nabla \Phi(\lambda_1, \lambda_2, \lambda_3) \cdot (\bar{\lambda}_1 - \lambda_1, \bar{\lambda}_2 - \lambda_2, \bar{\lambda}_3 - \lambda_3) > 0 \quad (SC\Phi).\]

Taking \((\bar{\lambda}_1, \bar{\lambda}_2, \bar{\lambda}_3) = (\lambda_2, \lambda_1, \lambda_3)\), \((SC\Phi)\) reduces to (M). Thus for the same experiment, \((SC\Phi)\) must be violated.

In place of convexity of \(\Phi\), one may contemplate the convexity of \(\tilde{W}\) as a function of \(F\). This is unacceptable for three basic reasons:

1. it implies uniqueness of solutions, so it precludes buckling,
2. it is incompatible with material frame indifference, and
3. the domain \(\{F | J > 0\}\) of \(\tilde{W}\) is not convex, and so convexity of \(\tilde{W}\) precludes the reasonable requirement that \(\tilde{W}(E) \to \infty\) as \(J \to 0\).

Observation (1) is due to Hill [1957]. Because of (2) and considerations of thermodynamic stability, Coleman and Noll [1959] sought a weaker inequality. Using arguments involving work done on deforming bodies, they proposed the following inequality for the Piola–Kirchhoff stress \(P(F)\).

If \(A\) is a positive-definite symmetric matrix (i.e., a pure stretch) and \(A \neq I\), then

\[\{P(\Delta F) - P(F)\}[\Delta F - F] > 0.\]

(CN)

For hyperelastic materials, (CN) may be translated to a convexity-type condition on the stored energy function. For homogeneous isotropic hyperelastic materials, (CN) implies that \(\Phi\) is strictly convex and is subject therefore to the same criticisms as above. That \(\Phi\) being strictly convex is unreasonable has been pointed out by Hill [1968], [1970], Rivlin [1973], and Sidoroff [1974]. That (CN) implies \((SC\Phi)\) was noted by Ogden [1970], [1972]; compare Ball [1977a, b].

Strong Ellipticity  If \(\tilde{P}\) is a given constitutive function for the first Piola–Kirchhoff stress, the four-index tensor \(A\) defined by \(A^{ij}_{\ k} = \partial \tilde{P}^{ij}/\partial F^k_{\ i}\) is called the elasticity tensor.

We say that \(\tilde{P}\) is strongly elliptic (at a particular deformation \(\phi\)) if there is an \(\epsilon > 0\) such that

\[A_{ijkl}v^i w^j w^j w^i \geq \epsilon \|v\|^2 \|w\|^2 \quad (SE)\]
A POINT OF DEPARTURE

for all vectors \( v, w \in \mathbb{R}^3 \). If we put \( \epsilon = 0 \) in (SE), we call this condition semi-ellipticity.

If \( \Phi = 0 \) at the deformation \( \phi = \text{Id} \)—then \( A_{ijkl} \) coincides with \( c_{ijkl} \), which was considered in our discussion of linear elasticity in Section 3. Omitting body forces, the equations of linear elasticity for small deviations \( u \) from a given deformation \( \phi \) are

\[
\rho \frac{\partial^2 u^i}{\partial t^2} = \frac{\partial}{\partial x^j} A_{ijkl} \frac{\partial u^k}{\partial x^l}.
\]

If one seeks solutions in the form of traveling waves, i.e., \( u(x, t) = v \psi(x \cdot w - ct) \) where \( v, w \) are constant vectors with \( ||w|| = 1 \), one finds the condition \( c^2 v^i = A_{ijkl} w^j v^k w^l \). This states that the matrix \( E_{ik} = A_{ijkl} w^j w^l \) is a \( 3 \times 3 \) rank 1 matrix—then \( \widetilde{W} \) is strictly convex along the line joining \( F \) and \( F + K \). Indeed, observe that

\[
\frac{d^2}{d\epsilon^2} \widetilde{W}(F + \epsilon K) = A_{ijkl} v^i v^k w^j w^l.
\]

A basic fact is that with enough regularity, \( A_{ijkl} \) evaluated at a smooth minimum of the stored energy function, is semi-elliptic. We shall present theorems of this type in Chapter 6.

What are the implications of strong ellipticity? By choosing \( F = \text{diag}(\lambda_1, \lambda_2, \lambda_3), \quad v = (1, 0, 0), \) and \( w = (1, 0, 0), \) we get \( \Phi_{11} > 0 \). Similarly, \( \Phi_{22} \) and \( \Phi_{33} \) are positive. Thus (SE) implies (BE)_2. Taking

\[
K = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad F = \text{diag}(\lambda_1, \lambda_2, \lambda_3),
\]

one sees that (BE)_1 also holds. Thus, strong ellipticity implies the Baker–Erickson inequalities. In Chapter 6 we shall see that strong ellipticity is just what is needed for a good existence and uniqueness theory for linear elastostatics and elastodynamics.

The violation of strong ellipticity has little or nothing to do with the loss of stability and buckling, as we shall see in Chapter 7 (compare Truesdell and Noll [1965], p. 275). Antman [1973a] has shown that strong ellipticity is compatible with the necking of bars in tension. Ericksen [1975] has suggested that strong ellipticity may fail when “phase transitions” occur. Potentially, this is a deep remark, but its implications are not well understood at present. In their studies of plane strain and crack propagation, Knowles and Sternberg [1977], [1978]
have encountered situations in which strong ellipticity fails. Thus, while strong ellipticity holds over wide ranges—including buckling—and is physically rather compelling, it is not necessarily universal.

Polyconvexity Perhaps it is not an accident that what has turned out to be the most basic inequality for the existence theory of linear elasticity (the strong ellipticity condition) also has the most convincing physical basis (reality of wave speeds and the Baker–Ericksen inequalities). Motivated by such a situation, it seems wise to pay attention to conditions that arise in nonlinear existence theory.

Local existence and uniqueness theorems in nonlinear elastostatics—looking for solutions near a given one for perturbed boundary conditions, forces, or constitutive functions (Stoppelli [1954])—and elastodynamics—solutions of the initial value problem for short time (Hughes, Kato, and Marsden [1977])—are based on strong ellipticity. However, no global theorems that are based on strong ellipticity as the main constitutive assumption are known.

The earliest global existence theory for elastostatics (for example, see Beju [1971]) was based on convexity of the stored energy function. As we have seen, such a convexity hypothesis is unreasonable. Using the notion of quasi-convexity due to Morrey [1952], Ball [1977b] proved global existence theorems for elastostatics.

Table 5.1 Some Constitutive Inequalities

<table>
<thead>
<tr>
<th>Inequality</th>
<th>Implies</th>
<th>Implied by</th>
<th>Could be violated when</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baker–Ericksen (BE) (_1) and (BE)(_2)</td>
<td>“stress increases with strain”</td>
<td>strong ellipticity (SE)</td>
<td>phase transitions occur(?)</td>
</tr>
<tr>
<td>strict convexity of (\Phi) (SC(\Phi))</td>
<td>(M) and (SE)</td>
<td>Coleman–Noll inequality (CN)</td>
<td>buckling or large deformations occur</td>
</tr>
<tr>
<td>strict convexity of (W)</td>
<td>(SC(\Phi)) and uniqueness of solutions in elastostatics</td>
<td></td>
<td>nonuniqueness of solutions holds or material frame indifference is demanded</td>
</tr>
<tr>
<td>Coleman–Noll inequality (CN)</td>
<td>(SC(\Phi)), (M), and (SE)</td>
<td>Coleman’s hypotheses on work on work</td>
<td>large deformations occur</td>
</tr>
<tr>
<td>strong ellipticity</td>
<td>(BE)</td>
<td>reality of wave speeds</td>
<td>phase transitions occur(?)</td>
</tr>
<tr>
<td>polyconvexity (P)</td>
<td>existence of solutions in elastostatics and (SE)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


statics. His main requirement was that the stored energy function $\tilde{W}$ be polyconvex—that is, that there be a convex function $g$ with arguments $F$, $\text{adj } F$ (the matrix of cofactors of $F$) and $\det F$ such that

$$\tilde{W}(F) = g(F, \text{adj } F, \det F).$$  \hspace{1cm} (P)

The existence theorem also requires certain growth conditions on $g$ (discussed in Section 6.4). The case where $\tilde{W}$ is given by $\tilde{W}(F) = h(\det F)$ for $h$ a convex function (see Section 3), shows that polyconvexity of $\tilde{W}$ does not imply convexity of $\tilde{W}$. Polyconvexity holds for materials with a stored energy function of the Mooney–Rivlin type (Ball [1977a], Section 6). While strict polyconvexity does imply strong ellipticity, its physical meaning is not well understood. Some of this theory is presented in Section 6.4. The situation is summarized in Table 5.1 and Figure 5.3.

\begin{figure}[h]
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\caption{Figure 5.3}
\end{figure}

6 THE ROLE OF GEOMETRY AND FUNCTIONAL ANALYSIS

These two large branches of mathematics will be applied to the theory of elasticity in this book. This section is devoted to explaining how and where they are applied to give the reader perspective and motivation, and also to avoid disappointments. They are very useful subjects, but the reader must be warned that both take major efforts to master. It is wise to examine the possible benefits to see if this effort is relevant to one's needs.

Several examples of how geometric concepts are used in elasticity are discussed first. Perhaps the most obvious one is in rod and shell theory. Since a
rod or shell is usually represented by a curve or a surface in $\mathbb{R}^3$—that is, a one- or two-dimensional manifold in $\mathbb{R}^3$—geometric concepts such as the curvature of a curve or surface enter in a fundamental way. For example, the work done in bending a flexible rod is, according to the classical theory of Bernoulli and Euler, proportional to the integral of the square of the curvature along the rod. As another example, we can ask what is the analog for shells of the equation of continuity derived in Section 2, namely, $D\rho/Dt + \rho \text{ div } \mathbf{v} = 0$. Let the velocity of the shell be decomposed into tangential $\mathbf{v}_t$ and normal components $\mathbf{v}_n\mathbf{n}$ (where $\mathbf{n}$ is the unit normal to the shell). Then the correct equation for conservation of mass is

$$\frac{D\rho}{Dt} + \rho \overline{\text{div}} \mathbf{v}_t + \rho \mathbf{v}_n \kappa = 0$$

where $\kappa$ is the mean curvature of the shell and $\overline{\text{div}}$ is the divergence operator on the shell. This relationship is proved in Box 5.1, Chapter 1. Although rod and shell theories are not discussed in any detail in this book, this example shows that a clear understanding of differential geometry is crucial for understanding this area of continuum mechanics. The standard references for rod and shell theory are Antman [1972a] and Naghdi [1972].

The important concept of the Lie derivative occurs throughout elasticity theory in computations such as stress rates. Nowadays such things are well known to many workers in elasticity, but it was not so long ago that the Lie derivative was first recognized to be relevant to elasticity (two early references are Kondo [1955] and Guo Zhong-Heng [1963]). [See Box 6.1, Chapter 1 for a discussion of objective rates and Box 3.1, Chapter 3 for an application to the Duhamel–Neumann hypothesis of constitutive theory.] Numerous other applications of this and related concepts are given throughout Chapters 1–3.

A third example of how geometry has been used in the book is in understanding concepts of “covariance” and “invariance.” These are related to Noll’s work theorem, the Green–Rivlin–Naghdi energy theorem, material frame indifference, framings, inertial frames, spacetime slicings, principles of general covariance for relativistic elasticity, and so on. We found much of the literature on these topics aesthetically unsatisfactory. The use of geometry in attempting to isolate the basic principles that are covariant—that is, that make intrinsic tensorial sense independent of a preferred coordinate system—automatically clears up several basic issues. For example, balance of linear momentum does not make tensorial sense as it stands. However, one can make covariant sense out of balance of energy principles with no reference to rigid body motions. That is, the Noll and Green–Rivlin–Naghdi programs can be done covariantly, although this is not obvious given the existing literature. It is doubtful that we could have seen this without the aid of abstract geometry. These topics are discussed in Boxes 4.1 (Chapter 1), 3.1, 3.2, and 3.3 (Chapter 2), and in Section 3.3.
Finally, we mention a fourth use of geometry discussed in Chapter 5. That chapter is devoted to the variational or Hamiltonian structure of elasticity. We show in a precise sense that nonlinear elastodynamics is a Hamiltonian system. Here abstract geometric thinking makes this rather transparent. Furthermore, conservation laws can all be obtained by the straightforward application of well established conservation principles (symmetry and Noether theorems). In the literature, these were discovered essentially by ad hoc methods. For complex continua (such as director theories), it is important to have a systematic method. The general theory of Hamiltonian systems is one way to help in this endeavor.

Functional analysis needed in the book is developed in Section 6.1 and 6.2. The uses of analysis start with the obvious one: existence and uniqueness theorems. Existence theorems play an important role in obtaining satisfactory numerical algorithms (see for example Oden and Reddy [1976a] and Chorin et al. [1978]). Another example is Ball’s work which has led to a deeper appreciation of constitutive inequalities (see Section 5 above and Section 6.4).

Functional analysis also contributes to linear elasticity. For example, the use of semigroup theory in linear elastodynamics clarifies notions of “well-posedness” and “dynamic stability.” Indeed, it allows one to improve the known theorems in the subject (see Section 6.3).

In bifurcation theory (Chapter 7), functional analysis and geometry are used together. Functional analysis is used to analyze solvability, nonuniqueness, and stability questions, while geometry and topology are used to count the number of solutions (using, for example, degree theory) and give us devices that reveal when enough imperfection parameters have been included (using, for example, singularity theory). Anyone who wishes to follow the mainstream of current research in bifurcation theory and its applications to elasticity must be literate, or better fluent, in both geometry and functional analysis.

Geometry and functional analysis go together very well. Their blending is often called “nonlinear analysis” or “global analysis.” It is our conviction that in future years these subjects will become basic tools for many researchers in elasticity. This is why we have used them in this book.
Normally a solid continuum body occupies an open subset of three-dimensional Euclidean space (or the closure of an open subset if the boundary is counted). However, shells and rods may be modeled using surfaces and curves. "Exotic" materials, such as liquid crystals, may require higher dimensional spaces for their description. To have a unified approach, as well as for conceptual clarity, it is useful to think geometrically and to represent bodies in terms of manifolds.

This chapter concerns the description of bodies, their motions, and their configurations. The laws of dynamics which govern the motion of bodies, are discussed in the next chapter. We begin here with bodies in $\mathbb{R}^3$ and gradually work up to a description in terms of manifolds. We assume the reader is familiar with advanced calculus on $\mathbb{R}^n$. For the moment we do not distinguish between "Euclidean space" and "$\mathbb{R}^3$".

1.1 MOTIONS OF SIMPLE BODIES

1.1 Definition  A simple body is an open set $\mathcal{B} \subset \mathbb{R}^3$. A configuration of $\mathcal{B}$ is a mapping $\phi : \mathcal{B} \rightarrow \mathbb{R}^3$. The set of all configurations of $\mathcal{B}$ is denoted $\mathcal{C}$, or by $\mathcal{C}(\mathcal{B})$ if there is danger of confusion. Points in $\mathcal{B}$ are denoted by capital letters $X, Y, \ldots$.

A configuration represents a deformed state of the body, as in Figure 1.1.1. As the body moves, we obtain a family of configurations, depending on time $t$.

---

1The use of the word "simple" here is not to be confused with Noll's use of the term "simple material." (See Truesdell and Noll [1965], p. 60 and Malvern [1969], p. 391.)
1.2 Definition A motion of a body $\mathcal{B}$ is a curve in $\mathbb{C}$; that is, a mapping $t \mapsto \phi_t \in \mathbb{C}$ of $\mathbb{R}$ to $\mathbb{C}$ (or some open interval of $\mathbb{R}$ to $\mathbb{C}$). For $t \in \mathbb{R}$ fixed, we write $\phi_t(X) = \phi(X, t)$. Likewise, if we wish to hold $X \in \mathcal{B}$ fixed, we write $\phi_X(t) = \phi(X, t)$. The map $V_t : \mathcal{B} \rightarrow \mathbb{R}^3$ defined by

$$V_t(X) = V(X, t) = \frac{\partial \phi(X, t)}{\partial t} = \frac{d}{dt} \phi_t(t)$$

(assuming the derivative exists) is called the material velocity of the motion.

If $c(t)$ is a curve in $\mathbb{R}^3$, the tangent to $c(t)$ is defined by $c'(t) = \lim_{h \to 0} (c(t + h) - c(t))/h$. If the standard Euclidean coordinates of $c(t)$ are $(c^1(t), c^2(t), c^3(t))$, then

$$c'(t) = \left(\frac{dc^1}{dt}, \frac{dc^2}{dt}, \frac{dc^3}{dt}\right).$$

To avoid confusion with other coordinate systems we shall write $\phi'_t$, and so on, for the Euclidean components of $\phi$. Since $\mathbb{R}^3$ is the set of all real triples, denoted $z = (z^1, z^2, z^3)$, and for fixed $X \in \mathcal{B}$, $\phi(X, t)$ is a curve in $\mathbb{R}^3$, we get

$$V(X, t) = (V^1(X, t), V^2(X, t), V^3(X, t))$$

$$= \left(\frac{\partial \phi^1}{\partial t}(X, t), \frac{\partial \phi^2}{\partial t}(X, t), \frac{\partial \phi^3}{\partial t}(X, t)\right).$$

We regard $V(X, t)$ as a vector based at the point $\phi(X, t)$; if $\phi(X, 0) = X$, then $V(X, t)$ is the velocity at time $t$ of the particle that started out at $X$.¹

1.3 Definition The material acceleration of a motion is defined by

$$A_t(X) = A(X, t) = \frac{d}{dt} V(X, t) = \frac{d}{dt} V_t(X) \quad \text{(if the derivative exists)}.$$

¹If we regard the map $t \mapsto \phi_t$ as a curve in $\mathbb{C}$, then the notation $V_t = d\phi_t/dt$ is appropriate. However, we shall use $\partial \phi_t/\partial t$ for both roles for simplicity.
In Euclidean coordinates,
\[
A(t) = \frac{\partial V}{\partial t}(X, t) = \frac{\partial^2 \phi}{\partial t^2}(X, t).
\]

1.4 Definition  A motion \( \phi_t \) of \( \mathcal{B} \) is called regular or invertible if each \( \phi_t(\mathcal{B}) \) is open and \( \phi_t \) has an inverse \( \phi_t^{-1} : \phi_t(\mathcal{B}) \to \mathcal{B} \). A \( C^r \) regular motion is a \( C^r \) motion \([\text{i.e.}, \phi(X, t) \text{ is a } C^r \text{ function of } (X, t)\] such that \( \phi_t^{-1} \) is also \( C^r \). (The inverse function theorem, recalled later, is relevant here.)

Intuitively, a regular motion is one for which nothing "catastrophic" like ripping, pinching, or interpenetration of matter has occurred. Some of the commonly encountered quantities of continuum mechanics are not well defined if \( \phi \) is not regular, whereas others remain well defined. Since there are physically important cases that are not regular—such as contact problems in which \( \mathcal{B} \) may consist of two disconnected pieces that \( \phi \) brings together—it is important to differentiate between quantities that may or may not be applicable to the formulation of this class of problems.

1.5 Definition  Let \( \phi_t \) be a \( C^1 \) regular motion of \( \mathcal{B} \). The spatial velocity of the motion is defined by
\[
v_t : \phi_t(\mathcal{B}) \to \mathbb{R}^3, \quad v_t = V_t \circ \phi_t^{-1}.
\]
If \( \phi_t \) is a \( C^2 \) regular motion, we define the spatial acceleration by
\[
a_t : \phi_t(\mathcal{B}) \to \mathbb{R}^3, \quad a_t = A_t \circ \phi_t^{-1}.
\]

3Notice that if a body folds and undergoes self-contact but no interpenetration, then the motion can still be \( C^r \) regular as we have defined it. However, \( \phi_t \) cannot be extended to include the boundary of \( \mathcal{B} \) and still be regular.

4By the local existence theory for vector fields, \( \phi_t \) will be regular exactly when \( v_t \) remains defined and is at least \( C^1 \). See Section 1.6.
We do not like to use phrases like "material coordinates" or "spatial coordinates" because there are no "coordinates" involved in the general setting. Another technique for considering velocity, the "convective picture," is described in Section 1.2.

Figure 1.1.3 shows the different domains for \( V, A \) and \( v, a \). Observe that \( v, a \) "follow the motion," that is, they are defined on the time-dependent set \( \Phi_t(\mathcal{B}) \).

![Figure 1.1.3](image)

Now we want to work out expressions for \( V, v, A, \) and \( a \) in general coordinate systems.

1.6 Definitions, Notation, and Conventions\(^5\) A coordinate system \( \{ x^a \} \) \((a = 1, 2, 3)\) on \( \mathbb{R}^3 \) is a \( C^\infty \) mapping \((x^1, x^2, x^3)\) of an open set \( \mathcal{U}_x \subset \mathbb{R}^3 \) to \( \mathbb{R}^3 \) such that

- (i) the range is an open set \( \mathcal{U}_x \subset \mathbb{R}^3 \), and
- (ii) the mapping

  \[
  (z^1, z^2, z^3) \mapsto (x^1(z^1, z^2, z^3), x^2(z^1, z^2, z^3), x^3(z^1, z^2, z^3))
  \]

  of \( \mathcal{U}_z \) to \( \mathcal{U}_x \) has a \( C^\infty \) inverse, whose components are denoted \( z^i(x^1, x^2, x^3) \).

\(^5\)We use, as far as possible, upper case letters to refer to the body \( \mathcal{B} \) and lower case for space \( \mathcal{S} \). Thus \( \{ x^a \} \) is a coordinate system in space and \( \{ X^a \} \) is one on the body. Another common conventions for indices are those of Truesdell and Noll: \( \{ x^i \} \) for space coordinates and \( \{ X^a \} \) for body coordinates. Our notation on the indices follows Rivlin [1974a] and Eringen [1975], but otherwise is largely that of Truesdell and Noll.
Coordinate lines are the curves \( c_1(t), c_2(t), c_3(t) \) whose components in Euclidean coordinates are \( z^i(c_i(t)) = z^i(t, x^2, x^3) \), where \( x^2 \) and \( x^3 \) are fixed. Similar definitions hold for \( c_2 \) and \( c_3 \). The tangents to these curves are the coordinate basis vectors; thus

\[
e_a = \frac{\partial z^i}{\partial x^a} \hat{t}_i
\]

where \( \hat{t}_i \) (\( i = 1, 2, 3 \)) are the standard basis vectors in \( \mathbb{R}^3 \). Note that \( e_a \in \mathbb{R}^3 \) and is a function of \( x^1, x^2, x^3 \); that is, \( e_a : \mathbb{U}_x \rightarrow \mathbb{R}^3 \). We always use the summation convention: summation on repeated indices is understood.

For example, spherical coordinates (where \( \mathbb{U}_z \) is \( \mathbb{R}^3 \) minus a plane) define a coordinate system in \( \mathbb{R}^3 \).

Because of condition (ii) above, the Jacobian of the transformation \( z^i \mapsto x^a(z^i) \) is nonsingular, so \( \{e_a\} \) is a basis of \( \mathbb{R}^3 \) for each \( (x^1, x^2, x^3) \). Later we shall require an orientation on the vectors \( e_1, e_2, \) and \( e_3 \), but this is not needed now. Figure 1.1.4 depicts the coordinate lines and basis vectors for a general coordinate system in \( \mathbb{R}^3 \).

Coordinate systems on the ambient space \( \mathbb{R}^3 \) are here denoted \( \{x^a\} \) while those on \( \mathcal{B} \) are denoted \( \{X^A\} \). The corresponding Euclidean coordinates are denoted \( \{z^i\} \) and \( \{Z^I\} \). The basis vectors for the systems \( \{X^A\}, \{z^i\}, \) and \( \{Z^I\} \) are denoted, respectively, \( E_A, \hat{t}_i, \) and \( \hat{f}_I \).

1.7 Proposition Let \( \phi(X, t) \) be a \( C^1 \) motion of \( \mathcal{B} \) and let \( V \) be the material velocity. Let \( \{x^a\} \) be a coordinate system on \( \mathbb{R}^3 \) and let \( \phi^a(X, t) = x^a(\phi(X, t)) \). Then
where \( V^a(X, t) \) are the components\(^6\) of \( V \) relative to \( e_a \) at the point \( \phi(X, t) \) [with coordinates \( x^b(\phi(X, t)) \)].

**Proof** Consider \( ((\partial/\partial t)\phi^a)e_a \) [where \( \phi^a \) stands for \( \phi^a(X, t) = x^a(\phi(X, t)) \)] and where \( e_a \) stands for \( e_a(x^b(\phi(X, t)) \)). We have

\[
(\frac{\partial}{\partial t}\phi^a)e^a = \frac{\partial x^a}{\partial z^l} \frac{\partial \phi^i}{\partial t} e_a = \frac{\partial x^a}{\partial z^l} V^i \frac{\partial z^l}{\partial x^a} \hat{i}_j
= \delta[V^i \hat{i}_j = V^i \hat{i}_l = V = V^a e_a
\]
since \( \partial x^a/\partial z^l \) and \( \partial z^l/\partial x^a \) are inverse matrices.

Suppose \( \bar{x}^a \) is another coordinate system on \( \mathbb{R}^3 \) with, say, the same domain \( \mathcal{U}_x \). By composition we can form the change of coordinate functions \( \bar{x}^a(x^b) \) and \( x^a(\bar{x}^b) \); see Figure 1.1.5.
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The transformation property of \( V \) is worked out next; one says \( V \) transforms "like a vector." We let \( \bar{V}^a \) denote the components\(^7\) of \( V \) in the basis \( \bar{e}_a \) associated with \( \{\bar{x}^a\} \).

\(^6\)If there is danger of confusion, we write \( V^a_z \) for the components of \( V \) in the \( x \)-coordinate system.

\(^7\)More consistently, we should write \( V^a_x \) for \( \bar{V}^a \), but it is conventional in many tensor analysis texts to write \( \bar{V}^a \).
1.8 Proposition $\ddot{\mathbf{V}}^a = (\partial \ddot{\mathbf{Z}}^a / \partial x^b) V^b$, where $\ddot{\mathbf{V}}^a$ stands for $\ddot{\mathbf{V}}^a(X, t)$, and so forth.

Proof By the chain rule and 1.7,

$$\ddot{\mathbf{V}}^a = \frac{\partial}{\partial t} \dot{\mathbf{V}}^a = \frac{\partial \ddot{\mathbf{Z}}^a}{\partial x^b} \frac{\partial}{\partial t} \phi^b = \frac{\partial \ddot{\mathbf{Z}}^a}{\partial x^b} V^b.$$ 

An alternative proof is obtained by nothing that $\ddot{e}_a = (\partial x^b / \partial x^a) e_b$ and then equating $\dot{V}^a e_a$ with $\ddot{V}^a e_a$.

To work out the components of the acceleration in a general coordinate system we recall a few notations from calculus on $\mathbb{R}^n$. If $\mathcal{U} \subset \mathbb{R}^n$ is an open set in $\mathbb{R}^n$ and $f$ maps $\mathcal{U} \to \mathbb{R}^m$, the derivative of $f$ at $x_0 \in \mathcal{U}$ is a linear transformation $Df(x_0) : \mathbb{R}^n \to \mathbb{R}^m$. Formally, for every $\epsilon > 0$ there must be a $\delta > 0$ such that $h \in \mathbb{R}^n$ and $(\|h\| < \delta)$ imply

$$\|f(x_0 + h) - f(x_0) - Df(x_0) \cdot h\| \leq \epsilon \|h\|.$$ 

Notice that only the norm and the linear structure of Euclidean space are involved. Coordinates are not mentioned. If we represent the linear transformation $Df(x_0)$ in the standard basis, we get the matrix $\partial f^i / \partial z^j$, the Jacobian matrix.

The usual calculus rules hold. For instance, the chain rule states that $D(g \circ f)(x_0) = Dg(f(x_0)) \circ Df(x_0)$; the second "\circ" stands for composition of linear maps—that is, matrix multiplication. The inverse function theorem\(^8\) says that if $f : \mathcal{U} \subset \mathbb{R}^n \to \mathbb{R}^n$ is $C^r (r \geq 1)$ and $Df(x_0)$ is invertible, then $f$ has a local $C^r$ inverse $f^{-1}$, mapping some neighborhood of $f(x_0)$ to some neighborhood of $x_0$ and $Df^{-1}(f(x_0)) = [Df(x_0)]^{-1}$.

Returning to the context of 1.6, let us work out the derivative of $e_a = (\partial z^i / \partial x^a) \dot{i}_t$. Clearly,

$$\frac{\partial e_a}{\partial x^b} = \frac{\partial^2 z^i}{\partial x^a \partial x^b} \dot{i}_t = \frac{\partial^2 z^i}{\partial x^a \partial x^b} \frac{\partial x^c}{\partial z^i} e_c.$$ 

This object arises frequently so is given a name:

1.9 Definition The Christoffel symbols of the coordinate system $\{x^a\}$ on $\mathbb{R}^3$ are defined by

$$\gamma^c_{ab} = \frac{\partial^2 z^i}{\partial x^a \partial x^b} \frac{\partial x^c}{\partial z^i},$$ 

which are regarded as functions of $x^a$. The Christoffel symbols of a coordinate system $\{X^A\}$ are denoted $\Gamma^A_{BC}$.

Note that the $\gamma$'s are symmetric in the sense that $\gamma^c_{ab} = \gamma^c_{ba}$.

---

\(^8\)This theorem is proved in a more general infinite-dimensional context in Section 4.1.
1.10 Proposition Let $\phi(X, t)$ be a $C^2$ motion of $B$, and $V$ and $A$ the material velocity and acceleration. Then the components $A^a$ of $A$ in the basis $e_a$ of a coordinate system $\{x^a\}$ are given by

$$A^a = \frac{\partial V^a}{\partial t} + \gamma^a_{bc} V^b V^c.$$ 

Proof

$$A = \frac{\partial V}{\partial t} = \frac{\partial V^i}{\partial t} \hat{e}_i = \frac{\partial}{\partial t} \left( \frac{\partial z^i}{\partial x^c} V^c \right) \hat{e}_i$$

$$= \frac{\partial^2 z^i}{\partial x^b \partial x^c} \frac{\partial x^b}{\partial t} V^c \hat{e}_i + \frac{\partial z^i}{\partial x^c} \frac{\partial V^c}{\partial t} \hat{e}_i = \frac{\partial^2 z^i}{\partial x^b \partial x^c} V^b V^c \frac{\partial x^a}{\partial z^i} e_a + \frac{\partial V^a}{\partial t} e_a$$

Comparison with $A = A^a e_a$ yields the proposition. \[\Box\]

Noting that $\hat{e}_a = (\partial x^b/\partial x^a) e_b$ and comparing $A = A^a e_a = \tilde{A}^b \tilde{e}_b$ yields:

1.11 Proposition $A^a$ transforms as a vector; that is, $\tilde{A}^b = (\partial x^b/\partial x^a) A^a$.

1.12 Definition Let $v$ and $w$ be two vector fields on $\mathbb{R}^3$—that is, maps of open sets in $\mathbb{R}^3$ to $\mathbb{R}^3$. Assume $v$ is $C^1$. Thus $Dv(x)$ is a linear map of $\mathbb{R}^3$ to $\mathbb{R}^3$, so $Dv(x) \cdot w(x)$ is a vector field on $\mathbb{R}^3$. It is called the covariant derivative of $v$ along $w$ and is denoted $\nabla_w v(x)$ or $w \cdot \nabla v$.

1.13 Proposition In a coordinate system $\{x^a\}$,

$$(\nabla_w v)^a = \frac{\partial v^a}{\partial x^b} w^b + \gamma^a_{bc} w^b v^c$$

and $(\nabla_w v)^a$ transforms as a vector.

Proof Using Euclidean coordinates, and the matrix $\partial v^i/\partial z^j$ of $Dv$ in the standard basis,

$$\nabla_w v = \frac{\partial v^i}{\partial z^j} w^j \hat{e}_i = \left[ \frac{\partial}{\partial z^j} \left( \frac{\partial z^i}{\partial x^c} v^c \right) \right] \left( w^d \frac{\partial z^j}{\partial x^d} \right) \frac{\partial x^a}{\partial z^i} e_a$$

$$= \frac{\partial^2 z^i}{\partial x^b \partial x^c} \frac{\partial x^b}{\partial t} v^c \frac{\partial z^j}{\partial x^d} \frac{\partial x^a}{\partial z^i} e_a + \frac{\partial z^i}{\partial x^c} \frac{\partial v^c}{\partial t} \frac{\partial x^b}{\partial x^d} \frac{\partial z^j}{\partial x^d} \frac{\partial x^a}{\partial z^i} e_a$$

$$= \gamma^a_{bc} \delta^b_{cd} w^d e_a + \delta^b_{cd} \frac{\partial v^c}{\partial x^d} \delta^a_{ef} e_a = \gamma^a_{bc} w^b v^c + \frac{\partial v^a}{\partial x^b} w^b e_a. \[\Box\]$$

One writes $v^a_{1b} = \partial v^a/\partial x^b + \gamma^a_{bc} v^c$ so that $(\nabla_w v)^a = v^a_{1b} w^b$.

Recall that for a regular motion, $V_t = v_c \phi_t$, that is, $V(X, t) = v(\phi(X, t), t)$. In a coordinate system $\{x^a\}$, $V^a(X, t) = v^a(\phi(X, t), t)$, and so $\partial V^a/\partial t = \partial v^a/\partial t + (\partial v^a/\partial x^b)V^b$. Since $A^a = \partial V^a/\partial t + \gamma^a_{bc} V^b V^c$, we get

$$A^a(X, t) = \frac{\partial v^a}{\partial t}(\phi(X, t), t) + \frac{\partial v^a}{\partial x^b}(\phi(X, t), t)V^b(X, t) + \gamma^a_{bc}(\phi(X, t), t)V^b(X, t)V^c(X, t).$$
Substituting \( A^a(X, t) = a^a(\phi(X, t), t) \) and \( x = \phi(X, t) \), we get
\[
a^a(x, t) = \frac{\partial v^a}{\partial t}(x, t) + \frac{\partial v^a}{\partial x^b}(x, t)v^b(x, t) + \gamma^a_{bc}(x, t)v^b(x, t)v^c(x, t).
\]

The following proposition summarizes the situation:

**1.14 Proposition**  For a \( C^2 \) motion we have
\[
a = \frac{\partial v}{\partial t} + \nabla_v v.
\]

In a coordinate system \( \{x^a\} \), this reads
\[
a^a = \frac{\partial v^a}{\partial t} + \frac{\partial v^a}{\partial x^b}v^b + \gamma^a_{bc}v^b v^c.
\]

We call \( \dot{v} = (\partial v/\partial t) + \nabla_v v \) the material time derivative of \( v \). Thus \( \dot{v} = a \).

The general definition follows.

**1.15 Definition**  Let \( g_t: \phi_t(\mathbb{R}) \rightarrow \mathbb{R}^3 \) be a given \( C^1 \) mapping. We call
\[
\dot{g}(x, t) = \frac{\partial}{\partial t}g(x, t) + Dg_t(x) \cdot v_t(x)
\]
the material time derivative of \( g \). Sometimes \( \dot{g} \) is denoted \( Dg/ Dt \).

If we define \( G_t = g_t \circ \phi_t \), then an application of the chain rule gives
\[
\frac{\partial}{\partial t}G(X, t) = \dot{g}(\phi_t(X, t)).
\]
This formula justifies the terminology “material time derivative.” Again, \( Dg_t(x) \cdot v_t(x) \) is called the covariant derivative of \( g \) along \( v_t \).

---

**Box 1.1  Summary of Important Formulas for Section 1.1**

**Motion**
\[
\phi_t: \phi_t(\mathbb{R}) \rightarrow \mathbb{R}^3
\]
\[
\phi_t(x) = \phi(X, t)
\]

**Velocity**
\[
V = \frac{\partial \phi}{\partial t}
\]
\[
v_t = V_t \circ \phi_t^{-1}
\]

**Covariant Derivative**
\[
DV \cdot w = \nabla_v v
\]
\[
(Vw)_a = \frac{\partial v^a}{\partial x^b}w^b + \gamma^a_{bc}w^b v^c
\]
**Christoffel Symbols**

\[ \gamma^a_{bc} = \frac{\partial^2 x^i}{\partial x^b \partial x^c} \frac{\partial x^a}{\partial z^i} \]

**Acceleration**

\[ A = \frac{\partial V}{\partial t}, \]

\[ a = A \circ \phi_t^{-1} = \dot{v} = \frac{\partial v}{\partial t} + \nabla_v v \]

**Coordinate Change**

\[ \dot{\phi}_t = \ddot{x} \circ \phi_t \]

\[ \ddot{V}^a = \left( \frac{\partial \dot{x}^a}{\partial x^b} \phi_t \right) V^b, \quad \ddot{a}^a = \frac{\partial \dot{x}^a}{\partial x^b} \ddot{a}^b \]

Figure 1.1.6 goes with these formulas.

---

**Problem 1.1** Let \( \{x^a\} \) and \( \{X^A\} \) denote cylindrical coordinate systems on \( \mathbb{R}^3 \), that is,

\[ x^1 = r, \quad x^2 = \theta, \quad x^3 = z; \]
\[ X^1 = R, \quad X^2 = \Theta, \quad X^3 = Z. \]

Let \( \mathfrak{B} = \mathbb{R}^3 \) and consider a rigid counterclockwise motion about the \( z \)-axis given by
\[
\phi_1^\epsilon(R, \Theta, Z) = R, \quad \phi_2^\epsilon(R, \Theta, Z) = \Theta + 2\pi t, \quad \text{and} \quad \phi_3^\epsilon(R, \Theta, Z) = Z
\]

where \( \phi_\sigma^\epsilon = x^\circ \phi_\sigma \). Compute \( V^\epsilon, \nu^\sigma, A^\sigma, \) and \( a^\sigma \).

Let \( \{ \bar{x}^\sigma \} \) denote a Cartesian coordinate system for \( \mathbb{R}^3 \) given by
\[
\bar{x}^1 = x^1 \cos x^2, \quad \bar{x}^2 = x^1 \sin x^2, \quad \text{and} \quad \bar{x}^3 = x^3.
\]

Determine \( \bar{V}^\sigma, \bar{\nu}^\sigma, \bar{A}^\sigma, \) and \( \bar{a}^\sigma \) from the change-of-coordinate formulas given in the summary, and by directly differentiating \( \bar{\phi}_\sigma^\epsilon \); compare.

**Problem 1.2** For a map \( g: \Phi_\sigma(\mathbb{R}) \rightarrow \mathbb{R}^3 \), work out a formula for the covariant derivative \( D_{g_\epsilon}(x) \cdot v(x) \) relative to a general spatial coordinate system on \( \mathbb{R}^3 \).

### 1.2 VECTOR FIELDS, ONE-FORMS, AND PULL-BACKS

We shall now start using the terminology of manifolds. We begin by giving the general definition of a manifold and then revert to our special case of open sets in \( \mathbb{R}^3 \) to allow the reader time to become acquainted with manifolds. The basic guidelines and manifold terminology we will use later in the book are given in this section.

**2.1 Definition** A smooth \( n \)-manifold (or a manifold modeled on \( \mathbb{R}^n \)) is a set \( \mathbb{M} \) such that: (1) For each \( P \in \mathbb{M} \) there is a subset \( \mathcal{U} \) of \( \mathbb{M} \) containing \( P \), and a one-to-one mapping, called a chart or coordinate system, \( \{ x^\alpha \} \) from \( \mathcal{U} \) onto an open set \( \mathcal{V} \) in \( \mathbb{R}^n \); \( x^\alpha \) will denote the components of this mapping (\( \alpha = 1, 2, \ldots, n \)). (2) If \( x^\alpha \) and \( \bar{x}^\alpha \) are two such mappings, the change of coordinate functions \( \bar{x}^\alpha(x^1, \ldots, x^n) \) are \( C^\infty \).

If \( \{ \bar{x}^\alpha \} \) maps a set \( \mathcal{U} \subset \mathbb{M} \) one-to-one onto an open set in \( \mathbb{R}^n \), and if the change of coordinate functions with the given coordinate functions are \( C^\infty \), then \( \{ \bar{x}^\alpha \} \) will also be called a chart or coordinate system.

For instance, an open set \( \mathcal{M} \subset \mathbb{R}^n \) is a manifold. We take a single chart, \( \{ Z^\alpha \} \), to be the identity map to define the manifold structure. By allowing all possible coordinate systems that are \( C^\infty \) functions of the \( Z^\alpha \), we enlarge our set of coordinate systems. We could also start with all of these coordinate systems at the outset, according to taste.

Thus, a manifold embodies the idea of allowing general coordinate systems (see Figure 1.1.5); it allows us to consider curved objects like surfaces (two-manifolds) in addition to open sets in Euclidean space. The manifold \( \mathbb{M} \) becomes a topological space by declaring the \( \mathcal{U} \)'s to be open sets. In our work we will

---

9One can start with a topological space \( \mathbb{M} \) or, using the differential structure, make \( \mathbb{M} \) into a topological space later. We chose the latter since it minimizes the number of necessary concepts.
consider both the body $\mathcal{B}$ and the containing space $\mathcal{S}$ to be special cases of manifolds. The descriptions of some realistic bodies require this generality, such as shells and liquid crystals (see Sections 1.5 and 2.2). However, the description of any body benefits from manifold terminology. Examples occur in the study of covariance and relativistic elasticity.

An important mathematical discovery made around the turn of the century was that one could define the tangent space to a manifold without using a containing space, as one might naively expect. Unfortunately, the abstraction necessary to do this causes confusion to those trying to learn the subject. To help guide the reader, we list three possible approaches:

(a) **Derivations.** The idea here is that in order to specify a vector tangent to $\mathcal{M}$, we can give a rule defining the derivatives of all real-valued functions in that direction; such directional derivatives are derivations (see Bishop and Goldberg [1968], pp. 47–48).

(b) **Curves.** We intuitively think of tangent vectors as velocities of curves; therefore, vectors can be specified as equivalence classes of curves, two curves being equivalent if they have the same tangent vector in some, and hence in every, chart (see Abraham and Marsden [1978], p. 43).

(c) **Local transformation properties.** We can use the transformation rules for vectors found in Section 1.1 to define a local vector in a coordinate chart as a vector in $\mathbb{R}^n$ and then use the coordinate transformation rules to define an equivalence relation on pairs of charts and local vectors. Each equivalence class obtained is a tangent vector to $\mathcal{M}$ (see Lang [1972], pp. 26, 47).

For $\mathcal{M}$ open in $\mathbb{R}^n$, the tangent space is easy to define directly:

**2.2 Definition** Let $\mathcal{M} \subset \mathbb{R}^n$ be an open set and let $P \in \mathcal{M}$. The tangent space to $\mathcal{M}$ at $P$ is simply the vector space $\mathbb{R}^n$ regarded as vectors emanating from $P$; this tangent space is denoted $T_P \mathcal{M}$. The tangent bundle of $\mathcal{M}$ is the product $T \mathcal{M} = \mathcal{M} \times \mathbb{R}^n$ consisting of pairs $(P, w)$ of base points $P$ and tangent vectors at $P$. The map $\pi$ (or $\pi_{\mathcal{M}}$ if there is danger of confusion) from $T \mathcal{M}$ to $\mathcal{M}$ mapping a tangent vector $(P, w)$ to its base point $P$ is called the projection. We may write $T_P \mathcal{M} = \{P\} \times \mathbb{R}^n$ as a set in order to keep the different tangent spaces distinguished, or denote tangent vectors by $w_P = (P, w)$ to indicate the base point $P$ which is meant.

The idea of the tangent bundle, then, is to think of a tangent vector as being a vector equipped with a base point to which it is attached (see Figure 1.2.1).

Once the tangent bundle of a manifold is defined, one makes it into a manifold by introducing the coordinates of vectors as in Section 1.1. For the special case in which $\mathcal{M} = \mathcal{B}$ is an open set in $\mathbb{R}^n$ this is easy. For the rest of this section we confine ourselves to this case and we use notation adapted to it; that is, points in $\mathcal{B}$ are denoted $X$ and coordinate systems are written $\{X^\mu\}$. However, the reader should be prepared to apply the ideas to general manifolds after finishing the section.
2.3 Definition Let $\mathcal{B} \subset \mathbb{R}^n$ be open and $T\mathcal{B} = \mathcal{B} \times \mathbb{R}^n$ be its tangent bundle. Let $\{X^a\}$ be a coordinate system on $\mathcal{B}$. The corresponding coordinate system induced on $T\mathcal{B}$ is defined by mapping $W_x = (X, W)$ to $(X^a(X), W^a)$, where $X \in \mathcal{B}$ and $W^a = (\partial X^a/\partial Z^j)W_z$ are the components of $W$ in the coordinate system $\{X^a\}$, as explained in Section 1.1.

For $\mathcal{B} \subset \mathbb{R}^3$ open, $T\mathcal{B}$ is a six-dimensional manifold. In general if $\mathcal{B}$ is an $n$-manifold, $T\mathcal{B}$ is a 2n-manifold.

In Euclidean space we know what is meant by a $C^1$ map. A mapping of manifolds is $C^1$ if it is $C^1$ when expressed in local coordinates.

2.4 Proposition (a) Let $\mathcal{B} \subset \mathbb{R}^n$ be open and let $f: \mathcal{B} \to \mathbb{R}$ be a $C^1$ function. Let $W_x = (X, W) \in T_x \mathcal{B}$. Let $W_x[f]$ denote the derivative of $f$ at $X$ in the direction $W_x$—that is, $W_x[f] = Df(X) \cdot W$. If $\{X^a\}$ is any coordinate system on $\mathcal{B}$, then $W_x[f] = (\partial f/\partial X^a)W^a$, where it is understood that $\partial f/\partial X^a$ is evaluated at $X$.

(b) If $c(t)$ is a $C^1$ curve in $\mathcal{B}$, $c(0) = X$, and $W_x = (X, W) = (X, c'(0))$ is the tangent to $c(t)$ at $t = 0$, then, in any coordinate system $\{X^a\}$,

$$W^a = \frac{dc^a}{dt}, \quad \text{where} \quad c^a(t) = X^a(c(t)).$$

Proof

(a) $Df(X) \cdot W = \frac{\partial f}{\partial Z^j} W_z^i = \frac{\partial f}{\partial X^a} \frac{\partial X^a}{\partial Z^j} W_z^i = \frac{\partial f}{\partial X^a} W^a$.

(b) $\frac{d}{dt} c^a(t) = \frac{\partial X^a}{\partial Z^i} W_z^i = W^a$ (evaluated at $c(t)$).

Following standard practice, we let $c'(0)$ stand both for $(X, c'(0))$ and $c'(0) \in \mathbb{R}^n$; there is normally no danger of confusion.

The above proposition gives a correspondence between the “transformation of coordinate” definition and the other methods of defining the tangent space. Observe that the mapping $f \mapsto W_x[f]$ is a derivation; that is, it satisfies

$$W_x[f + g] = W_x[f] + W_x[g] \quad \text{(sum rule)}$$

\[37\]
and
\[ W_x[fg] = fW_x[g] + gW_x[f] \] (product rule).

In a coordinate system \( \{X^A\} \) the basis vectors \( E_A = (\partial Z^i/\partial X^A)I_j \) (see Section 1.1) are sometimes written \( \partial/\partial X^A \), since for any function \( f \), \( E_A[f] = \partial f/\partial X^A \), by (a) in 2.4 (i.e., the coordinates of \( E_A \) in the coordinate system \( \{X^B\} \) are \( \delta^A_B \)).

2.5 Definition Let \( \mathcal{B} \) be open in \( \mathbb{R}^n \) and let \( \mathcal{S} = \mathbb{R}^n \). If \( \phi: \mathcal{B} \rightarrow \mathcal{S} \) is \( C^1 \), the tangent map of \( \phi \) is defined as follows:

\[ T\phi: T\mathcal{B} \rightarrow T\mathcal{S}, \quad \text{where} \quad T\phi(X, W) = (\phi(X), D\phi(X) \cdot W). \]

For \( X \in \mathcal{B} \), we let \( T_X\phi \) denote the restriction of \( T\phi \) to \( T_X\mathcal{B} \), so \( T_X\phi \) becomes the linear map \( D\phi(X) \) when base points are dropped.

We notice that the following diagram commutes (see Figure 1.2.2):

\[ \begin{array}{ccc}
T\mathcal{B} & \xrightarrow{T\phi} & T\mathcal{S} \\
\pi_\mathcal{B} & \downarrow & \pi_\mathcal{S} \\
\mathcal{B} & \xrightarrow{\phi} & \mathcal{S}
\end{array} \]

The vector, \( T\phi \cdot W_X \) is called the push-forward of \( W_X \) by \( \phi \) and is sometimes denoted \( \phi_* W_X \). (This use of the word “push-forward” is not to be confused with its use for vector fields defined in 2.9 below.) The next proposition is the essence of the fact that \( T\phi \) makes intrinsic sense on manifolds.

2.6 Proposition (a) If \( c(t) \) is a curve in \( \mathcal{B} \) and \( W_X = c'(0) \), then

\[ T\phi \cdot W_X = \left. \frac{d}{dt} \phi(c(t)) \right|_{t=0} \]

(the base points \( X \) of \( W_X \) and \( \phi(X) \) of \( T\phi \cdot W_X \) being understood).

(b) If \( \{X^A\} \) is a coordinate chart on \( \mathcal{B} \) and \( \{x^a\} \) is one on \( \mathcal{S} \), then, for \( W \in T_X\mathcal{B} \),

\[ (T\phi \cdot W_X)^a = \frac{\partial \phi^a}{\partial X^A} W^A \]

that is, in coordinate charts the matrix of \( T_X\phi \) is the Jacobian matrix of \( \phi \) evaluated at \( X \).

---

10 Sometimes \( \partial \phi^a/\partial X^A \) is written \( \partial x^a/\partial X^A \), but this can cause confusion.
Proof

(a) By the chain rule, \[ \frac{d}{dt} \phi(c(t)) \bigg|_{t=0} = D\phi(X) \cdot c'(0). \]

(b) \[ D\phi(X) \cdot W = \frac{\partial \phi}{\partial Z^i} W'_i \hat{i}_i \] (representation in the standard basis)

\[
= \frac{\partial \phi}{\partial x^a} \frac{\partial Z^i}{\partial x^a} W'_i \hat{i}_i \quad \text{(chain rule)}
\]

\[
= \frac{\partial \phi}{\partial x^a} \left( \frac{\partial X^A}{\partial Z^i} W'_i \right) \left( \frac{\partial z^i}{\partial x^a} \hat{i}_i \right) \quad \text{(chain rule)}
\]

\[
= \frac{\partial \phi}{\partial x^a} W^A e_a. \]

Later we shall examine the sense in which \( T\phi \) is a tensor. For now we note the following transformation rule:

\[
\frac{\partial \phi_\alpha}{\partial X^A} = \frac{\partial X^B}{\partial X^A} \frac{\partial \phi_\beta}{\partial x^B} \frac{\partial x^A}{\partial \phi_\alpha}.
\]

The chain rule can be expressed in terms of tangents as follows:

2.7 Proposition Let \( \phi: \mathcal{B} \to \mathcal{S} \) and \( \psi: \mathcal{S} \to \mathbb{U} \) be \( C^r \) maps of manifolds \( (r \geq 1) \). Then \( \psi \circ \phi \) is a \( C^r \) map and \( T(\psi \circ \phi) = T\psi \circ T\phi \).

Proof Each side evaluated on \((X, W)\) gives \((\psi(\phi(X)), D\psi(\phi(X)) \cdot (D\phi(X) \cdot W))\) by the chain rule. \( \square \)

This "\( T \)" formulation keeps track of the base points automatically. The reader should draw the commutative diagram that goes with this as an exercise.

Next we formulate vector fields and the spatial and material velocities in manifold language.

2.8 Definitions If \( \mathcal{Q} \) is a manifold (e.g., either \( \mathcal{B} \) or \( \mathcal{S} \)), a vector field on \( \mathcal{Q} \) is a mapping \( v: \mathcal{Q} \to T\mathcal{Q} \) such that \( v(q) \in T_q\mathcal{Q} \) for all \( q \in \mathcal{Q} \).

If \( \mathcal{B} \) and \( \mathcal{S} \) are manifolds and \( \phi: \mathcal{B} \to \mathcal{S} \) is a mapping, a vector field covering \( \phi \) is a mapping \( V: \mathcal{B} \to T\mathcal{S} \) such that \( V(X) \in T_{\phi(X)}\mathcal{S} \) for all \( X \in \mathcal{B} \).

These diagrams commute (where \( i: \mathcal{Q} \to \mathcal{Q} \) is the identity map):

and we have the corresponding pictures shown in Figure 1.2.3.

A vector field covering the identity mapping is just a vector field. Also, if \( V \) is a vector field covering an invertible map \( \phi \), then \( v = V \circ \phi^{-1} \) is a vector field on \( \mathcal{Q} = \phi(\mathcal{B}) \).
2.9 Definitions  If $Y$ is a vector field on $\mathcal{B}$ and $\phi: \mathcal{B} \rightarrow \mathcal{S}$ is a $C^1$ mapping, then $V = T\phi \circ Y$, a vector field covering $\phi$, is called the tilt of $Y$ by $\phi$.

If $\phi$ is regular, then $\phi_* Y = T\phi \circ Y \circ \phi^{-1}$, a vector field on $\phi(\mathcal{B})$ is called the push-forward of $Y$ by $\phi$.

If $v$ is a vector field on $\phi(\mathcal{B})$ and $\phi$ is regular (i.e., $\phi(\mathcal{B})$ is open in $\mathcal{S}$ and $\phi: \mathcal{B} \rightarrow \phi(\mathcal{B})$ has a $C^1$ inverse), $\phi^* v = T(\phi^{-1}) \circ v \circ \phi$, a vector field on $\mathcal{B}$ is called the pull-back of $v$ by $\phi$.

If $V$ is a vector field covering $\phi$, we say that $V \circ \phi^{-1}$ (a vector field on $\phi(\mathcal{B})$) is $V$ expressed in the spatial picture and $T\phi^{-1} \circ V$ (a vector field on $\mathcal{B}$) is $V$ expressed in the convected picture.

The diagram relevant to these concepts is as follows:

From 2.6(b) we have the coordinate description of these objects. For example, for the tilt,

$$(T\phi \circ Y(X))^a = \frac{\partial \phi^a}{\partial X^d}(X) \cdot Y^d(X),$$

and for the push-forward,

$$(\phi_* Y(X))^a = \frac{\partial \phi^a}{\partial X^d}(X) \cdot Y^d(X), \quad \text{where} \quad x = \phi(X).$$
2.10 Definition \(^{11}\) Let \( \phi_t \) be a regular motion of \( \mathcal{B} \) in \( \mathcal{S} \) and let \( V_t \) and \( v_t \) be the material and spatial velocities defined in Section 1.1. We call \( \phi_t^* v_t = v_t \) the convective velocity; it is a vector field on \( \mathcal{B} \) for each \( t \).

The physical meaning of the convective velocity is explained by the use of "convected coordinates" as follows.

2.11 Proposition Let \( \phi_t \) be a regular motion of \( \mathcal{B} \) in \( \mathcal{S} \), and \( V_t, v_t \) and \( v_t \) the material, spatial, and convective velocities, respectively. Suppose \( \{X^i\} \) is a coordinate system on \( \mathcal{B} \) and \( \{x^i\} \) is one on \( \mathcal{S} \). Let \( \chi^A \) be the coordinate system on \( \phi_t(\mathcal{B}) \) defined by \( \chi_t^A = X^A \circ \phi_t^{-1} \). Then the components of \( v_t \) with respect to \( X^A \) equal those of \( V_t \) (or \( v_t \)) with respect to \( \chi_t^A \) (evaluated at the appropriate points).

Proof Let \( V_t^A \) be the components of \( V \) with respect to \( \chi_t^A \) and \( v_t^A \) those of \( v \) with respect to \( X^A \). Thus

\[
v = v^A E_A, \quad V = V_t^A \Xi_A
\]

where \( E_A = (\partial Z^i/\partial X^A) \hat{i} \) and \( \Xi_A = (\partial z^i/\partial \chi^A) \hat{i} \). By definition, \( V(X, t) = T\phi_t \cdot v(X, t) \), so from 2.6(b), \( V = (\partial \phi_t^i/\partial X^A) v^A \Xi_B \). However, \( \phi_t^i(X, t) = (X^A \circ \phi_t^{-1})(\phi_i(X)) = X^B(X) \), so \( \partial \phi_t^i/\partial X^A = \delta^B_A \), and \( V = v^A \Xi_A \) as required.

Problem 2.1 Prove that \( \Xi_A = T\phi \cdot E_A \). From this, obtain an alternative proof of 2.11.

Problem 2.2 Define the convective acceleration \( \alpha \) by \( \alpha_t = \phi_t^* a \) where \( a \) is the spatial acceleration.

(a) Show that the components of \( \alpha_t \) with respect to \( \{X^i\} \) equal those of \( A_t \) with respect to \( \{\chi^A\} \).

(b) Find the relationship between the convected acceleration and the convected velocity in components.

The coordinates \( \chi^A \) may be thought of as being convected by the motion, or being scribed on \( \mathcal{B} \) and carried with it as it moves. See Figure 1.2.4. A dual procedure may also be constructed; that is, one could convect the coordinates \( \{x^i\} \) on \( \phi_t(\mathcal{B}) \) back to \( \mathcal{B} \) by composition with \( \phi_t \).

The operations of pull-back and push-forward may be performed on tensor fields on a general manifold \( \mathcal{Q} \). We pause here briefly to consider the situation for one-forms—that is, for "covariant" vectors as opposed to "contravariant" vectors.

2.12 Definitions Let \( \mathcal{Q} \) be an \( n \)-manifold and \( q \in \mathcal{Q} \). A one-form at \( q \) is a linear mapping \( \alpha_q : T_q^* \mathcal{Q} \rightarrow \mathbb{R} \); the vector space of one-forms at \( q \) is denoted \( T_q^* \mathcal{Q} \). The cotangent bundle of \( \mathcal{Q} \) is the disjoint union of the sets \( T_q^* \mathcal{Q} \) (made into

---

\(^{11}\)In the general case in which \( \mathcal{B} \) and \( \mathcal{S} \) have different dimensions, \( v_t \) need not be tangent to \( \phi_t(\mathcal{B}) \), but only to \( \mathcal{S} \). Thus \( \phi_t^* v_t \) will not make sense, even if \( \phi_t \) is regular. See Section 1.5 for details. Here there is no trouble since we are in the special case \( \mathcal{B} \) open in \( \mathbb{R}^n \) and \( \mathcal{S} = \mathbb{R}^n \).
Figure 1.2.4

a manifold, as was the tangent bundle). A one-form on \( \mathcal{Q} \) is a map \( \alpha: \mathcal{Q} \to T^*\mathcal{Q} \) such that \( \alpha_q = \alpha(q) \in T_q^*\mathcal{Q} \) for all \( q \in \mathcal{Q} \).

If \( \{x^i\} \) are coordinates on \( \mathcal{Q} \), we saw that they induce coordinates on \( T\mathcal{Q} \); if \( \mathcal{Q} \subset \mathbb{R}^n \) is open, \( T\mathcal{Q} = \mathcal{Q} \times \mathbb{R}^n \) and \( (q, v) \) is mapped to \( (x^i(q), v^i) \), where \( v = v^i e_j \).

For \( T^*\mathcal{Q} = (\mathcal{Q} \times \mathbb{R}^n^*) \), we map \( (q, \alpha) \) to \( (x^i(q), \alpha_j) \), where \( \alpha = \alpha_j e^i \), \( e^i \) being the basis dual to \( e_j \); that is, \( e^i(e_j) = \delta^i_j \).

2.13 Definition Let \( f: \mathcal{Q} \to \mathbb{R} \) be \( C^1 \) so that \( Tf: T\mathcal{Q} \to T\mathbb{R} = \mathbb{R} \times \mathbb{R} \). The second factor (the "vector part") is called \( df \), the differential of \( f \). Thus \( df \) is a one-form\(^{12} \) on \( \mathcal{Q} \).

The reader may verify the following.

2.14 Proposition If \( \{x^i\} \) is a coordinate system on \( \mathcal{Q} \), then \( e^i = dx^i \); that is, \( dx^i \) is the dual basis of \( \partial / \partial x^i \); furthermore,

\[
    df = \frac{\partial f}{\partial x^i} dx^i.
\]

The transformation rule for one-forms is easy to work out. If \( \alpha \) has components \( \alpha_i \) relative to \( \{x^i\} \) and \( \tilde{\alpha}_i \) relative to \( \{\tilde{x}^i\} \), then

\[
    \tilde{\alpha}_i = (\partial x^i / \partial \tilde{x}^j) \alpha_j.
\]

2.15 Definitions If \( \phi: \mathcal{B} \to \mathcal{S} \) is a mapping, a one-form over \( \phi \) is a mapping \( \Lambda: \mathcal{B} \to T^*\mathcal{S} \) such that for \( X \in \mathcal{B} \), \( \Lambda_X \equiv \Lambda(X) \in T^*_{\phi(X)}\mathcal{S} \).

If \( \phi \) is \( C^1 \) and \( \beta \) is a one-form on \( \mathcal{S} \), then \( \phi^*\beta \)—the one-form on \( \mathcal{B} \) defined by \( (\phi^*\beta)_X \cdot W_X = \beta_{\phi(X)} \cdot (T\phi \cdot W_X) \) for \( X \in \mathcal{B} \) and \( W_X \in T_X \mathcal{B} \)—is called the pull-back of \( \beta \) by \( \phi \). (In contrast to vector fields, the pull-back of a one-form does not

\(^{12}\)Do not confuse \( df \) with the gradient of \( f \), introduced later, which is a vector field on \( \mathcal{Q} \).

In this book all tensor fields and tensor operations are denoted by boldface characters. Points, coordinates, components, mappings, and scalar fields are denoted by lightface characters.
Problem 2.3 Let \( T_x^*\phi : T_x^*\mathcal{B} \rightarrow T_x^*\mathcal{B} \) be the dual of \( T_x\phi \). Show that
\[
(\phi^*\mathcal{B})_x = T_x^*\phi \circ \phi^{-1}
\]
The coordinate expression for pull-back follows.

2.16 Proposition If \( \{X^a\} \) are coordinates on \( \mathcal{B} \) and \( \{x^a\} \) are coordinates on \( \mathcal{S} \), then
\[
(\phi^*\mathcal{B}(X))_A = \frac{\partial \phi^a}{\partial X^A}(X) \cdot \beta_a(\phi(X)).
\]
Proof
\[
(\phi^*\mathcal{B})_X \cdot E_A = \mathcal{B}_{\phi(X)} \cdot T\phi \cdot E_A = \beta_{\phi(X)} \cdot \frac{\partial \phi^a}{\partial X^A} e_a = \frac{\partial \phi^a}{\partial X^A} \beta_{\phi(X)} \cdot e_a
\]
so the result follows since \( \mathcal{B} \cdot e_a = \beta_a \).

Using the chain rule one can easily prove the following properties of pull-back:

2.17 Proposition (a) Let \( \phi : \mathcal{B} \rightarrow \mathcal{S} \) be \( C^1 \) and \( f : \mathcal{S} \rightarrow \mathbb{R} \) be \( C^1 \). Set \( \phi^*f = f \circ \phi \). Then \( \phi^*(df) = d(\phi^*f) \).
(b) If \( \psi : \mathcal{S} \rightarrow \mathcal{G} \) is \( C^1 \) and \( \gamma \) is a one-form on \( \mathcal{G} \), then \( (\psi \circ \phi)^*\gamma = \phi^*(\psi^*\gamma) \)

In coordinates, pull-back by \( \phi \) acts the same way as if \( \phi \) were a coordinate transformation. The following shows that the rule in 2.17(a) embodies the coordinate expression:
\[
\phi^*\mathcal{B} = \phi^*(\beta_a dX^a) = (\beta_a \circ \phi) \phi^* dX^a = (\beta_a \circ \phi) d\phi^a = (\beta_a \circ \phi) \frac{\partial \phi^a}{\partial X^b} dX^b
\]
so
\[
(\phi^*\mathcal{B})_a = \beta_a \circ \phi \frac{\partial \phi^a}{\partial X^b}.
\]

One can think of one-forms as row vectors and vectors as column vectors in the sense of matrix algebra. The natural contraction \( \mathcal{B} \cdot Y \) defined by \( (\mathcal{B} \cdot Y)(X) = \mathcal{B}_X(Y(X)) \), where \( \mathcal{B} \) is a one-form on \( \mathcal{B} \) and \( Y \) a vector field, is just matrix multiplication (i.e. \( \beta_A Y^A \)). If \( \mathcal{B} = df \), then \( \mathcal{B} \cdot Y \) is just \( Y[f] \) discussed earlier.

Box 2.1 below makes some further connections between "classical" and "modern" tensor analysis, and summarizes the situation.

Problem 2.4 Consider the motion \( \phi_t \) and coordinate systems of Problem 1.1.

(i) Let \( w \) be a vector field on \( \mathbb{R}^3 \). Calculate \( \phi_t^*w \).
(ii) What if \( w \) is the spatial velocity?
(iii) Let \( \alpha \) be a one form on \( \mathbb{R}^3 \). Calculate \( \phi_t^*\alpha \).
(iv) Let \( Y(Z^1, Z^2, Z^3) = (0, -Z^3, Z^2) \). Calculate the \( \phi_t \)-tilt of \( Y \).
Box 2.1  Notational Relationship between Classical Tensor Analysis and Analysis on Manifolds

Classical Tensor Analysis  Let \( \{ x^a \} \) denote a (curvilinear) coordinate system defined on an open subset of \( \mathbb{R}^n \). Let \( z^i \) and \( \hat{t}_i \) denote the Cartesian coordinate functions of \( \mathbb{R}^n \) and the corresponding unit basis vectors (the standard basis of \( \mathbb{R}^n \)), respectively. We may view the \( z^i \) as functions of \( x^a \) and vice-versa. The coordinate basis vectors \( e_a \) (thought of as column vectors) corresponding to \( x^a \), are defined by \( e_a = (\partial z^i / \partial x^a) \hat{t}_i \) and are tangent to their respective coordinate curves \( x^a \). The dual basis \( e^a \) (thought of as row vectors) is defined by the inner product \( e_a \cdot e_b = \delta^a{}_b \). If we define the metric tensor \( g_{ab} \) by

\[
g_{ab} = \frac{\partial z^i}{\partial x^a} \frac{\partial z^j}{\partial x^b} \delta_{ij}
\]

and let \( g^{ab} \) denote the inverse matrix of \( g_{ab} \) (so \( g^{ac} g_{cb} = \delta^a_b \)), then \( e^a = g^{ab} e_b \). (This is an easy verification; see Section 1.3 for details.) Both \( e_a \) and \( e^a \) are usually viewed as vectors although they satisfy different transformation laws; that is, if \( \tilde{x}^a \) denotes another coordinate system, then

\[
\tilde{e}_a = \frac{\partial \tilde{x}^b}{\partial x^a} e_b \quad \text{and} \quad \tilde{e}^a = \frac{\partial \tilde{x}^a}{\partial x^b} e^b.
\]

To distinguish between the two types of vectors, the terminologies covariant and contravariant are applied to \( e_a \) and \( e^a \), respectively. (Actually, \( e^a \) is not a vector, but a one-form; the use of the metric is the source of confusion.)

Tensor Analysis on Manifolds  Let \( \{ x^a \} \) denote a coordinate system defined on an open set in a manifold \( S \). The coordinate basis corresponding to \( \{ x^a \} \) is denoted \( \partial / \partial x^a \), and the dual basis is denoted \( dx^a \). The terminology “vector” is reserved for \( \partial / \partial x^a \) and the terminology “one-form” (or covector) is used for \( dx^a \). The transformation rules for \( \partial / \partial x^a \) and \( dx^a \) are suggested by the differential operator notations; that is, if \( \tilde{x}^a \) denotes another coordinate system on \( S \), then

\[
\frac{\partial}{\partial \tilde{x}^b} = \frac{\partial x^b}{\partial \tilde{x}^a} \frac{\partial}{\partial x^a} \quad \text{and} \quad d\tilde{x}^a = \frac{\partial \tilde{x}^a}{\partial x^b} dx^b.
\]

One sees from these expressions that \( \partial / \partial x^a \) and \( dx^a \) are the analogs of \( e_a \) and \( e^a \), respectively. If we define \( e^a \) as the dual basis in the proper sense (i.e., \( e^a \) is a linear functional) without use of the metric, then \( e_a = \partial / \partial x^a \) and \( e^a = dx^a \).

Tensor analysis on manifolds is developed without assuming the structure of a “background” \( \mathbb{R}^n \). Thus Cartesian coordinate systems and standard bases are unavailable, so relations of the form \( e_a = (\partial z^i / \partial x^a) \hat{t}_i \) are not allowed. The notion of a vector can be defined operationally via the directional derivative as follows. Let \( v = v^a (\partial / \partial x^a) \) denote a vector field on \( S \). Then the directional derivative of the
function \( f: \mathbb{R} \rightarrow \mathbb{R} \) in the direction \( \mathbf{v} \), denoted \( \mathbf{v}[f] \), is given by \( \mathbf{v}[f] = v^a \frac{\partial f}{\partial x^a} \), which is independent of the coordinate system. The analogous quantity for vectors in \( \mathbb{R}^a \) is given by

\[
\mathbf{v}[f] \overset{\text{def}}{=} \left. \frac{d}{d\varepsilon} f(z^i + \varepsilon v^i) \right|_{\varepsilon = 0} = v^i \frac{\partial f}{\partial z^i} = v^a \frac{\partial f}{\partial x^a}.
\]

Thus the end result is the same.

The differential of \( f \), denoted \( df \), can be defined by \( df(\mathbf{v}) = \mathbf{v}[f] \). From this, the duality relation follows immediately: \( \partial x^a(\partial/\partial x^b) = \partial x^a/\partial x^b = \delta^a_b \). This is the analog of the relationship \( \mathbf{e}^a \cdot \mathbf{e}_b = \delta^a_b \).

Manifolds are important in the formulation of physical theories. For example, in relativity space–time is modeled as a four-dimensional, pseudo-Riemannian manifold. There is simply no Cartesian structure to fall back on. In continuum mechanics, with a manifold as a basic notion of a body, a geometric theory of structured materials becomes a possibility. Even for a simple body, tensor analysis on manifolds clarifies the basic theory. For instance, using manifold ideas we can see clearly how to formulate the pull-back and push-forward and hence to clarify the meaning of convective velocity (and many more things that are considered in the following sections). The metric is not required to talk about \( \mathbf{e}_a \) and \( \mathbf{e}^a \). The confusion arises through unnecessary identifications brought about by the presence of the Cartesian structure. If introduced in the manifold context, we can see exactly how the metric is needed (see Section 1.3).

The following table summarizes the relations and notations of classical tensor analysis on \( \mathbb{R}^n \) and tensor analysis on manifolds.

<table>
<thead>
<tr>
<th>Classical Tensor Analysis</th>
<th>Tensor Analysis on Manifolds</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {x^a} )</td>
<td>( {x^a} )</td>
</tr>
<tr>
<td>( e_a = \frac{\partial z^i}{\partial x^a} i_i )</td>
<td>( \frac{\partial}{\partial x^a} = e_a )</td>
</tr>
<tr>
<td>( e^a = \mathbf{g}^{ab} e_b )</td>
<td>( dx^a = e^a )</td>
</tr>
<tr>
<td>( e^a \cdot e_b = \delta^a_b )</td>
<td>( dx^a(\partial/\partial x^b) = \delta^a_b )</td>
</tr>
<tr>
<td>( \tilde{e}_a = \frac{\partial x^b}{\partial \tilde{x}^a} e_b )</td>
<td>( \frac{\partial}{\partial \tilde{x}^a} = \frac{\partial x^b}{\partial \tilde{x}^a} \frac{\partial}{\partial x^b} )</td>
</tr>
<tr>
<td>( \tilde{e}^a = \frac{\partial \tilde{x}^a}{\partial x^b} e^b )</td>
<td>( d\tilde{x}^a = \frac{\partial \tilde{x}^a}{\partial x^b} dx^b )</td>
</tr>
<tr>
<td>( \mathbf{v} = v^ae_a )</td>
<td>( \mathbf{v} = v^a(\partial/\partial x^a) )</td>
</tr>
<tr>
<td>( v^a = e^a \cdot \mathbf{v} )</td>
<td>( v^a = dx^a(\mathbf{v}) )</td>
</tr>
<tr>
<td>( \mathbf{\alpha} = \alpha_a e_a )</td>
<td>( \mathbf{\alpha} = \alpha_a dx^a )</td>
</tr>
<tr>
<td>( \alpha_a = e_a \cdot \mathbf{\alpha} )</td>
<td>( \alpha_a = \mathbf{\alpha}(\partial/\partial x^a) )</td>
</tr>
<tr>
<td>( \mathbf{v}[f] = v^a \frac{\partial f}{\partial x^a} )</td>
<td>( \mathbf{v}[f] = v^a \frac{\partial f}{\partial x^a} )</td>
</tr>
</tbody>
</table>
In classical tensor analysis, a vector and one-form are indistinguishable in the sense that we have the representations
\[ \mathbf{v} = v^a e_a = v_a e^a, \quad \text{and} \quad \alpha = \alpha_a e^a = \alpha^a e_a. \]

In tensor analysis on manifolds one avoids confusing vectors and one-forms.

**Box 2.2  Summary of Important Formulas for Section 1.2**

**Tangent Map of \( \phi: \mathcal{B} \rightarrow \mathcal{S} \)**

\[ T\phi: T\mathcal{B} \rightarrow T\mathcal{S}, \]
\[ T\phi \cdot W_x = T\phi(X, W) = (\phi(X), D\phi(X) \cdot W), \quad (T\phi \cdot W_x)^a = \frac{\partial \phi_a}{\partial X^A} W^A \]

**Projection**

\[ \pi_\mathcal{S}(T\phi \cdot W_x) = \phi(X) \quad (\pi_\mathcal{S}(T\phi \cdot W_x))^a = \phi^a(X) \]

**Tilt of a Vector Field \( Y \)**

\[ V = T\phi \circ Y \quad V^a = \frac{\partial \phi_a}{\partial X^A} Y^A \]

**Push-Forward of Vector Field \( Y \)**

\[ \phi_* Y = T\phi \circ Y \circ \phi^{-1} \quad (\phi_* Y)^a = \left( \frac{\partial \phi_a}{\partial X^A} \circ \phi^{-1} \right)(Y^A \circ \phi^{-1}) \]

**Pull-Back of Vector Field \( \nu \)**

\[ \phi^* \nu = T\phi^{-1} \circ \nu \circ \phi \quad (\phi^* \nu)^A = \left( \frac{\partial \phi^{-1}}{\partial X^a} \circ \phi \right)(\nu^a \circ \phi) \]

**Pull-Back of One-Form \( \beta \)**

\[ \phi^* \beta = (\beta \circ \phi) \cdot T\phi \quad (\phi^* \beta)_A = (\beta_a \circ \phi) \frac{\partial \phi^a}{\partial X^A} \]

**Push-Forward of One-Form \( \gamma \)**

\[ \phi_* \gamma = (\phi^{-1})^* \gamma \quad (\phi_* \gamma)_a = (\gamma_a \circ \phi^{-1}) \frac{\partial (\phi^{-1})^a}{\partial X^A} \]

**Change of Coordinates**

\[ \frac{\partial \phi^a}{\partial \bar{X}^A} = \frac{\partial \bar{x}^a}{\partial x^b} \frac{\partial \phi^b}{\partial X^B} \frac{\partial X^B}{\partial \bar{X}^A} \]
\[ \bar{\beta}_a = \frac{\partial \bar{x}^b}{\partial x^a} \beta_b \]

**Differential of a Function**

\[ df = \text{second component of } Tf \]
\[ df = \frac{\partial f}{\partial x^a} dx^a \]
\[ dx^a = e^a, \text{ dual basis of } e_a \]
1.3 THE DEFORMATION GRADIENT

The derivative of the configuration of a body is called the deformation gradient. This object plays a fundamental role in the subsequent theory, so we shall devote this section to its detailed study. Several of the notions here serve as motivation for the geometric considerations of Section 1.4. Reciprocally, the general framework of that section will help give perspective and a deeper understanding of the results here.

3.1 Definition Let $\phi : \mathcal{B} \to \mathcal{S}$ be a $C^1$ configuration of $\mathcal{B}$ in $\mathcal{S}$ (and $\mathcal{S}$ can be general manifolds here). The tangent of $\phi$ is denoted $F$ and is called the deformation gradient of $\phi$; thus $F = T\phi$. For $X \in \mathcal{B}$, we let $F_X$ or $F(X)$ denote the restriction of $F$ to $T_X\mathcal{B}$. Thus $F(X) : T_X\mathcal{B} \to T_{\phi(X)}\mathcal{S}$ is a linear transformation for each $X \in \mathcal{B}$.

In Proposition 2.6 we worked out the coordinate description of $F$. We recall this for reference.

3.2 Proposition Let $\{X^A\}$ and $\{x^a\}$ denote coordinate systems on $\mathcal{B}$ and $\mathcal{S}$, respectively. Then the matrix of $F(X)$ with respect to the coordinate bases $E_A(X)$ and $e_a(x)$ [where $x = \phi(X)$] is given by

$$F^a_A(X) = \frac{\partial \phi^a}{\partial X^A}(X).$$

If we have a motion $\phi(X, t)$, we shall write the components of the deformation gradient for each $t$ as $F^a_A(X, t)$, or merely as $F^a_A$ if we are suppressing the argu-
ments. The deformation gradient $F$ is an important example of a two-point tensor. These objects will be discussed in general in Section 1.4. Notice that the coordinate expression for $F^a{}_A$ does not involve any covariant derivatives. This is because $\phi$ is not a vector, but rather is a point mapping of $\mathcal{B}$ to $\mathcal{S}$. (Sometimes $x = \phi(X)$ is represented by an “arrow,” but this can be a source of confusion.)

For the remainder of this section we will assume $\mathcal{S} = \mathbb{R}^n$ and $\mathcal{B} \subset \mathbb{R}^n$ is a simple body. (After the reader has digested Section 1.4, $\mathcal{B}$ and $\mathcal{S}$ may be replaced by Riemannian manifolds.)

### 3.3 Notation

We let $\langle \cdot , \cdot \rangle_x$ denote the standard inner product in $\mathbb{R}^n$ for vectors based at $x \in \mathcal{S}$ and similarly let $\langle \cdot , \cdot \rangle_x$ be the standard inner product in $\mathbb{R}^n$ at $X \in \mathcal{B}$. For a vector $v \in T_x \mathcal{S}$ we let $\|v\|_x = \langle v, v \rangle_x^{1/2}$ be the length of $v$. Similarly the length of $W \in T_x \mathcal{B}$ is denoted $\|W\|_x$. (If there is no danger of confusion, the subscripts may be dropped.)

Let $A : T_x \mathcal{B} \rightarrow T_x \mathcal{S}$ be a linear transformation. Then the transpose, or adjoint of $A$, written $A^T$, is the linear transformation

$$A^T : T_x \mathcal{S} \rightarrow T_x \mathcal{B}$$

such that

$$\langle A W, v \rangle_x = \langle W, A^T v \rangle_x$$

for all $W \in T_x \mathcal{B}$ and $v \in T_x \mathcal{S}$. If $B : T_x \mathcal{S} \rightarrow T_x \mathcal{S}$ is a linear transformation, it is called symmetric if $B = B^T$.

In a coordinate system $\{x^a\}$ on $\mathcal{S}$, let the metric tensor $g_{ab}$ be defined by $g_{ab}(x) = \langle e_a, e_b \rangle_x$ and similarly define $G_{AB}(X)$ on $\mathcal{B}$ by $G_{AB}(X) = \langle E_A, E_B \rangle_x$. We let $g^{ab}$ and $G^{AB}$ denote the inverse matrices of $g_{ab}$ and $G_{AB}$; these exist since $g_{ab}$ and $G_{AB}$ are nonsingular.

In Euclidean space, $e_a = (\partial z^i/\partial x^a)\delta_{ij}$, so we have the expression

$$g_{ab} = \frac{\partial z^i}{\partial x^a} \frac{\partial z^j}{\partial x^b} \delta_{ij}.$$ 

Similarly,

$$G_{AB} = \frac{\partial Z^i}{\partial X^A} \frac{\partial Z^j}{\partial X^B} \delta_{ij}.$$ 

### 3.4 Proposition

(i) For $v, w \in T_x \mathcal{S}$ and a coordinate system $\{x^a\}$, we have

$$\langle v, w \rangle_x = g_{ab} v^a w^b.$$ 

(ii) If $\{x^a\}$ and $\{X^A\}$ are coordinate systems on $\mathcal{S}$ and $\mathcal{B}$, respectively, and $\phi : \mathcal{B} \rightarrow \mathcal{S}$ is a $C^1$ configuration of $\mathcal{B}$, then the matrix of $F^T$ is given by

$$(F^T(x))^A{}_a = g_{ab}(x)F^b{}_A(X)G^{AB}(X),$$

where $x = \phi(X)$. 
Proof

(i) This follows from the definition of $g_{ab}$ and the expressions $v = v^a e_a$ and $w = w^b e_b$:

$$\langle v, w \rangle_x = \langle v^a e_a, w^b e_b \rangle = v^a w^b \langle e_a, e_b \rangle = v^a w^b g_{ab}.$$

(ii) By definition,

$$\langle F^T w, W \rangle_x = \langle F W, w \rangle_x,$$

that is, $(F^T)^b_a w^b W^A g_{AB} = F^a_A W^A w^b g_{ab}$ for all $W \in T_x S$ and $w \in T_x B$, where $F^T$ and $F$ have their arguments suppressed. Since $W$ and $w$ are arbitrary, $(F^T)^b_a g_{AB} = F^a_A g_{ab}$. Multiplying by $G^{AC}$ and using $G_{AB} G^{AC} = \delta^C_B$ gives the result. (In order for the map $F^T: T(\phi(B)) \rightarrow T B$ to be well defined, $\phi$ must be regular.)

**Problem 3.1** Define $F^*(x): T^*_x S \rightarrow T^*_x B$ by $(F^*(x) \cdot \beta)(W) = \beta(F(x) \cdot W)$ for $\beta \in T^*_x S$ and $W \in T_x B$. Show that the matrix representative of $F^*$ with respect to the dual bases $e^a$ and $E^A$ is the transpose of $F^*_A$, i.e. dropping $x$, $F^*(e^a) = F^*_A E^A$.

**Definition** The (Green) deformation tensor (also called the right Cauchy-Green tensor) $C$ is defined by:

$$C(X): T_x B \rightarrow T_x B, \quad C(X) = F(X)^T F(X)$$

Or, for short, $C = F^T F$.

If $C$ is invertible, we let $B = C^{-1}$, called the Piola deformation tensor.

The following proposition gives some of the basic properties of $C$.

**Proposition** Let $\phi$ be a $C^1$ configuration of $B$ in $S$ and $C$ the deformation tensor.

(i) If $\{x^a\}$ and $\{X^A\}$ are coordinate systems on $S$ and $B$, respectively, then

$$C^A_B = (F^T)^A_a F^*_b = g_{ab} G^{AC} \frac{\partial \phi^b}{\partial X^C} \frac{\partial \phi^a}{\partial X^B}.$$

(ii) $C$ is symmetric and positive-semidefinite; that is, $\langle C W, W \rangle_x \geq 0$, and if each $F_x$ is one-to-one, then $C$ is invertible and positive-definite; that is, $\langle C W, W \rangle > 0$ if $W \neq 0$. (Note that $F$ is one-to-one if $\phi$ is regular.)

**Proof**

(i) follows from the definition of $C$ and 3.4(ii).

(ii) Let $W_1, W_2 \in T_x B$. Then

$$\langle C W_1, W_2 \rangle_x = \langle F^T F W_1, W_2 \rangle_x = \langle F W_1, F W_2 \rangle_x = \langle W_1, F^T F W_2 \rangle_x = \langle W_1, C W_2 \rangle_x,$$

so $C$ is symmetric. Clearly, $\langle C W, W \rangle_x = \langle F W, F W \rangle_x \geq 0$, so $C$ is positive-semidefinite.
If $F$ is one-to-one and if $\langle CW, W \rangle = \langle FW, FW \rangle$ is zero, then $FW = 0$ and hence $W = 0$. In particular, $C$ is one-to-one and hence is invertible.

Symmetry of $C$ means that $C_{AB} = C_{BA}$, where $C_{AB} = G_{AC}C_{CB}$. We call $C_{AB}$ the associated components of $C$. We pause briefly to consider this notion.

**3.7 Definition** Let $\alpha$ be a one form on $S$, with components $\alpha_a$ in a coordinate system $\{x^a\}$; that is, $\alpha = \alpha_a x^a$. The associated vector field $\alpha^i$ is defined to have components $\alpha^a = g^{ab} \alpha_b$; that is, $\alpha^i = \alpha^a e_a = g^{a\alpha} \alpha_a e_a$.

If $v$ is a vector field, the associated one-form $v^i$ is defined by $v^i = v_a x^a$, where $v_a = g^{ab} v_b$. If $\sigma$ is a tensor with components $\sigma_{ab}$, then the tensors with components $\sigma_{a}{}^b = \sigma_{ac} g^{cb}$, $\sigma^a{}_b = \sigma_{cb} g^{ca}$, and $\sigma^{ab} = \sigma_{cd} g^{ca} g^{db}$, are called associated tensors. In general, a rank $N$ tensor $t$ has $2^N$ associated tensors defined in a similar way. If we write $t^i$, we mean the tensor associated to $t$ that has all its indices lowered. Similarly, $t^i$ means $t$ with all its indices raised.

We wish to emphasize that associated tensors are different objects. Specifically, $v^a e_a$ and $v_e x^a$ are not equal. These tensors are related via the metric tensor, but they are not the same tensor. This point can become confused because of an over-reliance on the Cartesian structure. The situation will be clarified in the next section. Another thing Section 1.4 will clarify is the very definition of $C$ itself. We shall, in fact, see that $C^i = \phi^* g$, the pull-back of the metric $g$ on $S$ to $\mathcal{B}$. In a similar way, we can push the metric $G$ on $\mathcal{B}$ forward to $S$. This leads to a new tensor $b = c^{-1}$ with $c^i = \phi_* G$. The explicit definition follows.

**3.8 Definition** Let $\phi$ be a regular $C^1$ configuration of $\mathcal{B}$ in $S$. Then the Finger deformation tensor (also called the left Cauchy–Green tensor) is defined on $\phi(\mathcal{B})$ by

$$b(x) = F(X) (F(X))^T : T_x \phi(\mathcal{B}) \to T_x \phi(\mathcal{B})$$

[where $X = \phi^{-1}(x)$], or $b = FF^T$ for short. Also, define $c = b^{-1}$.

Note that $C$ is defined whether or not $\phi$ is regular, but $c$ and $b$ require $\phi^{-1}$ to exist to be defined. As in 3.6, one can prove the following.

**3.9 Proposition** If $\phi$ is $C^1$ and regular, then

(i) $b_{ab} = g_{bc} G^{ab} \frac{\partial \phi^c}{\partial X^a} \frac{\partial \phi^c}{\partial X^b}$ and

(ii) $b$ is symmetric and positive-definite.

Now we shall use a result from linear algebra.

**3.10 Lemma** Let $\mathcal{V}$ be a finite-dimensional inner product space and let $A : \mathcal{V} \to \mathcal{V}$ be a symmetric positive-definite linear transformation; that is, $A^T = A$ and $\langle Av, v \rangle > 0$ if $v \in \mathcal{V} (v \neq 0)$. Then there exists a unique symmetric positive-definite linear transformation $B : \mathcal{V} \to \mathcal{V}$ such that $B^2 = A$. 
Let us recall the proof of existence (The summation convention is temporarily suspended): There is an orthonormal basis $\psi_1, \ldots, \psi_n$ of eigenvectors for $A$. Let $\lambda_1, \ldots, \lambda_n$ be the corresponding eigenvalues. Then $A\psi_i = \lambda_i \psi_i$, so $\langle A\psi_i, \psi_i \rangle = \lambda_i \|\psi_i\|^2 > 0$ and hence $\lambda_i > 0$. Define $B$ by $B\psi_i = \sqrt{\lambda_i} \psi_i$. Thus $B^2\psi_i$ agrees with $A\psi_i$, so $B^2 = A$. This shows $B$ exists. Note that the eigenvalues of $B$ are the square roots of those of $A$.

3.11 Definition Let $\phi$ be regular and let $C$ and $b$ be defined as above. Let $U$ and $V$ denote the unique symmetric, positive-definite square roots of $C$ and $b$, respectively. We call $U$ and $V$ the right and left stretch tensors, respectively. [For each $x \in \mathbb{S}$, $V(x): T_x\mathbb{S} \rightarrow T_x\mathbb{S}$ and for each $X \in \mathbb{R}$, $U(X): T_x\mathbb{R} \rightarrow T_x\mathbb{R}$.] The eigenvalues of $U$ are called the principal stretches.

Warning. Note that $V$ also denotes the material velocity. However the meaning will be clear from the context.

3.12 Proposition Let $\phi$ be regular. For each $X \in \mathbb{R}$ there exists an orthogonal transformation $R(X): T_x\mathbb{R} \rightarrow T_x\mathbb{S}$ [i.e., $R(X)^t R(X) = I$ (the identity on $T_x\mathbb{R}$) and $R(X)R(X)^{t} = i$ (the identity on $T_x\mathbb{S}$)] such that
\[ F = RU \quad [\text{that is, } F(X) = R(X) \circ U(X)] \]
and
\[ F = VR \quad [\text{that is, } F(X) = V(x) \circ R(X)]. \]
Moreover, each of these decompositions is unique: if $F = \bar{R}\bar{U}$, where $\bar{R}$ is orthogonal and $\bar{U}$ is symmetric positive-definite, then $\bar{R} = R$ and $\bar{U} = U$. We call $R$ the rotation matrix and refer to $F = RU$ and $F = VR$ as the right and left polar decompositions, respectively.

Proof. Define $R(X) = F(X)U(X)^{-1}$. Then $R^tR = U^{-1}F^tFU^{-1} = U^{-1}CU^{-1} = U^{-1}U^2U^{-1} = I$ since $C = U^2$ by definition of $U$, and since $(U^{-1})^t = U^{-1}$ as $U$ is symmetric positive-definite. Also, $RR^t = R(R^tR)R^t = (RR^t)^2$, so $RR^t = I$, since $RR^t$ is nonsingular. Thus the right polar decomposition is established. To establish its uniqueness, let $F = \bar{R}\bar{U} = RU$. Then $F^tF = \bar{U}^t\bar{R}^t\bar{R}\bar{U} = U^2$ and $F^tF = U^2$. Since symmetric positive square roots are unique, $\bar{U} = U$. Hence $\bar{R} = R$.

Let $F = V\tilde{R}$ be the left polar decomposition, established in the same manner as the right polar decomposition. We prove $R = \tilde{R}$. Indeed, $F = V\tilde{R} = (\tilde{R}\tilde{R}^t) V\tilde{R} = \tilde{R}(\tilde{R}^tV\tilde{R})$. This has the form of the right decomposition, so by uniqueness, $\tilde{R} = R$ and $U = R^tVR$.

From this proof we see that $U$ and $V$ are similar, and thus have the same eigenvalues. Therefore, the principal stretches can be defined in terms of either $\sqrt{F^tF}$ or $\sqrt{FF^t}$. The following commutative diagram summarizes the situation. Notice that, in general it does not make sense to ask that $U = V$ since they map on different spaces. In particular, $U$ and $R$ do not commute. (However, if $A$ is a symmetric transformation of an inner product space to itself, the components of its polar decomposition do commute and the left and right decompositions coincide.)
Notice that $U$ and $V$ operate within each fixed tangent space; that is, $U(X): T_x \mathcal{B} \rightarrow T_x \mathcal{B}$ and $V(x): T_x \mathcal{S} \rightarrow T_x \mathcal{S}$. On the other hand, $R$ maps $T_x \mathcal{B}$ to $T_x \mathcal{S}$; that is, it shifts the base point as well as rotating.

3.13 Algorithm for Computing the Polar Decomposition Let $X, x$ be fixed, and let $F$ be given. To compute $R$ and $U$, let $C = F^T F$, and let $\psi^1, \ldots, \psi^n$ be orthonormal eigenvectors of $C$ with eigenvalues $\lambda_1, \ldots, \lambda_n$. Let

$$ \Lambda = \begin{bmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n \end{bmatrix} \quad \text{and} \quad \Psi = (\psi^1, \ldots, \psi^n) $$

so that $\Lambda = \Psi^T C \Psi$. Let $U = \Psi \Lambda^{1/2} \Psi^T$, where

$$ \Lambda^{1/2} = \begin{bmatrix} \sqrt{\lambda_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sqrt{\lambda_n} \end{bmatrix} \quad (\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_n} \text{ are the principal stretches}) $$

and set $R = FU^{-1}$. Use a similar procedure for the left decomposition or let $V = RUR^T$. An explicit formula for $U, R$ in the two-dimensional case is worked out in 3.15.

Observe that $b = V^2 = (RUR^T)(RUR^T) = RUR^2R^T = RCR^T$. Thus the Finger deformation tensor $b$ and the deformation tensor $C$ are conjugate under the rotation matrix.

3.14 An Example of the Polar Decomposition Let $\mathcal{B}$ be the unit circular cylinder contained in $\mathbb{R}^3$ and let $\{z^i\}$ and $\{Z^i\}$ denote coincident Cartesian coordinate systems for $\mathbb{R}^3$. Then $\mathcal{B}$ can be written as

$$ \mathcal{B} = \{X | [Z^1(X)]^2 + [Z^2(X)]^2 \leq 1 \}.$$ 

Consider the configuration $\phi: \mathcal{B} \rightarrow \mathbb{R}^3$ defined explicitly by

$$ z^1(X) = \sqrt{3} Z^1(X) + Z^2(X), \quad z^2(X) = 2Z^2(X), \quad \text{and} \quad z^3(X) = Z^3(X). $$

\textsuperscript{13} The data for this example come from Jaunzemis [1967], pp. 78–79.
This configuration may be described as biaxial stretching the in $z^1, z^2$-plane. The boundary of $\mathcal{B}$, given by $\partial \mathcal{B} = \{ X | [z^1(X)]^2 + [z^2(X)]^2 = 1 \}$, is deformed under $\phi$ into an ellipse: $\partial \phi(\mathcal{B}) = \{ x | [z^1(x)]^2 + z^1(x)z^2(x) + [z^2(x)]^2 = 3 \}$. In the coordinate system $\{ \tilde{z}^i \}$ defined by $\tilde{z}^1 = \sqrt{2} (z^1 + z^2)$, $\tilde{z}^2 = \sqrt{2} (z^2 - z^1)$, and $\tilde{z}^3 = z^3$, the boundary of $\phi(\mathcal{B})$ can be represented by the equation $[\tilde{z}^1(x)]^2/6 + [\tilde{z}^2(x)]^2/2 = 1$. Thus the coordinate axes $\tilde{z}^1$ and $\tilde{z}^2$, which are rotated 45° counterclockwise with respect to $z^1$ and $z^2$, coincide with the major and minor axes of the ellipse.

The matrices pertinent to the polar decomposition are listed below.

\[
F = \begin{bmatrix}
\sqrt{3} & 1 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
3 & \sqrt{3} & 0 \\
\sqrt{3} & 5 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
\Lambda = \begin{bmatrix}
6 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
\Psi = \begin{bmatrix}
1/2 & \sqrt{3}/2 & 0 \\
\sqrt{3}/2 & -1/2 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\[
U = \frac{1}{2\sqrt{2}} \begin{bmatrix}
3 + \sqrt{3} & 3 - \sqrt{3} & 0 \\
3 - \sqrt{3} & 1 + 3\sqrt{3} & 0 \\
0 & 0 & 2\sqrt{2}
\end{bmatrix}
\]

\[
U^{-1} = \frac{1}{4\sqrt{6}} \begin{bmatrix}
1 + 3\sqrt{3} & \sqrt{3} - 3 & 0 \\
\sqrt{3} - 3 & 3 + \sqrt{3} & 0 \\
0 & 0 & 4\sqrt{6}
\end{bmatrix}
\]

\[
R = \frac{1}{2\sqrt{2}} \begin{bmatrix}
\sqrt{3} + 1 & \sqrt{3} - 1 & 0 \\
1 - \sqrt{3} & \sqrt{3} + 1 & 0 \\
0 & 0 & 2\sqrt{2}
\end{bmatrix}
\]

\[
V = \frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{3} + 1 & \sqrt{3} - 1 & 0 \\
\sqrt{3} - 1 & \sqrt{3} + 1 & 0 \\
0 & 0 & \sqrt{2}
\end{bmatrix}
\]

The physical interpretation of these results follows (see Fig. 1.3.1).

Right decomposition $U$ maps the unit disk in the $Z^1, Z^2$-plane into an ellipse with major and minor axes rotated 60° counterclockwise with respect to the $Z^1$
Figure 1.3.1 (a) Right decomposition of $F$: pure deformation (dashed curve) followed by a clockwise rotation through $15^\circ$. (b) Left decomposition of $F$: clockwise rotation of the circle through $15^\circ$, followed by the pure deformation $V$.

and $Z^2$ axes, respectively. $R$ then rigidly rotates the elliptic cylinder $15^\circ$ clockwise about the $Z^3$-axis into its final position.

*Left decomposition* $R$ maps the unit disk rigidly into itself. Then $V$ maps the unit disk into an ellipse with major and minor axes coinciding with the $\bar{Z}^1$ and $\bar{Z}^2$ axes, respectively.

Note that $U$ leaves three orthogonal directions unrotated (the directions are defined by its eigenvectors). Similarly, $V$ leaves three coordinate directions unrotated (these are given by its eigenvectors, which coincide with the axes of the coordinate system $\{\bar{Z}^i\}$). The principal stretches—that is, $1$, $\sqrt{6}$ and $\sqrt{2}$—which are the eigenvalues of $U$ (or $V$) determine the “size” of the deformation. For example, the major axis of the deformed ellipse is $\sqrt{6}$ and minor axis is $\sqrt{2}$.

**Problem 3.2** Find the polar decompositions of

$$F = \begin{bmatrix} 1 & \kappa \\ 0 & 1 \end{bmatrix}.$$

Employ the substitution $\kappa = 2 \tan \alpha$ and check that

$$U = \begin{bmatrix} \cos \alpha & \sin \alpha \\ \sin \alpha & (1 + \sin^2 \alpha)/\cos \alpha \end{bmatrix}.$$
3.15 Proposition  In the two-dimensional case, let
\[ I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \]
\[ I_c = \text{trace } C, \text{ and } \Pi_c = \det C. \]
Then
\[ U = \frac{1}{\sqrt{(I_c + 2\sqrt{\Pi_c})}}(C - \sqrt{I_c} I) \quad \text{and} \quad R = FU^{-1}. \]

Proof  By the Cayley-Hamilton theorem from linear algebra,
\[ U^2 - I_U U + \Pi_U I = 0. \]
But \( C = U^2 \), and \( \det C = (\det U)^2 \), so \( C - I_U U + \sqrt{\Pi_c} I = 0 \). Taking the trace gives \( I_c = (I_U)^2 + 2\sqrt{\Pi_c} = 0 \), so \( I_U = \sqrt{I_c} + 2\sqrt{\Pi_c} \). Solving \( C - I_U U + \sqrt{\Pi_c} I = 0 \) for \( U \) and substituting for \( I_U \) gives the result.

The reader might wish to re-work Problem 3.2 using 3.15.

Problem 3.3  The Cayley-Hamilton theorem for \( 3 \times 3 \) matrices \( U \) states that
\[ -U^3 + I_U U^2 - \Pi_U U + \Pi_U I = 0 \]
where \( I_U = \text{tr } U, \quad \Pi_U = \det U(\text{tr } U^{-1}), \) and \( \Pi_U = \det U \)
are the principal invariants of \( U \). Use this to work out an explicit formula for \( U \) in terms of \( C \) and its principal invariants.

Next we study how the deformation tensor and the stretch tensors measure changes in lengths and angles. Recall that if \( \sigma: [a, b] \rightarrow B \) is a \( C^1 \) (or piecewise \( C^1 \)) curve, its length is given by
\[ l(\sigma) = \int_a^b ||\sigma'(\lambda)|| d\lambda. \]

3.16 Proposition  Let \( \sigma \) be a \( C^1 \) curve in \( B \) and let \( \phi \) be a \( C^1 \) configuration of \( B \) in \( S \). Let \( \bar{\sigma} = \phi \circ \sigma \) be the image of \( \sigma \) under \( \phi \). Then the length of \( \bar{\sigma} \) depends only on \( \sigma \) and on the stretch tensor \( U \).

Proof  From the chain rule \( \bar{\sigma}'(\lambda) = T\phi(\sigma(\lambda))\sigma'(\lambda) = F_{[\lambda]} \sigma'(\lambda). \) Hence
\[ ||\bar{\sigma}'(\lambda)|| = \langle F_{[\lambda]} \sigma'(\lambda), F_{[\lambda]} \sigma'(\lambda) \rangle^{1/2} \]
\[ = \langle \sigma'(\lambda), F_{[\lambda]}^T F_{[\lambda]} \sigma'(\lambda) \rangle^{1/2} \]
\[ = \langle \sigma'(\lambda), U_{[\lambda]}^2 \sigma'(\lambda) \rangle^{1/2} = \langle \sigma'(\lambda), U_{[\lambda]}^2 \sigma'(\lambda) \rangle^{1/2} = || U_{[\lambda]} \sigma'(\lambda) ||. \]
Thus
\[ l(\bar{\sigma}) = \int_a^b || U_{[\lambda]} \sigma'(\lambda) || d\lambda. \]

We call \( \bar{\sigma} \) the deformation of \( \sigma \) under \( \phi \) (see Figure 1.3.2).
Recall that the angle $\theta$ between two vectors $v_1, v_2 \in T_x S$ is given by $\cos \theta = \langle v_1, v_2 \rangle / \|v_1\| \cdot \|v_2\|$, and that the angle between two $C^1$ curves is the angle between their tangent vectors at a point of intersection.

3.17 Proposition Let $\sigma_1$ and $\sigma_2$ be two $C^1$ curves in $\mathcal{B}$ that intersect at $X \in \mathcal{B}$ [i.e., $\sigma_1(\lambda_1) = \sigma_2(\lambda_2) = X$]. Then the angle between the deformed curves $\tilde{\sigma}_1$ and $\tilde{\sigma}_2$ depends only upon $\sigma_1, \sigma_2,$ and $U_X$.

Proof As in 3.16, $\tilde{\sigma}_1'(\lambda) = F_{\sigma_1(\lambda)} \sigma_1'(\lambda)$ and $\|\tilde{\sigma}_1'(\lambda)\| = \|U_{\sigma_1(\lambda)} \sigma_1'(\lambda)\|$. Now

$$\langle \tilde{\sigma}_1'(\lambda_1), \tilde{\sigma}_2'(\lambda_2) \rangle_X = \langle F_{\sigma_1} \sigma_1'(\lambda_1), F_{\sigma_2} \sigma_2'(\lambda_2) \rangle_X$$

$$= \langle R_X U_X \sigma_1'(\lambda_1), R_X U_X \sigma_2'(\lambda_2) \rangle_X = \langle U_X \sigma_1'(\lambda_1), U_X \sigma_2'(\lambda_2) \rangle_X.$$ 

The angle $\theta$ between $\tilde{\sigma}_1'(\lambda_1)$ and $\tilde{\sigma}_2'(\lambda_2)$ is thus

$$\cos \theta = \frac{\langle U_X \sigma_1'(\lambda_1), U_X \sigma_2'(\lambda_2) \rangle_X}{\| U_X \sigma_1'(\lambda_1) \| \cdot \| U_X \sigma_2'(\lambda_2) \|}. \quad \blacksquare$$

Thus $U$ (or $C$) measures the distortion, as manifested by changes in lengths and angles, due to the configuration $\phi$. Note that $R$, being orthogonal, has no effect on lengths or angles.

Previously we defined the mappings $C : T\mathcal{B} \to T\mathcal{B}$ and $b : T\mathcal{S} \to T\mathcal{S}$. In the ensuing developments we deal with the associated mappings $C^i : T\mathcal{B} \to T^*\mathcal{B}$ and $b^i : T\mathcal{S} \to T^*\mathcal{S}$ which are obtained by lowering the first index of $C$ and $b$, respectively. The components of $C$ and $b$ are

$$C^A_B = G_{AC} g_{ab} F^b_c F^a_B$$

and $b^a_b = G^{AB} g_{bc} F^a_A F^e_B$

and the components of $C^i$ and $b^i$ are given by

$$C_{AB} = G_{AD} C^D_B \quad \text{and} \quad b_{ab} = g_{ac} b_{cb}.$$

(In the next section we provide an abstract treatment of raising and lowering indices.)

3.18 Definition The material (or Lagrangian) strain tensor $E : T\mathcal{B} \to T\mathcal{B}$ is defined by $2E = C - I$. The associated tensor $E^i$ is given by $2E^i = C^i - I^i$. 
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In components, \(2E_B^A = C_B^A - \delta_B^A\) and \(2E_{AB} = C_{AB} - G_{AB}\). Thus \(E = 0\) is equivalent to \(C = I\), which implies that points in \(\mathcal{S}\) experience no relative motion under \(\phi\). The reason for the factor \(2\) in the definition of \(E\) will be evident when we consider the linearized theory.

**3.19 Definition** Let \(\phi\) be regular. The *spatial* (or Eulerian) strain tensor \(e_\cdot\): \(T\mathcal{S} \rightarrow T\mathcal{S}\) is defined by \(2e = i - c\), where \(c = b^{-1}: T\mathcal{S} \rightarrow T\mathcal{S}\).

The associated mapping and component forms of \(e\) are given by

\[
2e^i = i^i - c^i, \quad 2e_{ab} = g_{ab} - c_{ab}, \quad \text{and} \quad 2e^a_b = \delta^a_b - c^a_b.
\]

As we shall see in Section 1.4, the various tensors defined here can be redefined in terms of pull-backs and push-forwards:

\[
C^i = \phi^* (g)^i, \quad c^i = \phi^* (G)^i, \quad B^i = \phi^* (g^i), \quad b^i = \phi^* (G^i), \quad E^i = \phi^* (e^i), \quad e^b = \phi^* (E^i).
\]

The component forms of these definitions (with \(x = \phi(X)\), as usual) are:

\[
\begin{align*}
C_{AB}(X) &= g_{ab}(x)F^a_a(X)F^b_b(X) \\
B^{AB}(X) &= g^{ab}(x)(F(X)^{-1})^a_d(F(X)^{-1})^b_b \\
E^{AB}(X) &= e_{ab}(x)F^a_a(X)F^b_b(X)
\end{align*}
\]

The following conditions are equivalent:

\[
\begin{align*}
C &= I & c &= i \\
B &= I & b &= i \\
E &= 0 & e &= 0.
\end{align*}
\]

**Box 3.1 Shifters and Displacements**

In the special case of Euclidean space, there are some additional concepts that are sometimes useful.

**3.20 Definition** Let \(\mathcal{B} \subset \mathcal{S} = \mathbb{R}^n\) be a simple body and let \(\phi\) be a \(C^1\) configuration. The map

\[
S: T\mathcal{B} \rightarrow T\mathcal{S}, \quad S(X, W) = (\phi(X), W)
\]

is called the *shifter*. If \(\phi\) is a motion, we write \(S_* (X, W) = (\phi_*(X), W)\), and let \(S_X\) be the restriction of \(S\) to \(T_X\mathcal{B}\) so that \(S_X: T_X\mathcal{B} \rightarrow T_X\mathcal{S}\).

Notice that \(S\) parallel transports vectors emanating from \(X\) to vectors emanating from \(\phi(X)\). See Figure 1.3.3.
On general Riemannian manifolds, the notion of shifter still makes sense if a motion is under consideration: $S_x(W_x)$ parallel translates $W_x$ along the curve $\phi^*_x(X)$. However, shifters have been used primarily in the $\mathbb{R}^n$ context.\footnote{For instance, in shell theory $\mathbb{S} = \mathbb{R}^3$, $\mathfrak{B}$ is a surface, and shifters are defined as above by ordinary parallel translation in $\mathbb{R}^3$.}

### 3.21 Proposition

(i) Let $\{x^a\}$ and $\{X^A\}$ be coordinate charts on $\mathbb{S}$ and $\mathfrak{B}$, respectively. Then the components of $S$ are given by

$$S^a_A(X) = \frac{\partial x^a}{\partial X^A} (x) \frac{\partial Z^i}{\partial X^A} (X) \delta^i_j$$

(ii) $S$ is orthogonal: $S^T = S^{-1}$.

**Proof**

(i) Since $S(X, W) = (\phi(X), W)$, $S_x$ as a linear transformation is "the identity": $S^a_A W^A = W^a$. But $W^A = (\partial X^A / \partial Z^i) W^i$ and $W^a = (\partial x^a / \partial x^i) W^i$. Substituting these gives the result.

(ii) follows from $\langle S_x W_1, S_x W_2 \rangle_x = \langle W_1, W_2 \rangle_x$.

Recall that the rotation tensor $R$ rotates as well as moves base points. Using the shifter we can break up $R$ into two parts by defining $R_1 = R S^{-1}$ and $R_2 = S^{-1} R$. Thus we have $R = R_1 S$ (shift and then rotate), and $R = S R_2$ (rotate and then shift). In general, $R_1 \neq R_2$. The diagram that goes with this follows.
3.22 Definition Let $\phi: \mathcal{B} \rightarrow \mathcal{S} = \mathbb{R}^n$ be a $C^1$ configuration of $\mathcal{B}$. We consider $\mathbb{R}^n$ a vector space; thus it makes sense to write $\phi(X) - X$. The vector field on $\mathcal{B}$, defined by $U(X) = (X, \phi(X) - X)$, is called the displacement. See Figure 1.3.4.

In the general case in which $\mathcal{S}$ is not a linear space, the displacement is not defined. It may be used only when the Cartesian structure of the ambient space is available.

Warning: Transforming $U$ as a vector to new coordinates is not compatible with transforming $\phi(X)$ and $X$ as points to the new components (i.e., the equation $U = x - X$ is not a tensorial equation).

3.23 Proposition Let $\{Z^I\}$ and $\{z^i\}$ denote collinear Cartesian coordinate systems for $\mathbb{R}^n$, and assume that the origins of these frames are connected by a vector $Y = Y^I\hat{1}_I$. Then $U^I(X) = Y^I - Z^I(X) + \delta^I_I \phi^I(X)$. See Figure 1.3.5.

Proof If $x \in \mathbb{R}^n$, then $Z^I(x) = Y^I + \delta^I_I z^i(x)$, by definition of the coordinates. Let the vector components of $U$ be denoted $U^I$; then $U^I(X) = \phi^I(X) - Z^I(X)$. Combining these results yields the assertion. \[\square\]
3.24 Proposition The deformation gradient is given by $F = S(I + DU)$. (Here $DU$ is the covariant derivative of $U$; in component form, $U^A_{\phantom{A}B}$.)

Proof We work first in Cartesian coordinates. Employing the result of 3.23, we find that

$$F^i_j = \delta^i_j \left( \delta^i_j + \frac{\partial U^i}{\partial Z^j} \right).$$

Using 3.21(i) and transforming to the coordinate systems $\{X^a\}$ and $\{x^a\}$ yields $F^a_{\phantom{a}b} = S^a_A (\delta^A_B + U^A_{\phantom{A}B})$.

3.25 Corollary $C = I + DU + (DU)^T + (DU)^T DU$ and $2E = DU + (DU)^T + (DU)^T DU$.

If $\phi$ is regular, then a "dual displacement" to $U$ can be defined by $u = SU\circ\phi^{-1}$. See Figure 1.3.6. Analogous to the previous development, the following formulas are easily established:

$$F^{-1} = S^{-1}(i - Du), \quad (Du)^a_{\phantom{a}b} = u^a_{\phantom{a}b}$$

$$c = i - Du - (Du)^T + (Du)^T(Du)$$

$$2e = Du + (Du)^T - (Du)^T(Du).$$

Figure 1.3.5

Figure 1.3.6
Problem 3.4 Show that \( e^a = S^a_A E^A \) and \( e_a = S_a^A E_A \), where \( S^a_A = g_{ab} S^b_B G^{AB} \).

Problem 3.5 Show that the (unique) solution of the equations \( \partial \phi_i / \partial t = v_i \circ \phi_t \) and \( D v_i / D t = 0 \) with \( \phi_0 = I \), \( v_0 = V \) is \( \phi_t = I + tV \), \( v_t = S_t(V) \). Give an explicit example on \( \mathbb{R} \) to show that \( \phi_t \) can fail to be regular in a finite time.

Problem 3.6 Given a motion \( \phi_t \) and \( W \in T_x \mathcal{B} \), show that \( (\partial / \partial t) S_t(W) = -\nabla_{v_t} S_t(W) \).

Suppose that a motion \( \phi_t \) is under consideration. We want to calculate the rate of change of the various deformation tensors.

3.26 Definition Let \( \phi_t \) be a \( C^1 \) motion of \( \mathcal{B} \) in \( \mathcal{S} \), and let \( C \) be the deformation tensor. The material (or Lagrangian) rate of deformation tensor \( D \) is defined by

\[
2D(X, t) = \frac{\partial}{\partial t} C(X, t).
\]

Note that \( C(X, t): T_x \mathcal{B} \rightarrow T_x \mathcal{B} \) for each \( t \), so it makes sense to differentiate \( C(X, t) \) in \( t \) to obtain another linear transformation. The reason for the factor “2” will become clear when we study the linearized theory; see Chapter 4.

To compute \( D \) in coordinates, we introduce the covariant derivative of \( V \). (It will be considered abstractly in terms of covariant differentiation of two-point tensors in Section 1.4.)

3.27 Definition The covariant derivative of the material velocity is defined in coordinates \( \{x^a\} \) and \( \{X^A\} \) on \( \mathcal{S} \) and \( \mathcal{B} \), respectively, by

\[
V^a_{|B} = \frac{\partial V^a}{\partial X^b} + \gamma^a_{bd} V^b F^d_B
\]

or, putting in the arguments,

\[
V^a_{|B}(X, t) = \frac{\partial V^a}{\partial X^b}(X, t) + \gamma^a_{bd}(\phi(X, t)) V^b(X, t) F^d_B(X, t).
\]

Problem 3.7 If \( \mathcal{B} \subset \mathcal{S} = \mathbb{R}^n \) is a simple body, show that \( V^a_{|B} \) are simply the matrix entries of the linear map \( DV(X) \) relative to the coordinate systems \( \{x^a\} \) and \( \{X^A\} \). (Imitate the proof of 1.13 and use the chain rule at the appropriate point.) Prove that if \( \phi_t \) is regular, \( V^a_{|B}(X, t) = v^a_{|B}(x, t) F^b_B(X, t) \).
3.28 Proposition  In coordinates, the following are the components of $D$:

$$2D^A_B(X) = G^{CA}(X)g_{ac}(x)[V^c_{ic}(X, t)F^a_d(X, t) + V^a_b(X, t)F^c_c(X, t)].$$

The proof requires an observation about the Christoffel symbols $\gamma^a_{bc}$, which, in fact, was at the historical origins of Riemannian geometry: $\gamma^a_{bc}$ depends only on $g_{ab}$.

3.29 Lemma  We have the identities

$$\frac{\partial g_{ac}}{\partial x^d} = g_{ba}\gamma^b_{de} + g_{be}\gamma^b_{da}$$

and

$$2g_{ab}\gamma^a_{de} = \left(\frac{\partial g_{cb}}{\partial x^d} + \frac{\partial g_{db}}{\partial x^c} - \frac{\partial g_{dc}}{\partial x^b}\right).$$

Proof  The first follows at once from the explicit definitions of $g_{ab}$ and $\gamma^a_{bc}$ in 3.4 and 1.8, recalling that $(\partial z^i/\partial x^a)(\partial x^a/\partial z^j) = \delta^i_j$. The second identity follows by substituting the formula for $g_{ab}$ into its right-hand side, remembering $g_{bc}$ and $\gamma^a_{bc}$ are symmetric in $(b, c)$.

Proof of 3.28  We have $G^{AC}_B(X)C^A_B(X, t) = g_{ac}(\phi(X, t))F^c_c(X, t)F^a_b(X, t)$, and so, differentiating in $t$,

$$2G^{AC}_B D^A_B = \frac{\partial g_{ac}}{\partial x^d}V^dF^c_cF^a_b + g_{ac}\frac{\partial V^c}{\partial x^c}F^a_b + g_{ac}F^c_c\frac{\partial V^a}{\partial x^a}. $$

Using the first identity from 3.29, this equals (after changing two dummy summation variables to $b$)

$$\left(g_{ab}\gamma^b_{de}V^dF^c_c + g_{ab}\frac{\partial V^b}{\partial x^c}\right)F^a_b + \left(g_{bc}\gamma^b_{da}V^dF^a_b + g_{bc}\frac{\partial V^b}{\partial x^b}\right)F^c_c = g_{ab}V^b_{1c}F^a_b + g_{bc}V^b_{1b}F^c_c.$$

In Section 1.6, we will recognize $D^b$ as $\phi^*(L_vg)$, the pull-back of the Lie derivative of the metric.

3.30 Proposition  Let $\phi$, be a $C^2$ motion of $\mathcal{B}$. Let $W_1, W_2 \in T_x\mathcal{B}$ and let $w_i(t) = F(X, t)W_i$ $(i = 1, 2)$. Then

$$\frac{d}{dt} \langle w_1(t), w_2(t) \rangle_{\phi(x, t)} = 2\langle W_1, D(X, t)W_2 \rangle_x.$$
Proof

\[
\frac{d}{dt} \langle w_1(t), w_2(t) \rangle_{\phi(x, t)} = \frac{d}{dt} \langle W_1, F(X, t)^TF(X, t)W_2 \rangle_X
\]

\[
= \frac{d}{dt} \langle W_1, C(X, t)W_2 \rangle_X = \langle W_1, 2D(X, t)W_2 \rangle_X. \quad \blacksquare
\]

This proposition shows that \( D(X, t) \) measures the rate of change of the inner product of vectors as they are pushed forward by the motion.

Combined with 3.28, 3.30 yields:

3.31 Corollary In coordinates,

\[
\frac{d}{dt} \left\{ g_{ab}(\phi(X, t))F^a_A(X, t)W^b_1F^\mathbf{B}_b(X, t)W^\mathbf{b}_2 \right\}
\]

\[
=W^a_1W^b_2g_{ac}(\phi(X, t))\left\{ V^c_1cF^a_b + V^a_1bF^c_b \right\}(X, t).
\]

Problem 3.8 Work out the metric and Christoffel symbols for the spherical coordinate system \((\rho, \theta, \phi)\) on \(\mathbb{R}^3\).

Problem 3.9 Consider the motion of \(\mathbb{R}^2\) in \(\mathbb{R}^2\) given by

\[
\phi(Z^1, Z^2, t) = \begin{bmatrix} 1 & t \kappa \\ 0 & 1 \end{bmatrix} \begin{bmatrix} Z^1 \\ Z^2 \end{bmatrix}
\]

(a steady shearing). Calculate the deformation tensor and the rate of deformation tensor.

Box 3.2 Summary of Formulas for Section 3.1

Covariant Derivatives for Simple Bodies \(\mathfrak{B}\) in \(S = \mathbb{R}^3\)

\[
U: \mathfrak{B} \rightarrow TS; \quad DU: T^*\mathfrak{B} \rightarrow T\mathfrak{B}; \quad \nabla^A_{\mathfrak{B}} = \frac{\partial U^A}{\partial X^B} + \Gamma^A_{BC}U^C
\]

\[
v: S \rightarrow TS; \quad Dv: TS \rightarrow TS; \quad \nabla^a_{\mathfrak{B}} = \frac{\partial v^a}{\partial X^b} + \gamma^a_{bc}v^c
\]

\[
V: \mathfrak{B} \rightarrow TS; \quad DV: T\mathfrak{B} \rightarrow TS; \quad \nabla^a_{\mathfrak{B}} = \frac{\partial V^a}{\partial X^b} + (\gamma^a_{bc}v^c)\nabla^b_{\mathfrak{B}}
\]

\[V = v \circ \phi; \quad DV = Dv \circ F \quad \nabla^a_{\mathfrak{B}} = (v^a_{\mathfrak{B}} \circ \phi)\nabla^a_{\mathfrak{B}}
\]

Metric Tensors

\[
G: T\mathfrak{B} \rightarrow T^*\mathfrak{B}; \quad G_{AB} = \frac{\partial Z^i}{\partial X^A} \frac{\partial Z^j}{\partial X^B} \delta_{ij}
\]

\[
g: TS \rightarrow T^*S; \quad g_{ab} = \frac{\partial z^i}{\partial x^a} \frac{\partial z^j}{\partial x^b} \delta_{ij}
\]

\[
(G^{\mathfrak{B}}) = (G_{AB})^{-1}
\]

\[
g^{\mathfrak{B}} = g^{-1}
\]
Deformation Gradient
\[ F: T\mathcal{S} \rightarrow T\mathcal{S}; \]
\[ F(X, W) = (\phi(X), D\phi(X) \cdot W) \]
\[ F^T: T\mathcal{S} \rightarrow T\mathcal{S}; \]
\[ (F^T)^A_a = \frac{\partial \phi^A}{\partial X^a} \]
\[ F^T(x, w) = (\phi^{-1}(x), D\phi^{-1}(x)^T \cdot w) \]
\[ g_{ab}(F^b_c \phi^{-1})(G^{ba_c} \phi^{-1}) \]

Polar Decomposition (U and V are the stretch tensors under this heading)
\[ F = RU = VR \]
\[ F^a_A = R^a_b U^b_A = (V^a_b \phi) R^b_A \]

Deformation Tensors
\[ C(X, W) = (X, D\phi(X)^T D\phi(X) W) \]
\[ C = F^T F \]
\[ B = C^{-1} \]
\[ 2E = C - I \]
\[ b = FF^T \]
\[ c = b^{-1} \]
\[ 2e = c - i \]
\[ C^i = \phi^i(g) \]
\[ B^i = \phi^i(g^i) \]
\[ E^i = \phi^i(E^i) \]

Shifter in \( \mathbb{R}^n \)
\[ S: T\mathcal{S} \rightarrow T\mathcal{S}; \]
\[ S(X, W) = (\phi(X), W) \]
\[ S^T: T\mathcal{S} \rightarrow T\mathcal{S}; \]
\[ S^{-1} = S^T \]

Displacements in \( \mathbb{R}^n \)
\[ U: \mathcal{B} \rightarrow T\mathcal{S}; \]
\[ U(X) = (X, \phi(X) - X) \]
\[ F = S(I + DU) \]
\[ C = I + DU + DUT^T + DUT \]
\[ 2E = DU + DUT^T + DUT \]
\[ u = SU \phi^{-1} \]
\[ F^{-1} = S^T(i - Du) \]
\[ e = i - Du - Du^T + Du^T Du \]
\[ 2e = Du + Du^T - Du^T Du \]

\[ \begin{align*}
   c^a_b &= \delta^a_b - u^a_{1b} - g^{ad}g_{bc}u^e_{1d} + g^{ad}g_{ce}u^e_{1d}u^c_{1b} \\
   2e^a_b &= u^a_{1b} + g^{ad}g_{bc}u^e_{1d} - g^{ad}g_{ce}u^e_{1d}u^c_{1b}
\end{align*} \]

**Rate-of-Deformation Tensors**

\[ \mathbf{D}_t : T\mathcal{B} \rightarrow T\mathcal{B}; \]
\[ 2D_t(X, W) = \left( \frac{d}{dt} C_X(t) \right) W \]
\[ 2D^A_t = G^{C\alpha}_{\beta\gamma}(V^e_{\gamma\epsilon}F^a_{\beta\gamma} + V^a_{\gamma\epsilon}F^e_{\gamma\epsilon}) = 2 \frac{\partial}{\partial t} E^A_B \]
\[ d^a = \phi_a(D^a) = \frac{1}{2} L_a g \]
(See Section 1.6.)
\[ d_{ab} = (D_{AB} \phi^{-1})(F^{-1})^a_A(F^{-1})^b_B = \frac{1}{2}(v_{a|b} + v_{b|a}) = \frac{\partial}{\partial t} e_{ab} \]

### 1.4 Tensors, Two-Point Tensors, and the Covariant Derivative

The previous section introduced a number of important geometric concepts. This section will examine these objects in further detail from both the abstract and the computational point of view. By this time the reader should be comfortable enough with manifolds so that we can treat the general case with no more effort than the case of open sets in \( \mathbb{R}^3 \).

Our notation throughout is as above: \( \mathcal{B} \) and \( \mathcal{S} \) are manifolds, points in \( \mathcal{B} \) are denoted by \( X \) and those in \( \mathcal{S} \) by \( x \). The tangent spaces are written \( T_X \mathcal{B} \) and \( T_x \mathcal{S} \). Coordinate systems are denoted \( \{X^A\} \) and \( \{x^a\} \) for \( \mathcal{B} \) and \( \mathcal{S} \), respectively, with corresponding bases \( E_A \) and \( e_a \) and dual bases \( E^A \) and \( e^a \). The summation convention is enforced.

#### 4.1 Definition

A tensor of type \( \left( \frac{p}{q} \right) \) at \( X \in \mathcal{B} \) is a multilinear mapping

\[ \mathbf{T} : T_X^* \mathcal{B} \times \cdots \times T_X^* \mathcal{B} \times T_X \mathcal{B} \times \cdots \times T_X \mathcal{B} \rightarrow \mathbb{R} \]

(multilinear means linear in each variable separately). The components of \( \mathbf{T} \) are defined by

\[ \mathbf{T}^{A_1\cdots A_p}_{B_1\cdots B_q} = \mathbf{T}(E^{A_1}, E^{A_2}, \ldots, E^{A_p}, E_{B_1}, E_{B_2}, \ldots, E_{B_q}) \]

so that

\[ \mathbf{T}(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q) = \mathbf{T}^{A_1\cdots A_p}_{B_1\cdots B_q} \alpha^1_{A_1} \cdots \alpha^p_{A_p} W^1_{B_1} \cdots W^q_{B_q} \]

where \( \alpha^i \in T_X^* \mathcal{B} \), \( \alpha^i = \alpha^i_A E^A \), \( W_j \in T_X \mathcal{B} \), and \( W_j = W^j_A E_A \). We say that \( \mathbf{T} \) is contravariant of rank \( p \) (\( p \) indices up) and covariant of rank \( q \) (\( q \) indices down).

A tensor field of type \( \left( \frac{p}{q} \right) \) is an assignment \( \mathbf{T}(X) \) of a tensor of type \( \left( \frac{p}{q} \right) \)
at \( X \) for each \( X \in \mathcal{B} \). The components are functions of \( X \) and are denoted
\[
T^{A_1 \cdots A_p}_{B_1 \cdots B_q}(X).
\]

We can make the space of all tensors on \( \mathcal{B} \) into a vector bundle \( T^p_\mathcal{B}(\mathcal{B}) \) over \( \mathcal{B} \) (as with the tangent bundle) and a tensor field \( T \) may be regarded as a section of this bundle; that is, \( T \) assigns to each base point \( X \in \mathcal{B} \) an element of the fiber of \( T^p_\mathcal{B}(\mathcal{B}) \) over \( X \).

A tensor field is said to be of class \( C^r \) if its components are \( C^r \) functions of \( X^a \) in any coordinate system.

We can regard vectors as \( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) tensors,\(^{15}\) one-forms as \( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \) tensors, and functions as \( \begin{pmatrix} 0 \\ 0 \end{pmatrix} \) tensors.

We can, by a similar process, position the indices in other slots. For instance, a fourth-order tensor that is a multilinear mapping
\[
T : T^4_\mathcal{B}(\mathcal{B}) \times T^4_\mathcal{B}(\mathcal{B}) \times T^4_\mathcal{B}(\mathcal{B}) \times T^4_\mathcal{B}(\mathcal{B}) \to \mathbb{R}
\]
has indices positioned like this:
\[
T^{A_1 \cdots A_p}_{B_1 \cdots B_q}.
\]

A tensor or tensor field \( T \) has a separate existence from its components \( T^{A_1 \cdots A_p}_{B_1 \cdots B_q} \), and it makes sense to write down \( T \) without any indices, just as for vectors.

**4.2 Proposition** Let \( \{X^a\} \) and \( \{\bar{X}^a\} \) be two coordinate systems on \( \mathcal{B} \) and \( T \) a tensor field of type \( \begin{pmatrix} p \\ q \end{pmatrix} \). Then the components of \( T \) in these two systems are related by
\[
T^{A_1 \cdots A_p}_{B_1 \cdots B_q} = \frac{\partial \bar{X}^{A_1}}{\partial X^{C_1}} \cdots \frac{\partial \bar{X}^{A_p}}{\partial X^{C_p}} T^{C_1 \cdots C_p}_{B_1 \cdots B_q} \frac{\partial X^{D_1}}{\partial \bar{X}^{B_1}} \cdots \frac{\partial X^{D_q}}{\partial \bar{X}^{B_q}}.
\]

**Proof** This follows from the definition of components, multilinearity, and the formulas
\[
E^a = \frac{\partial \bar{X}^a}{\partial X^b} E^b, \quad E_a = \frac{\partial X^b}{\partial \bar{X}^a} E_a.
\]

**4.3 Definition** Let \( T \) be a tensor of type \( \begin{pmatrix} p \\ q \end{pmatrix} \) and \( S \) a tensor of type \( \begin{pmatrix} r \\ s \end{pmatrix} \). Then the tensor product \( T \otimes S \) is the tensor of type \( \begin{pmatrix} p+r \\ q+s \end{pmatrix} \) defined by
\[
(T \otimes S)(X) : (T^p_\mathcal{B}(\mathcal{B}) \times \cdots \times T^p_\mathcal{B}(\mathcal{B})) \times (T^r_\mathcal{B}(\mathcal{B}) \times \cdots \times T^r_\mathcal{B}(\mathcal{B})) \times \cdots \times (T^s_\mathcal{B}(\mathcal{B}) \times \cdots \times T^s_\mathcal{B}(\mathcal{B})) \to \mathbb{R}.
\]

\(^{15}\)If \( W \) is a vector at \( X \), we set \( W(\alpha) = \alpha(W) \) for \( \alpha \in T^1_\mathcal{B}(\mathcal{B}) \).
Thus
\[(T \otimes S)(X)(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q, \beta^1, \ldots, \beta^r, Y_1, \ldots, Y_s) = T(X)(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q) \cdot S(X)(\beta^1, \ldots, \beta^r, Y_1, \ldots, Y_s).\]

Addition and scalar multiplication of tensors are defined in the obvious way.

**Problem 4.1** In a coordinate system \(\{X^A\}\) on \(\mathfrak{G}\), show that the matrix of components of \(E_A \otimes E_B\) is a matrix of 0's with the exception of a 1 in the \((A, B)\) slot.

The following is easily proven from the definitions.

**4.4 Proposition** The following holds for a tensor \(T\) of type \((p\ q)\):
\[T(X) = T^{A_1 \cdots A_p}_{B_1 \cdots B_q}(X) E_{A_1} \otimes \cdots \otimes E_{A_p} \otimes E^{B_1} \otimes \cdots \otimes E^{B_q}.\]

Next, we define contractions of tensors.

**4.5 Definition** The contraction of a one-form \(\alpha\) and a vector field \(W\) is defined by
\[\alpha \cdot W(X) = \alpha(X)(W(X)) = \alpha_A(X) W^A(X).\]

If \(T\) and \(S\) are tensors, the contraction of the \(i\)th covariant index of \(T\) and \(j\)th contravariant index of \(S\) is defined by fixing all the other slots (or indices) and contracting \(T\) in the \(i\)th covariant index as a one-form with the \(j\)th contravariant index of \(S\) as a vector field.

The operation of contracting the \(i\)th contravariant index of a tensor \(T\) with the \(j\)th covariant index of the same tensor is defined in a similar fashion. The contraction of a \((1\ 1)\) tensor is called its trace. (Thus to contract two indices, one upper and one lower, we merely set the indices equal and sum.)

When two indices are simultaneously contracted, we shall use two dots. For example, if \(R\) and \(S\) are tensors of types \((2\ 0)\) and \((0\ 2)\), respectively, \(R: S\) is the scalar defined by \(R^{AB} S_{AB}\).

The ideas of pull-back and push-forward, defined in Section 1.2 for one forms and vector fields, extend easily to tensors as follows.

**4.6 Definition** Let \(\phi: \mathfrak{G} \to \mathfrak{S}\) be a regular mapping. If \(T\) is a tensor of type \((p\ q)\), its push-forward \(\phi_\ast T\) is a tensor of type \((p\ q)\) on \(\phi(\mathfrak{G})\) defined by
\[(\phi_\ast T)(x)(\alpha^1, \ldots, \alpha^p, v_1, \ldots, v_q) = T(X)(\phi^\ast(\alpha^1), \ldots, \phi^\ast(\alpha^p), \phi^\ast(v_1), \ldots, \phi^\ast(v_q)),\]
where \( \alpha^i \in T^*_x \mathcal{S} \), \( v_i \in T_x \mathcal{S} \), \( X = \varphi^{-1}(x) \), \( \phi^*(\alpha^i) \cdot v = \alpha^i \cdot (T \phi \cdot v) \) and \( \phi^*(v_i) = T(\varphi^{-1}) \cdot v_i \). The pull-back\(^{16} \) of a tensor \( \mathbf{t} \) defined on \( \phi(\mathcal{S}) \) is given by \( \phi^* \mathbf{t} = (\varphi^{-1})^* \mathbf{t} \).

In coordinates we have the following relations which result from the definitions and the corresponding formulas for one-forms and vector fields (see 2.9 and 2.16).

4.7 Proposition Letting \( F(X) = T_X \phi \) and \( x = \phi(X) \), we have

\[
(\phi^* T)^{a_1 \cdots a_p}_{b_1 \cdots b_q}(x) = F^{a_{A_1}}(X) \cdots F^{a_{A_p}}(X) \cdot T^{A_1 \cdots A_p}_{B_1 \cdots B_q}(X) \cdot (F^{-1})^{B_{b_1}}(x) \cdots (F^{-1})^{B_{b_q}}(x)
\]

and

\[
(\phi^* \mathbf{t})^{a_1 \cdots a_p}_{b_1 \cdots b_q}(X) = (F^{-1})^{a_{A_1}}(x) \cdots (F^{-1})^{a_{A_p}}(X) \cdot \mathbf{t}^{a_1 \cdots a_p}_{b_1 \cdots b_q}(x) \cdot F^{b_{B_1}}(X) \cdots F^{b_{B_q}}(X).
\]

Before going on to two-point tensors, it is useful to consider first some of the extra structure that enters when we have a Riemannian metric.

4.8 Definition A Riemannian metric on \( \mathcal{S} \) is a \( C^\infty \) covariant two-tensor \( G \) (i.e., \( G \) is a tensor of type \( \left( \begin{array}{c} 0 \\ 2 \end{array} \right) \)) such that for each \( X \in \mathcal{S} \):

(i) \( G(X) \) is symmetric; that is, for \( W_1, W_2 \in T_X \mathcal{S} \), \( G(X)(W_1, W_2) = G(X)(W_2, W_1) \).

(ii) \( G(X) \) is positive-definite: \( G(X)(W, W) > 0 \) for \( 0 \neq W \in T_X \mathcal{S} \); in other words, \( G(X) \) is an inner product on \( T_X \mathcal{S} \). If there is no danger of confusion, we often write

\[
G(X)(W_1, W_2) = \langle W_1, W_2 \rangle_X.
\]

(A Riemannian metric on \( \mathcal{S} \) will be denoted \( g \).)

Notice that symmetry of \( G \) means \( G_{AB} = G_{BA} \) and that \( \langle W_1, W_2 \rangle_X = G_{AB}(X)W^A \cdot W^B_2 \). Condition (ii) states that the matrix \( G_{AB} \) is positive-definite.

Warning: In classical tensor analysis, \( G \) (or \( g \) if we use \( \mathcal{S} \)) is often used to denote \( \sqrt{\det[G_{AB}]} \) (or \( \sqrt{\det[g_{ab}]} \)).

Next we describe associated tensors (i.e., new tensors obtained by raising and lowering indices) in greater detail than was considered in Section 1.3.

4.9 Definition For \( X \in \mathcal{S} \), define the linear transformation \( G^i(X) : T_X^* \mathcal{S} \rightarrow T^*_X \mathcal{S} \) by \( G^i(X)(W_1) = \alpha^i(X) \), where \( \alpha^i(X)(W_2) = \langle W_1, W_2 \rangle_X \); that is, \( G^i(X)(W_1) = \langle W_1, \alpha^i \rangle_X \). Since \( G(X) \) is positive-definite \( G^i(X) \) is invertible; its inverse is denoted \( G^i(X) : T^*_X \mathcal{S} \rightarrow T_X \mathcal{S} \).

\(^{16}\)Regularity is not needed to pull back the covariant components. Pull-back of contravariant components and push-forward of both covariant and contravariant components require regularity. See Box 2.2.
4.10 Proposition \( G^i(X) \cdot E^A = G^{AB}(X) \cdot E_B \), where \( G^{AB}(X) \) is the inverse matrix of \( G_{AB}(X) \).

Proof \( G^i(X) (G^{AB}(X) \cdot E_B)(E_C) = G^{AB}(X) (E_B, E_C)_X = G^{AB}(X) G^{BC}(X) = \delta^A_C = E^A(E_C). \) Thus \( G^i(X) (G^{AB}(X) \cdot E_B) = E^A \), so the result holds. \( \square \)

We may regard \( G^i \) as a \( \left( \begin{array}{c} 2 \\ 0 \end{array} \right) \) tensor on \( \mathcal{B} \); 4.10 states that its components are \( G^{AB} \).

4.11 Definition Let \( T \) be a tensor of type \( \left( \begin{array}{c} p \\ q \end{array} \right) \) on \( \mathcal{B} \). The \( 2p + q \) associated tensors are defined by applying \( G^i \) or \( G^i \) to each slot. For instance, lowering the first index on \( T \) gives the tensor \( T_1 \) defined by

\[
T_1(Y, \alpha_2, \ldots, \alpha_p, W_1, \ldots, W_q) = T(G^i \cdot Y, \alpha_2, \ldots, \alpha_p, W_1, \ldots, W_q).
\]

That is,

\[
(T_1)_{A_1, \ldots, A_p} = G_{A_1 C} T^{A_1 \cdots A_p B_1 \cdots B_q}.
\]

These indices are denoted by \( T_{A_1, \ldots, A_p B_1 \cdots B_q} \) (although they are the components of \( T_1 \), which does not equal \( T \)). Similarly, the components of the tensor \( T_2 \) obtained by raising the first covariant index of \( T \) are denoted

\[
T^{A_1 \cdots A_p B_1 \cdots B_q} = G^{B_1 C} T^{A_1 \cdots A_p B_1 \cdots B_q}.
\]

Invariately,

\[
T_2(\alpha_1, \ldots, \alpha_p, B_1, W_2, \ldots, W_q) = T(\alpha_1, \ldots, \alpha_p, G^i \cdot B_1, W_2, \ldots, W_q).
\]

The tensor obtained by raising all the indices of \( T \) is denoted \( T^i \) and that obtained by lowering all the indices is denoted \( T^a \).

If \( F \) is a real-valued function, the vector field \( (dF)^i = \nabla F \) is called the gradient of \( F \); that is,

\[
\nabla F = G^{AB} \frac{\partial F}{\partial X^B} E_A \quad \text{or} \quad (\nabla F)^A = G^{AB} \frac{\partial F}{\partial X^B}.
\]

4.12 Definition If \( T \) and \( S \) are tensors of the same type (or same total order), their inner product is defined by

\[
\langle T, S \rangle = \text{contraction of } T^i \text{ and } S^i \text{ on all indices}
= T^{A_1 \cdots A_p B_1 \cdots B_q} S_{A_1 \cdots A_p B_1 \cdots B_q}.
\]

For instance, suppose \( T \) is a \( \left( \begin{array}{c} 0 \\ 2 \end{array} \right) \) tensor and \( S \) is a \( \left( \begin{array}{c} 2 \\ 0 \end{array} \right) \) tensor. Then \( T \cdot S \) is usually used to denote the contraction \( T_{AB} S^{BC} \) and \( T : S \) denotes the double contraction; thus \( T : S = \langle T, S \rangle \) is the trace of \( T \cdot S \).
Warning: Raising and lowering indices may not, in general, be interchanged with pull-back or push-forward. Thus, \((\phi^*t)^i \neq \phi^*(t^i)\).

**Problem 4.2** Show that \((\phi^*t)^i\) does coincide with \(\phi^*(t^i)\), provided the first # is taken with respect to \(\phi^*g\) rather than \(G\).

4.13 **Proposition** The deformation tensor \(C\) is given by

\[
C^i = \phi^*g,
\]

where \(\phi: \mathcal{B} \rightarrow \mathcal{S}\) is a configuration and \(g\) is the metric tensor on \(\mathcal{S}\).

**Proof** From Proposition 3.6 we have

\[
(C^i)_{AB}(X) = C_{AB}(X) = g_{ab}(x)F^{a}_{\bar{A}}(X)F^{b}_{\bar{B}}(X),
\]

but from 4.7 these are exactly the components of \(\phi^*g\).

Note that \(\phi\) need not be regular for \(\phi^*g\) and hence for \(C\) to be defined. As an exercise we ask the reader to show, using Proposition 3.9, that

\[
b^i = \phi^*G^i\quad\text{and}\quad B^i = \phi^*g^i,
\]

but we again warn that

\[
b^i \neq \phi^*G = c^i\quad\text{and}\quad B^i \neq \phi^*g = C^i.
\]

Next we shall discuss two-point tensors. These objects play an important role in continuum mechanics; a prime example is the deformation tensor \(F^{a}_{\bar{A}}\).

4.14 **Definition** A two-point tensor \(T\) of type \((q\quad l)\) at \(X \in \mathcal{B}\) over a mapping \(\phi: \mathcal{B} \rightarrow \mathcal{S}\) is a multilinear mapping

\[
T: \left(\underbrace{T^i_{x\mathcal{B}} \times \cdots \times T^i_{x\mathcal{B}}}_{p \text{ copies}}\right) \times \left(\underbrace{T^i_{x\mathcal{B}} \times \cdots \times T^i_{x\mathcal{B}}}_{q \text{ copies}}\right) \times \left(\underbrace{T^i_{x\mathcal{S}} \times \cdots \times T^i_{x\mathcal{S}}}_{l \text{ copies}}\right) \times \left(\underbrace{T^i_{x\mathcal{S}} \times \cdots \times T^i_{x\mathcal{S}}}_{m \text{ copies}}\right) \rightarrow \mathbb{R},
\]

where \(x = \phi(X)\).

The components of \(T\) are defined by

\[
T^{A_1 \cdots A_p}_{B_1 \cdots B_q} = T(E^{A_1}, \ldots, E^{A_p}, E_{a_1}, \ldots, E_{a_l}, e^{a_1}, \ldots, e^{a_l}, e_{b_1}, \ldots, e_{b_m})
\]
relative to coordinates \(\{X^A\}\) on \(\mathcal{B}\) and \(\{x^a\}\) on \(\mathcal{S}\).

A two-point tensor field \(T\) assigns a two-point tensor \(T(X)\) to each point \(X \in \mathcal{B}\), as with ordinary tensor fields.\(^{18}\)

\(^{17}\)A main reference for two-point tensors is Ericksen [1960].

\(^{18}\)In manifold language, a two-point tensor is a section of the bundle \(T^p_{\mathcal{B}}(\mathcal{B}) \otimes T^l_{\mathcal{B}}(\phi^*(T\mathcal{S}))\) over \(\mathcal{B}\). Here \(\phi^*(T\mathcal{S})\) denotes the pull-back bundle whose fiber over \(X \in \mathcal{B}\) is \(T^p_{\phi(X)}\mathcal{S}\).
The positioning of the indices can, of course, be altered just as with ordinary tensors. For example, a two-point tensor with indices $T^*_{\alpha \beta}$ is a multilinear mapping $T: T^*_x \mathcal{S} \times T_x \mathcal{B} \times T_x \mathcal{S} \rightarrow \mathbb{R}$.

The deformation gradient $F^a_A$ may be regarded as a two-point tensor as follows:

$$F(X): T^*_x \mathcal{S} \times T_x \mathcal{B} \rightarrow \mathbb{R}, \quad (\alpha, W) \mapsto \alpha(T_x \phi \cdot W).$$

The components of $F$ are, of course, just $F^a_A = \partial \phi^a / \partial X^A$.

Two-point tensors are natural generalizations of vector fields and one forms over maps. Note that a two-point tensor is regarded as a function of $X \in \mathcal{B}$, and not of $x \in \mathcal{S}$. One can think of a two-point tensor as having two tensor "legs," one in $\mathcal{B}$ and one in $\mathcal{S}$. We leave it for the reader to write down the general coordinate transformation rule for two-point tensors.

The operations on tensors generalize naturally to operations on two-point tensors. These include: raising and lowering indices, tensor products, push-forward, pull-back, tilt, and contraction. For instance, suppose we have a two-point tensor $T^a_{\alpha \beta}$ and wish to pull back the first contravariant index $\alpha$ from $\mathcal{S}$ to $\mathcal{B}$. Doing this gives a new two-point tensor $\tilde{T}$ whose components are denoted $\tilde{T}^b_{\alpha \beta}$ and is defined in the following ways.

Abstractly:

$$\tilde{T}(X): T^*_x \mathcal{S} \times T_x \mathcal{B} \times T_x \mathcal{S} \rightarrow \mathbb{R}, \quad \tilde{T}(X)(\alpha, W, v) = T(X)(\phi^*_*(\alpha), W, v),$$

In components:

$$\tilde{T}^b_{\alpha \beta}(X) = T^a_{\alpha \beta}(X)(F^{-1})^b_a(x) = T^a_{\alpha \beta}(X) \frac{\partial x^b}{\partial x^a}.$$

Notice that raising and lowering indices on the $\mathcal{S}$ leg is done using $g$ and on the $\mathcal{B}$ leg using $G$. For instance,

$$T_{\alpha \beta}(X) = g_{\alpha \beta}(x)T^c_{\alpha \beta}(X) \quad \text{and} \quad T^a_{\beta \rho}(X) = G^{AB}(X)T^a_{\beta \rho}(X).$$

A number of fundamental two-point tensors will come up in our later work, so it is essential that the reader become familiar with them. (The first Piola–Kirchhoff stress tensor $P$ is an example.)

**Problem 4.3** Consider the motion of Problem 1.1. Calculate the components of the two-point tensors $F \otimes V$ and $F \otimes v$ in the given coordinates.

**Problem 4.4** (a) Let $A^a_{\alpha \beta}$ be a given fourth-order two-point tensor. Write down a formula for its pull-back to $\mathcal{B}$.

(b) What is the pull-back of the fourth-order tensor $F^T \otimes F$ to $\mathcal{B}$? Of the second-order tensor $F^T \cdot F$ (contraction on one pair of indices)? What are the associated components of $F^T \cdot F$?

Our next task is to consider some further aspects of Riemannian geometry. We want to generalize covariant differentiation from vector fields on $\mathbb{R}^n$ (Section 1.1) to general tensor fields and two-point tensor fields on Riemannian mani-
folds. We shall develop what is needed briefly and concisely since there are detailed treatments available in standard text books.

### 4.15 Definition

Let $W_1$ and $W_2$ be vector fields on a manifold $\mathcal{M}$. The Lie bracket of $W_1$ and $W_2$ is defined (as a derivation) by means of the commutator:

$$[W_1, W_2][f] = W_1[W_2[f]] - W_2[W_1[f]].$$

Recall that $W[f] = W^A(\partial f/\partial X^A)$, the derivative of $f$ in direction $W$. From this and the definition, one sees that

$$[W_1, W_2]^A = W_2^B \frac{\partial W_1^A}{\partial X^B} - W_1^B \frac{\partial W_2^A}{\partial X^B}.$$  

That is, in Euclidean notation, $(W_1 \cdot \nabla)W_2 - (W_2 \cdot \nabla)W_1$.

**Problem 4.5** Verify Jacobi's identity: $[[X, Y], Z] + [[Z, X], Y] + [[Y, Z], X] = 0$.

Before defining the covariant derivative, it is useful to have the abstract notion of a connection (or covariant derivative) at hand. We shall link it with the metric shortly.

### 4.16 Definition

A connection on a manifold $\mathcal{M}$ is an operation $\nabla$ that associates to each pair of vector fields $W, Y$ on $\mathcal{M}$ a third vector field denoted $\nabla_W Y$ and called the covariant derivative of $Y$ along $W$, such that:

(i) $\nabla_W Y$ is linear in each of $W$ and $Y$;
(ii) $\nabla_{fW} Y = f \nabla_W Y$ for scalar functions $f$; and
(iii) $\nabla_W (fY) = f \nabla_W Y + (W[f])Y$.

These conditions are reasonable requirements for an operation that is supposed to differentiate $Y$ in the direction $W$. Note that (iii) is analogous to the product rule for differentiation.

### 4.17 Definition

The Christoffel symbols of a connection $\nabla$ on $\mathcal{M}$ are defined on a coordinate system $\{X^a\}$ by $\Gamma^a_{bc}(X) = \nabla_{E_b}E_c(X)$. (Consistent with our previous conventions, we denote the Christoffel symbols on $\mathcal{M}$ by $\Gamma^a_{bc}$ and those on $\mathcal{B}$ by $\gamma^a_{bc}$.)

**Problem 4.6** If $\{\tilde{X}^a\}$ is another coordinate system on $\mathcal{M}$, show that

$$\Gamma^a_{bc} = \frac{\partial \tilde{X}^a}{\partial X^D} \Gamma^D_{EF} \frac{\partial X^E}{\partial \tilde{X}^D} \frac{\partial X^F}{\partial \tilde{X}^C} + \frac{\partial \tilde{X}^a}{\partial X^D} \frac{\partial^2 X^D}{\partial \tilde{X}^D \partial \tilde{X}^C}.$$  

Conclude that $\Gamma^a_{bc}$ are not the components of a tensor.
4.18 Proposition  In coordinates, we have
\[(\nabla_w Y)^A = \frac{\partial Y^A}{\partial x^B} W^B + \Gamma^A_{BC} W^B Y^C.\]

Proof  By the properties (i)–(iii) of a connection:
\[
\nabla_w Y = \nabla_{w^B E_B}(Y^C E_C) = W^B \nabla_{E_B}(Y^C E_C) = W^B(Y^C \nabla_{E_B} E_C + E_B[Y^A] E_A) = \Gamma^A_{BC} W^B Y^C E_A + W^B \frac{\partial Y^A}{\partial x^B} E_A.
\]

From this proposition, observe that \(\nabla_w Y(X)\) depends only on the point value of \(W\) at \(X\), and not on its derivatives. Thus if \(\sigma\) is a curve, \(\nabla_\sigma Y\) makes sense. In fact, this is an important object that we now identify.

4.19 Definition  We call \(\nabla_\sigma Y\) the material derivative of \(Y\) along \(\sigma\), and write it \(DY/dt\), or if \(\sigma(t) = \phi_X(t)\) [where \(\phi(X, t)\) is a given motion], by \(\dot{Y}\).

Using coordinates, 4.18, and the chain rule,
\[
\left(\frac{DY}{dt}\right)^A = \frac{d}{dt} [Y^A(\sigma(t))] + \Gamma^A_{BC}(\sigma(t))Y^B(\sigma(t)) \partial_C.
\]

If \(Y\) is time dependent, set \(DY/ Dt = \partial Y/\partial t + \nabla_\sigma Y\). In particular, for a motion \(\phi_t\) of \(\mathfrak{g}\) in \(\mathcal{S}\) we see that the acceleration is
\[
a = \frac{\partial \nu}{\partial t} + \nabla_\nu \nu = \dot{\nu}.
\]

Another consequence of the fact that \(\nabla_w Y(X)\) depends only on the point value of \(W\) at \(X\) is that \(\nabla Y\) defines a \(\left(\begin{array}{c}1 \\ 1\end{array}\right)\) tensor with components \((\nabla Y)^A_B = \partial Y^A/\partial X^B + \Gamma^A_{BC} Y^C\).

There are several ways of defining the covariant derivative of a tensor. One may proceed directly (see, Abraham and Marsden [1978]), using the fact that we desire \(\nabla(T \otimes S) = \nabla T \otimes S + T \otimes \nabla S\), or one may use parallel translation. Since we shall need this concept, we choose the latter.

4.20 Definition  A vector field \(Y\) defined along a curve \(\sigma(t)\) is called parallel if \(\nabla_\sigma Y = 0\). A vector \(Y_0\) at \(\sigma(t_0)\) is called parallel transported or translated along \(\sigma\) if it is extended to a parallel vector field \(Y\) along \(\sigma\).

A vector can be parallel transported uniquely since, given \(\sigma(t)\), \(DY/ dt = 0\) is a linear differential equation for \(Y(\sigma(t))\), which has a unique solution with initial data \(Y_0\) (as long as \(\sigma\) is, say, continuous).

The intuitive idea is that \(\nabla\) reflects the local geometry in such a way that an observer carrying an arrow along a curve in what seems to be a parallel manner,
is, in fact, parallel transporting the arrow. On a sphere, for instance, a parallel transported vector is not parallel transported in space. See Figure 1.4.1.

The following proposition demonstrates a basic link between parallel transport and the covariant derivative.

**4.21 Proposition** Let $\sigma(t)$ be a given curve in $\mathcal{M}$, and $Y$ a vector field defined along $\sigma$. Let $S_{s,t} : T_{\sigma(t)}\mathcal{M} \to T_{\sigma(s)}\mathcal{M}$ denote parallel translation from $\sigma(s)$ to $\sigma(t)$ along $\sigma$. (We also call $S_{s,t}$ the shifter.) Then

$$
\nabla_{\sigma(t)} Y(\sigma(t)) = \frac{d}{ds} (S_{s,t} Y(\sigma(s))) \bigg|_{s=t}.
$$

(Note that $S_{s,t} Y(\sigma(t)) \in T_{\sigma(t)}\mathcal{M}$ for all $s$.)

**Proof** By construction, $(S_{s,t_0} Y_0)^A = (S_{s,t_0})^A_B Y^B_0 = Y^A_0$ satisfies

$$
\frac{d}{ds} (S_{s,t_0})^A_B Y^B_0 + \Gamma^A_{bc} Y^B_c Y^C_s = 0.
$$

Thus, since $S_{s,t_0}$ is the identity at $s = t_0$,

$$
\left. \frac{d}{ds} (S_{s,t_0})^A_B \right|_{s=t_0} = -\Gamma^A_{bc} Y^C.
$$

From uniqueness of solution of differential equations, $S_{r,s} \circ S_{s,t} = S_{r,t}$, and so $S_{s,t} = S_{t,s}^{-1}$. Thus

$$
\left( \frac{d}{ds} S_{s,t} Y(\sigma(s)) \bigg|_{s=t} \right)^A = \left( \frac{d}{ds} S_{t,s}^{-1} Y(\sigma(s)) \bigg|_{s=t} \right)^A
$$

$$
= -\frac{d}{ds} (S_{s,t})^A_B \left|_{s=t} \right. Y^B(\sigma(t)) + \frac{d}{ds} Y^A(\sigma(s)) \bigg|_{s=t}
$$

$$
= \Gamma^A_{cb} Y^B + \frac{d}{dt} Y^A(\sigma(t)) = (\nabla_{\sigma(t)} Y(\sigma(t)))^A.
$$

**4.22 Definition** A connection is called **torsion free** if

$$
\nabla_W Y - \nabla_Y W = [W, Y]
$$
for all vector fields $W$ and $Y$. The torsion of a connection is defined by 
\[ \text{Tor}(W, Y) = \nabla_w Y - \nabla_Y W - [W, Y] \]
and is a \( \left( \frac{1}{2} \right) \) tensor; thus a connection is torsion free when its torsion tensor is zero.

**4.23 Proposition** A connection is torsion free if and only if \( \Gamma^A_{BC} = \Gamma^A_{CB} \)—that is, the Christoffel symbols are symmetric.

*Proof* Write out \( \nabla_w Y - \nabla_Y W - [W, Y] \) in coordinates, using the earlier coordinate expressions to see that \( (\text{Tor})^A_{BC} = \Gamma^A_{BC} - \Gamma^A_{CB} \). \( \square \)

Now we are ready to find the connection associated with a given metric $G$ on $\mathcal{M}$. The following is sometimes called the "Fundamental Theorem of Riemannian Geometry," and is based on the early pioneering work of Levi-Civita.

**4.24 Theorem** Let $\mathcal{M}$ be a manifold with a Riemannian metric $G$. Then there is a unique connection on $\mathcal{M}$ that is torsion free and for which parallel translation preserves inner products (that is, $S_{\alpha\beta}$ is an orthogonal transformation).

*Proof* First of all, suppose that such a connection exists. Let $W_1(t)$ and $W_2(t)$ be parallel vector fields along a curve $\sigma(t)$. Therefore, by hypothesis,

\[
0 = \frac{d}{dt} \langle W_1(t), W_2(t) \rangle = \frac{d}{dt} G_{AC}(\sigma(t))W_1^A(\sigma(t))W_2^A(\sigma(t))
\]

\[
= \frac{\partial G_{AC}}{\partial X^D} \dot{W}_1^A \dot{W}_2^C - G_{AC} \Gamma^A_{BD} \dot{W}_1^B \dot{W}_2^D - G_{AC} \Gamma^C_{BD} \dot{W}_1^A \dot{W}_2^B
\]

since

\[
\frac{d}{dt} \dot{W}_1^A(\sigma(t)) + \Gamma^A_{BC} \dot{W}_1^B \dot{W}_2^C = 0,
\]

that is, $W_i$ is parallel along $\sigma(t)$. If we take the particular case in which $W_1(0) = E_A$ and $W_2(0) = E_C$ and evaluate at $t = 0$, we get

\[
0 = \frac{\partial G_{AC}}{\partial X^D} \dot{\sigma}^D - G_{BC} \Gamma^B_{AD} \dot{\sigma}^D - G_{BA} \Gamma^B_{CD} \dot{\sigma}^D.
\]

Since $\dot{\sigma}^D$ is arbitrary,

\[
\frac{\partial G_{AC}}{\partial X^D} = G_{BC} \Gamma^B_{AD} + G_{BA} \Gamma^B_{CD}.
\]

Note that this is the same as the identity obtained in Euclidean space (see Lemma 3.29). By the same algebra, remembering symmetry of $G_{AB}$ and $\Gamma^A_{BC}$, we get

\[
2G_{AB} \Gamma^A_{DC} = \left( \frac{\partial G_{CB}}{\partial X^D} + \frac{\partial G_{DB}}{\partial X^C} - \frac{\partial G_{DC}}{\partial X^B} \right).
\]
This formula shows that the Christoffel symbols $\Gamma^d_{bc}$ are uniquely determined. Hence the connection is unique.

For the converse, we can define the Christoffel symbols in any coordinate chart by the preceding formula. Clearly they are symmetric. Then we define $\nabla_Y Z$ in terms of the $\Gamma^d_{bc}$ and check that it is a well-defined vector field (transforms like a vector). Finally, reversing the above computations shows that parallel translation preserves the inner product.

**Problem 4.7** Show that the coordinate-free analogs of the identities in the above proof are

$$\frac{d}{dt} \left< W_1(t), W_2(t) \right> = \left< \frac{DW_1}{dt}, W_2 \right> + \left< W_1, \frac{DW_2}{dt} \right>$$

and

$$2\left< W_1, \nabla_Y W_2 \right> = W_3 \left[ \left< W_1, W_2 \right> \right] + \left< W_3, [W_1, W_2] \right>$$

For the converse, we can define the Christoffel symbols in any coordinate chart by the preceding formula. Clearly they are symmetric. Then we define $\nabla_Y Z$ in terms of the $\Gamma^d_{bc}$ and check that it is a well-defined vector field (transforms like a vector). Finally, reversing the above computations shows that parallel translation preserves the inner product.

Given a Riemannian manifold, we shall use the connection above (called the Riemannian or Levi-Civita connection) unless special exception is made.

**Problem 4.8**

(a) Work out $\Gamma^d_{bc}$ for $\mathbb{R}^3$ with respect to spherical coordinates.

(b) A geodesic is a curve $\sigma(t)$ such that $\dot{\sigma}$ is parallel along $\sigma$. Show that the geodesics on $S^2$ are great circles.

(c) Describe parallel translation of a vector around a circle of constant latitude on $S^2$ relative to (i) the Riemannian manifold $\mathbb{R}^3$ and (ii) the Riemannian manifold $S^2$.

4.25 Definition Let $S_{t,s}$ be parallel translation along a curve $\sigma(t)$. Extend $S_{t,s}$ to all tensor fields along $\sigma(t)$ in the same manner as push-forward was extended. Explicitly: If $\alpha$ is a one-form at $\sigma(s)$, let

$$(S_{t,s} \alpha)(W) = \alpha(S_{s,t}(W)), \quad W \in T_{\sigma(t)}\mathbb{R}^3$$

(see Figure 1.4.2). If $T$ is a tensor of type $\left( \begin{array}{c} p \\ q \end{array} \right)$ at $\sigma(s)$, let

$$(S_{t,s} T)(\alpha_1, \ldots, \alpha_p, W_1, \ldots, W_q) = T(S_{t,s} \alpha_1, \ldots, S_{s,t} \alpha_p, S_{s,t} W_1, \ldots, S_{s,t} W_q).$$

If $W = \dot{\sigma}(t)$, then the **covariant derivative of $T$ along $W$ at $X = \sigma(t)$** is defined by

$$\left( \nabla_{W} T \right)(X) = \frac{d}{ds} \{S_{t,s} T(\sigma(s)) \} \bigg|_{s=t}.$$
Notice that \( S_{t,s} T(\sigma(s)) \) is a tensor at \( \sigma(t) \), so the \( d/ds \) derivative occurs within a fixed linear space, just as with vectors in 4.21.

The coordinate expression for covariant derivative may be worked out exactly as for vector fields. That computation leads to the following:

**4.26 Proposition** Let \( T \) be a tensor of type \((p, q)\) on \( \mathcal{M} \). Writing \((\nabla T)^{A\cdots D \cdots g_{ik}} = T^{A\cdots D \cdots g_{ik}} \), we have

\[
T^{A\cdots D \cdots g_{ik}} = \frac{\partial T^{A\cdots D \cdots g}}{\partial x^k} + T^{L\cdots D \cdots g} \Gamma^A_{Lk} + \text{(all upper indices)} \\
- T^{A\cdots D \cdots g_{ik}} \Gamma^L_{Ek} - \text{(all lower indices)} \\
and \\
(\nabla_w T)^{A\cdots D \cdots g} = T^{A\cdots D \cdots g_{ik}} W^k.
\]

Notice that we use a vertical bar to designate the coordinate expression for covariant differentiation.

**Problem 4.9**

(i) Prove that \( \nabla G = 0 \) by:

(a) a coordinate calculation;

(b) using the definition and the fact that \( S_{t,s} \) preserves inner products.

(ii) Prove the product rule: \( \nabla(T \otimes S) = \nabla T \otimes S + T \otimes \nabla S \). What does this assert in coordinates? For \( T = T^A E_A \)?

(iii) If \( \phi: \mathcal{B} \to \mathcal{S} \) is a regular mapping, show that \( \phi^*(\nabla t) = \nabla^*(\phi^*t) \), where \( \nabla \) is the covariant derivative with respect to \( g \) on \( \mathcal{S} \), and \( \nabla^* \) is the covariant derivative with respect to \( \phi^*g = C^i \) on \( \mathcal{B} \).

(iv) Consult problem 2.2 and write the convected acceleration as a covariant derivative of the convected velocity using the metric \( C^i = \varphi^i\otimes(g) \).
4.27 Definition The divergence of a tensor field $T$ of type $\left(\begin{array}{c} p \\ q \end{array}\right)$ is a tensor of type $\left(\begin{array}{c} p - 1 \\ q \end{array}\right)$ obtained by contracting the last contravariant and covariant indices of $VT$:

\[(\text{DIV } T)^{A\cdots B}_{C\cdots H} = T^{A\cdots B}_{C\cdots H|C}\]  

(The divergence of a tensor $t$ on $S$ is denoted $\text{div } t$.)

For vector fields, the following formula is easy to check:

\[\text{DIV } W = W^A_{\lambda\lambda} = \frac{1}{\sqrt{\det G}} \frac{\partial}{\partial X^A}(\sqrt{\det G} W^A).\]

We shall return to this formula from another point of view in Section 1.7.

Next we consider covariant differentiation of two-point tensors.

4.28 Definition Let $T$ be a two-point tensor of type $\left(\begin{array}{c} p \\ q \\ m \end{array}\right)$ over the map $\phi: \mathcal{B} \rightarrow \mathcal{S}$; let $\sigma(t)$ be a curve in $\mathcal{B}$ and $W = \sigma(t)$. Let $\tilde{\sigma}(t) = \phi(\sigma(t))$ be the image of $\sigma$ under $\phi$. Let $S, s$ denote parallel translation along $\sigma$ in $\mathcal{B}$ and $s, s'$ denote parallel translation along $\tilde{\sigma}$ in $\mathcal{S}$.

Define the two-point tensor $\nabla_w T$ at $X = \sigma(t)$, a tensor of type $\left(\begin{array}{c} p \\ q \\ m \end{array}\right)$, as follows:

\[\nabla_w T = \frac{d}{ds} (S_{s}, T(\sigma(s))) \bigg|_{s=t},\]

where

\[(S_{s}, T)(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q; \beta^1, \ldots, \beta^q, v_1, \ldots, v_m) = T(S_{s}, \alpha^1, \ldots, S_{s}, \alpha^p, S_{s}, W_1, \ldots, S_{s}, W_q);\]

\[s, s', \beta^1, \ldots, s, s', \beta^q, s, s', v_1, \ldots, s, s', v_m),\]

where $\alpha^i \in T^*_x \mathcal{B}$, $W_i \in T_x \mathcal{B}$, $\beta^j \in T^*_x \mathcal{S}$, $v_j \in T_x \mathcal{S}$, $X = \sigma(t)$, and $x = \phi(X)$.

This defines, therefore, a two-point tensor $\nabla T$ of type $\left(\begin{array}{c} p \\ q + 1 \\ m \end{array}\right)$.

To help understand this definition, we work out the components of $\nabla_w V$ in case $V$ is a vector field over $\phi$. By definition,

\[\nabla_w V = \frac{d}{ds} (S_{s}, V(\sigma(s))) \bigg|_{s=t},\]  

where $\tilde{\sigma} = W$. 
(See Figure 1.4.3.) Going to a chart, as in 4.21, we get

\[
(\nabla_w V)^a = \frac{d}{dt} V^a(\sigma(t)) + \gamma^a_{bc} V^b \frac{d}{dt} \sigma^c.
\]

[Note that \((d/ds)(s_{t,s})^a_b = -\gamma^a_{bc} \tilde{\sigma}^c\) since \(s_{t,s}\) is parallel translation along \(\sigma\).]

Using the chain rule and the notation \(F^a_A = \partial \phi^a / \partial X^A\),

\[
(\nabla_w V)^a = \frac{\partial V^a}{\partial X^A} W^A + \gamma^a_{bc} V^b F^c_A W^A,
\]

that is, \((\nabla V)^a_A = \left. V^a \right|_A = \frac{\partial V^a}{\partial X^A} + \gamma^a_{bc} V^b F^c_A\).

The reader will recognize this expression from 3.27. A similar computation proves the following:

4.29 Proposition  If \(\mathbf{T}\) is a two-point tensor of type \((p \: l \: m)\), then

\[
\mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h|K} = \frac{\partial}{\partial X^K} \mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h} + \mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h} \Gamma^A_{L K} + \text{(all upper large indices)}
\]

- \(\mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h} \Gamma^A_{L K} - \text{(all lower large indices)}
\]

- \(\mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h} \gamma^a_{bc} F^c_{L K} + \text{(all upper small indices)}
\]

- \(\mathbf{T}^{AB\ldots}_{E\ldots H}^{ab\ldots d}_{e\ldots h} \gamma^a_{bc} F^c_{L K} - \text{(all lower small indices)}
\)
The divergence of a two-point tensor is defined in the same way as for a tensor:

$$(\text{DIV} \ T)^{AB\cdots C}_{E\cdots H} = T^{AB\cdots C}_{E\cdots H} - h_{E\cdots H} D$$

**Problem 4.10** Show that, if $T^A_a = g^{ab}T^a_b$ (associated tensors), then

$$T^A_a|_B = g^{ab}T^a_b|_B.$$

What is the general statement?

We conclude this section with a brief discussion of curvature.\(^{19}\)

4.30 Definition The **curvature tensor** $R$ on a Riemannian manifold $\mathcal{M}$ (with metric $G$) is a $\left(\begin{array}{c} 1 \\ 3 \end{array}\right)$ tensor defined as follows: $R: T^{*3}\mathcal{M} \times T^3\mathcal{M} \times T^3\mathcal{M} \times T^3\mathcal{M} \rightarrow R$, where

$$R(\alpha, W_1, W_2, W_3) = \alpha(\nabla_{W_1}\nabla_{W_2}W_3 - \nabla_{W_2}\nabla_{W_1}W_3 - \nabla_{[W_1,W_2]}W_3)$$

$$= \alpha([\nabla_{W_1}, \nabla_{W_2}]W_3 - \nabla_{[W_1,W_2]}W_3),$$

$\alpha \in T^{*3}\mathcal{M}$, and $W_i(X) \in T^X\mathcal{M}$.

One has to verify that $R$ indeed depends only on the point values of $W_i$. This can be done by computing the components of $R$. One gets:

$$R^A_{BCD} = \frac{\partial \Gamma^A_{DB}}{\partial X^C} - \frac{\partial \Gamma^A_{CB}}{\partial X^D} + \Gamma^A_{CE} \Gamma^E_{DB} - \Gamma^A_{DE} \Gamma^E_{CB}.$$

One can substitute the expression for $\Gamma^A_{BC}$ in terms of $G_{AB}$ to express $R^A_{BCD}$ totally in terms of $G_{AB}$ and $\partial G_{AB}/\partial X^C \partial X^D$.

The contraction $R_{BD} = R^A_{BAD}$ is called the **Ricci curvature** and its trace $R^A_A = R$ is called the **scalar curvature**.

The geometric significance of the curvature can be illustrated by an example. Let $\Phi: \mathbb{R}^2 \rightarrow \mathcal{M}$ be a surface in $\mathcal{M}$. Then $R^A_{BCD}$ measures the lack of commutativity of second covariant derivatives along the $x$ and $y$ directions:

$$\frac{D}{dx} \frac{D}{dy} W - \frac{D}{dy} \frac{D}{dx} W = R \cdot (\frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y}, W)$$

where $(x, y) \in \mathbb{R}^2$ are identified with points on the surface via $\Phi$, so $D/dx$ denotes the covariant derivative along the $x$-coordinate curve, and $W$ is a vector field along the surface.

\(^{19}\)One has to be careful of sign conventions in this topic. The frontispiece of Misner-Thorne-Wheeler [1973] summarizes the situation.
**Problem 4.11** Show that on a Riemannian manifold \( \mathcal{M} \),

\[
W^A |_{BIC} - W^A |_{C|B} = R^A_{BCD} W^D
\]

for a vector field \( W \), by a coordinate calculation.

A manifold with \( R = 0 \) is called *flat*. For instance, \( \mathbb{R}^3 \) is flat: \( R^A_{BCD} = 0 \) in any coordinate system since it is obviously zero in Cartesian coordinates (note \( \Gamma^D_{BC} \neq 0 \) in general curvilinear coordinates on \( \mathbb{R}^n \)).

In books on Riemannian geometry it is proven that a manifold \( \mathcal{M} \) is flat if and only if there are coordinates about each point in which \( g_{AB} = \delta_{AB} \): that is, \( \mathcal{M} \) is locally Euclidean, both topologically and metrically.20

We conclude with the following, which are sometimes called the *compatibility conditions*. They restrict the motion \( \phi \) of a simple body in terms of its deformation tensor.

**4.31 Proposition** Let \( \mathcal{B} \) be open in \( \mathbb{R}^n \) and \( S = \mathbb{R}^n \). Let \( \phi: \mathcal{B} \rightarrow S \) be a regular configuration. Let \( K^A_{BCD} \) be the "curvature tensor" obtained by using the deformation tensor \( C_{AB} \) in place of \( G_{AB} \). Then \( K^A_{BCD} = 0 \).

**Proof** Combining Problem 4.9(iii) with the definition of curvature, we see that \( K \) is the pull-back of \( R \), the curvature tensor of \( \mathbb{R}^3 \). But \( R = 0 \), so \( K = 0 \) as well.

There is a related question that is of some interest. This is, given a tensor \( C_{AB} \) that is symmetric and positive-definite, when is \( C_{AB} \) the deformation tensor of a configuration? The following answers the question locally. (The global question is presumably hard.)

**4.32 Proposition** Let \( \mathcal{B} \subset \mathbb{R}^n \) be open and \( S = \mathbb{R}^n \). Let \( C_{AB} \) be a given positive-definite symmetric two-tensor whose curvature tensor vanishes: \( K^A_{BCD} = 0 \). Then given any point \( x_0 \in \mathcal{B} \), there is a neighborhood \( \mathcal{U} \) of \( x_0 \) and a regular map \( \phi: \mathcal{U} \rightarrow \mathbb{R}^n \) whose deformation tensor is \( C_{AB} \).

**Proof** The hypotheses say that the Riemannian manifold \( (\mathcal{B}, C_{AB}) \) is flat. Thus, in a neighborhood \( \mathcal{U} \) of \( x_0 \), there is a coordinate system \( \chi: \mathcal{U} \rightarrow \mathbb{R}^n \) in which the \( C_{AB} \)'s are constants.21 By following \( \chi \) with a linear transformation \( A \), we can bring \( C_{AB} \) into diagonal form \( \delta_{AB} \). Let \( \phi = A \circ \chi \). Then \( (\phi_* C)_{ab} \) is the Euclidean metric; that is, \( C_{AB} \) is the deformation tensor of \( \phi \). 

---

20If a metric is flat, one shows that exponential or "canonical" coordinates (which make \( \Gamma^D_{BC} = 0 \) at one point) do the job. See footnote 21.

21This is a theorem of classical Riemannian geometry proved in, for example, the book of Eisenhart [1926]. The map \( \chi \) is given by the exponential map.
Box 4.1  Summary of Important Formulas for Section 1.4

Tensors of type \( \left( \begin{array}{c} p \\ q \end{array} \right) \) on \( \mathcal{M} \)

\[
\mathbf{T}: \frac{T^{*\otimes q} \mathcal{M} \times \cdots \times T^{*\otimes q} \mathcal{M}}{p} \times \frac{T_{\otimes p}\mathcal{M} \times \cdots \times T_{\otimes p}\mathcal{M}}{q} \rightarrow \mathbb{R},
\]

\( p \) indices

\[
T^{AB \cdots D}_{EF \cdots H} = \mathbf{T}(E^A, \ldots, E^D, E_E \cdots E_H)
\]

\( q \) indices

Coordinate Transformations

Tensor Product

\[
\mathbf{T} \otimes \mathbf{S}(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q, \beta^1, \ldots, \beta^q, Y_1, \ldots, Y_q) = \mathbf{T}(\alpha^1, \ldots, \alpha^p, W_1, \ldots, W_q) \mathbf{S}(\beta^1, \ldots, \beta^q, Y_1, \ldots, Y_q)
\]

Contraction

Contraction of \( \mathbf{T} \) in its last covariant and contravariant slots

(Contraction of \( \mathbf{T} \) and \( \mathbf{S} \)) = \( \mathbf{T} \cdot \mathbf{S} \)

(Contraction of \( \mathbf{T} \) and \( \mathbf{S} \)) = \( \mathbf{T} : \mathbf{S} \)

(Inner product of \( \mathbf{T} \) and \( \mathbf{S} \)) = \( \langle \mathbf{T}, \mathbf{S} \rangle \)

Push-Forward

\[
(\phi_* \mathbf{T})(\alpha^1, \ldots, \alpha^p, v_1, \ldots, v_q) = \mathbf{T}(\phi^*(\alpha_1), \ldots, \phi^*(\alpha_p), \phi^*(v_1), \ldots, \phi^*(v_q))
\]

Pull-Back

\[
\phi^*\mathbf{t} = \phi^{-1}_*\mathbf{t}
\]

Riemannian Metric

\[
\mathbf{G}(X)(W_1, W_2) = \langle W_1, W_2 \rangle_X
\]

\[
\langle W_1, W_2 \rangle_X = G_{AB}(X)W_1^AW_2^B
\]
Associated Tensors
Raise or lower indices by $G^i$ or $G^i$:
$T^i = (T$ with all indices raised: $T^{A...E...H}$)
$T^i = (T$ with all indices lowered: $T_{A...E...H}$)

Two-Point Tensors of Type $(p \ q \ m)$ Over $\phi: \mathcal{B} \to S$
$T: T^p_{\mathcal{B}} \times \cdots \times T^p_{\mathcal{B}} \times T^q_{\mathcal{B}} \times \cdots \times T^q_{\mathcal{B}} \times T^r_{S} \times \cdots \times T^r_{S} \times T^m_{S} \times \cdots \times T^m_{S} \to \mathbb{R}$
$T_{A...E...H} = T(E^A, ..., E^D, E_E, ..., E_H, e^a, ..., e^d, e_e, ..., e_h)$

Lie Bracket
$[W_1, W_2][f] = W_1[W_2[f]] - W_2[W_1[f]]$

Christoffel Symbols
Of a connection $\nabla$ ...
Of a metric $G_{AB}$ ...

Covariant Derivative of a Tensor
$\nabla_w T = \frac{d}{ds} S_{t,s} T(\sigma(s)) \bigg|_{s=t}$
$W = \dot{\sigma}(t)$
$S_{t,s} =$ parallel translation (shifter)

Covariant Derivative along a Curve $\sigma(t)$
$\frac{d}{dt} T = \nabla_w T, \ W = \dot{\sigma}(t)$

V_{w} T = \frac{d}{ds} S_{t,s} T(\sigma(s)) \bigg|_{s=t}$
$W = \dot{\sigma}(t)$
$S_{t,s} =$ parallel translation (shifter)
Covariant Derivative of a Two-Point Tensor $T$ of Type $\left(\begin{array}{l} p \\ q \\ m \end{array}\right)$

$$V_w T = \frac{d}{ds} S_{i_s} T(\sigma(s)) \bigg|_{s=t}$$

$S_{i, s} = \text{shifter}$

$$T^{A \cdots D E \cdots H a \cdots d \cdots e \cdots h} = \frac{\partial}{\partial X_k} T^{A \cdots D E \cdots H a \cdots d \cdots e \cdots h}$$

$$+ T_L^{E \cdots D E \cdots H a \cdots d \cdots e \cdots h} \gamma^A_{L K} + (\text{all upper large indices})$$

$$- T_A^{D E \cdots D E \cdots H a \cdots d \cdots e \cdots h} \gamma^L_{E K} - (\text{all lower large indices})$$

$$+ T_A^{D E \cdots D E \cdots H a \cdots d \cdots e \cdots k} \gamma^L_{k l} F^l_{K} + (\text{all upper small indices})$$

$$- T_A^{D E \cdots D E \cdots H a \cdots d \cdots e \cdots k} \gamma^L_{k l} F^l_{K} - (\text{all lower small indices})$$

Divergence

$$\text{DIV } T = \text{contraction of } V T \text{ on last contravariant index}$$

Curvature Tensor

$$\mathbf{R}(\alpha, W_1, W_2, W_3) = \alpha (V_{W_1} V_{W_2} W_3 - V_{W_2} V_{W_1} W_3 - V_{[W_1, W_2]} W_3)$$

$$R^A_{BCD} = \frac{\partial \gamma^A_{DB}}{\partial X^c} - \frac{\partial \gamma^A_{CB}}{\partial X^c} + \gamma^A_{CE} \gamma^E_{DB} - \gamma^A_{DE} \gamma^E_{CB}$$

Compatibility Conditions

Curvature of $\mathbf{C}^\gamma = \phi^* g$ is zero.

$K^A_{BCD} = 0$, where $K^A_{BCD}$ is the curvature of $C_{AB}$. 


1.5 CONSERVATION OF MASS

We shall use conservation of mass to motivate the geometric ideas in Sections 1.6 and 1.7 and the general balance principles in Section 2.1. We begin with regular motions of simple bodies and then, as a supplement, treat the case of (thin) shells; that is, when \( \mathcal{B} \) is a two-manifold, \( \mathcal{S} = \mathbb{R}^3 \) and the motion consists of embeddings.

We shall begin right away by assuming the existence of a mass density function \( \rho \). We could alternatively assume the existence of a mass measure \( m \) and then, assuming \( m \) is sufficiently regular, derive \( \rho \) by writing \( m = \rho \, dv \) (we may use either the Radon–Nikodym theorem or differential forms to do this). We shall bypass the measure theoretic approach, although it is based on the more primitive physical concept of measuring the masses of portions of a body. The reasons are twofold: first, it plays no role in the rest of the book, and second, it is “obvious” how to bridge the gap for those who know measure theory.\(^{22}\)

5.1 Definition Let \( \mathcal{B} \subset \mathbb{R}^n \) be a simple body and let \( \phi(X, t) \) be a motion of \( \mathcal{B} \). A function \( \rho(x, t) \) is said to obey conservation of mass provided that for all open sets \( \mathcal{U} \subset \mathcal{B} \) with piecewise \( C^1 \) boundary (such \( \mathcal{U} \) hereafter will be called nice),

\[
\frac{d}{dt} \int_{\phi_i(\mathcal{U})} \rho(x, t) \, dv = 0
\]

where \( dv \) denotes the standard Euclidean volume element in \( \mathbb{R}^n \).

We call \( \rho(x, t) \) the mass density (in spatial coordinates) and call \( \int_0 \rho(x, t) \, dv \) the mass of the set \( \mathcal{U} \).

Conservation of mass thus states that the mass of any nice material region \( \mathcal{U} \) is constant in time. Let us assume that \( \phi \) is a regular \( C^1 \) motion from now on, and \( \phi_0 = \) identity; that is, the body is in the reference configuration at \( t = 0 \).

5.2 Definition Let \( J(X, t) \), called the Jacobian, denote the determinant of the linear transformation \( F(X, t) = D\phi_i(X) \).

Let us work out \( J(X, t) \) in general coordinates.

5.3 Proposition In (positively oriented)\(^{23}\) coordinates \( \{X^A\} \) on \( \mathcal{B} \) and \( \{x^a\} \) on \( \mathcal{S} \) we have

\[
J(X, t) = \frac{\partial(\phi^1, \ldots, \phi^n)}{\partial(X^1, \ldots, X^n)} \frac{\sqrt{\det g_{ab}(x)}}{\sqrt{\det G_{AB}(X)}},
\]

\(^{22}\)See, for example, Truesdell [1977].

\(^{23}\)Coordinates \( \{X^A\} \) in \( \mathbb{R}^3 \) are called positively oriented when \( \det(\partial X^A/\partial Z^j) > 0 \).
where \( x = \phi(X, t) \) and \( \frac{\partial(\phi_1, \ldots, \phi^n)}{\partial(X^1, \ldots, X^n)} = \det\left(\frac{\partial\phi^a}{\partial X^a}\right) \).

**Proof** Using Cartesian coordinates, we get

\[
J(X, t) = \det\left(\frac{\partial\phi^i}{\partial Z^j}\right) = \det\left(\begin{bmatrix} \frac{\partial \phi^1}{\partial X^a} & \frac{\partial \phi^2}{\partial X^a} & \cdots & \frac{\partial \phi^n}{\partial X^a} \\ \frac{\partial z^i}{\partial x^a} & \frac{\partial z^j}{\partial x^a} & \cdots & \frac{\partial z^n}{\partial x^a} \end{bmatrix} \right) = \det\left(\frac{\partial \phi^a}{\partial x^a}\right) \det\left(\frac{\partial z^i}{\partial x^a}\right) \det\left(\frac{\partial X^a}{\partial x^a}\right).
\]

But

\[
\det(g_{ab}) = \det\left(\frac{\partial z^i}{\partial x^a} \frac{\partial z^j}{\partial x^b} \delta_{ij}\right) = \left[\det\left(\frac{\partial z^i}{\partial x^a}\right)\right]^2,
\]

with a similar formula for \( \det(G_{AB}) \). Hence the result follows.

**Warning.** \( J \) is a scalar function, invariant under coordinate transformations. Note that \( J \neq \det(F^a_A) \); the quantity \( \det(F^a_A) \) picks up determinant factors under coordinate changes and is sometimes called a "modular" tensor. The factor \( \left(\frac{\det g_{ab}}{\det G_{AB}}\right)^{1/2} \) in the formula for \( J \) corrects this, so \( J \) is a scalar.

For what follows, we shall need to note that \( J(X, t) > 0 \). Indeed, \( J(X, 0) = 1 \), and since \( \phi_i \) is regular, \( J(X, t) \neq 0 \). Hence \( J(X, t) \) is positive by the intermediate value theorem.

**5.4 Proposition**

\[
\frac{\partial J}{\partial t} = (\text{div } v)J = (v^a_{\, a})J.
\]

**Proof** We shall prove this by a direct calculation. For a proof without coordinates, see Section 1.7. The reader can easily prove the following fact from matrix algebra: if \( (a_{ij}(t)) \) is a time-dependent matrix, then

\[
\frac{d}{dt}\det(a_{ij}(t)) = \frac{da_{ij}}{dt}(\text{Cof})^{ij}
\]

(sum on both \( i \) and \( j \)), where \( (\text{Cof})^{ij} \) is the \((i, j)\)th cofactor of \( (a_{ij}) \). Therefore,

\[
\frac{\partial}{\partial t} J(X, t) = \left(\frac{\partial}{\partial t} \left(\frac{\partial \phi^a}{\partial X^A}(\text{Cof})^A_a\right)\right) \sqrt{\det g_{cd}} \frac{\partial \phi^a}{\partial G_{CD}} + \frac{\partial(\phi_1, \ldots, \phi^n)}{\partial(X^1, \ldots, X^n)} \frac{\partial}{\partial t} \sqrt{\det g_{cd}} G_{CD}
\]

\[
= \frac{\partial v^a}{\partial X^b} \frac{\partial \phi^b}{\partial X^A} (\text{Cof})^A_a \sqrt{\det g_{cd}} \frac{\partial}{\partial G_{CD}} + \frac{\partial(\phi_1, \ldots, \phi^n)}{\partial(X^1, \ldots, X^n)} \frac{1}{\sqrt{\det G_{CD}}} \frac{\partial}{\partial x^a} \left(\sqrt{\det g_{cd}} v^a\right).
\]

The first sum is a sum of determinants with the \( a \)th row of \( \frac{\partial \phi^a}{\partial X^4} \) replaced by \( (\partial v^a/\partial x^b)(\partial \phi^b/\partial X^4) \). Since repeated rows yield a zero determinant, only the term with \( b = a \) survives. Thus
\[
\frac{\partial}{\partial t} J(X, t) = \frac{\partial v^a}{\partial x^a} J(X, t) + J(X, t) \frac{1}{\sqrt{\det g_{cd}}} \frac{\partial}{\partial x^a} (\sqrt{\det g_{cd}} v^a)
\]

\[
= J(X, t) \frac{1}{\sqrt{\det g_{cd}}} \frac{\partial}{\partial x^a} (\sqrt{\det g_{cd}} v^a)
\]

\[
= J(X, t) v^a |_a.
\]

This proof will be thoroughly understood if the reader will repeat it explicitly for \( \mathbb{R}^3 \), using Cartesian coordinates and the formula

\[
\frac{d}{dt} \begin{vmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{vmatrix} = \begin{vmatrix} \dot{a}_{11} & \dot{a}_{12} & \dot{a}_{13} \\ \dot{a}_{21} & \dot{a}_{22} & \dot{a}_{23} \\ \dot{a}_{31} & \dot{a}_{32} & \dot{a}_{33} \end{vmatrix} + \begin{vmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{vmatrix} \dot{a}_{11} \dot{a}_{12} \dot{a}_{13}.
\]

5.5 Definition A motion \( \phi \) is called volume preserving (also called isochoric or incompressible) if \( \text{volume}[\phi(U)] = \text{volume}[U] \) for every nice region \( U \subset \Omega \).

5.6 Proposition Assume \( \phi \) is a \( C^1 \) regular motion. Then the following are equivalent:

(i) \( \phi \) is volume preserving;

(ii) \( J(X, t) = 1 \); and

(iii) \( \text{div} \ v = 0 \).

Proof (i) is equivalent to (ii) by the change of variables formula, and (ii) is equivalent to (iii) by 5.4 and \( J(X, 0) = 1 \).

Next we use 5.4 to establish the basic equation of continuity. We write \( \rho_{\text{Ref}}(X) = \rho(X, 0) \), the mass density in the reference configuration (assumed to occur at \( t = 0 \)). Recall that \( \dot{\rho} = \partial \rho/\partial t + \rho \text{div} \ v = \partial \rho/\partial t + v[\rho] \) is the material derivative of \( \rho \).

5.7 Theorem Assume \( \phi \) is a \( C^1 \) regular motion and that \( \rho(x, t) \) is a \( C^1 \) function. Then the following are equivalent:

(i) Conservation of Mass;

(ii) \( \rho(x, t) J(X, t) = \rho_{\text{Ref}}(X) \) [where \( x = \phi(X, t) \)]; and

(iii) the equation of continuity,

\[
\dot{\rho} + \rho \text{div} \ v = 0;
\]

that is, \( \frac{\partial \rho}{\partial t} + \text{div}(\rho v) = 0 \).

Proof Assume (i); that is, \( \int_{\phi(U)} \rho(x, t) \, dv = \int_{U} \rho_{\text{Ref}}(X) \, dV \). By the change of variables formula this is equivalent to \( \int_{U} \rho(x, t) J(X, t) \, dV = \int_{U} \rho_{\text{Ref}}(X) \, dV \). Since
\( \mathfrak{U} \) is arbitrary, this is equivalent to (ii). (The proof employs an easy calculus exercise: if \( f(x) \) is a continuous function and \( \int_{\mathfrak{U}} f(x) \, dv = 0 \) for every ball \( \mathfrak{D} \), then \( f = 0 \).) By 5.4, \((\partial/\partial t)(\rho(x, t)J(X, t) = \dot{\rho}J + \rho \dot{J} = \rho \dot{J} + (\rho \text{ div } v)J\), so (ii) is equivalent to (iii).

The process of passing from (i) to (iii) is called localization. In the volume preserving case, the equation of continuity reduces to \( \dot{\rho} = 0 \); that is, \( \rho(x, t) = \rho(X, 0) \).

**Problem 5.1** Omitting the assumption that \( \phi_0 = \text{identity} \), show that 5.7 remains true for some function \( \rho_{\text{Ref}} \) on \( \mathfrak{B} \).

Next we investigate the geometry behind conservation of mass a little further. We want to make \( dv \) and \( dV \), the volume elements on \( \mathfrak{S} \) and \( \mathfrak{B} \), into respectable tensors, \( dv \) and \( dV \) respectively.

**Warning.** These notations should not be confused with the spatial and material velocities.

**5.8 Definition** The **volume form**, regarded as an antisymmetric \( \begin{pmatrix} 0 \\ n \end{pmatrix} \) tensor, is defined by \( dv(w_1, \ldots, w_n) = \sqrt{\det \langle w_i, w_j \rangle} \) for \( w_1, \ldots, w_n \) positively oriented; that is, \( \det \langle w_i, w_j \rangle > 0 \) and is extended to all \( w_1, \ldots, w_n \) by skew symmetry and multilinearity.

Recall that the volume of the parallelepiped spanned by \( n \) vectors \( w_1, \ldots, w_n \) in \( \mathbb{R}^n \) is \( \sqrt{\det \langle w_i, w_j \rangle} \). The tensor \( dv \) is completely antisymmetric to reflect the same property of the determinant: it vanishes if any \( w_i = 0 \) and therefore if \( dv \) is to be linear in each \( w_i \), it must change sign if two \( w_i \)'s are interchanged.

In terms of a general (oriented) coordinate system in \( \mathbb{R}^3 \), 5.8 reads

\[
 dv = \sqrt{\det g_{ab}(dx^1 \otimes dx^2 \otimes dx^3)} \text{antisymmetrized} = \sqrt{\det g_{ab}} \, dx^1 \wedge dx^2 \wedge dx^3.
\]

(Section 1.7 elaborates on this notation.)

**5.9 Definition** The **mass form** is defined by \( m = \rho \, dv \) (each of \( m \) and \( \rho \) depends on \((x, t)\)). Also, let \( m_{\text{Ref}} = \rho_{\text{Ref}} \, dV \), the mass form of the reference configuration.

Using the mass form we can express conservation of mass entirely in terms of pull-backs.

**5.10 Proposition** Conservation of mass is equivalent to

\[
\phi^* m = m_{\text{Ref}}.
\]

**Proof** \( \phi^* m = \phi^*(\rho \, dv) = (\rho \circ \phi)^\star dv \). (The pull-back of a product is the product of the pull-backs.) We claim that \( \phi^* dv = J \, dV \), from which it follows
that \( \phi^*m = m_{\text{Ref}} \) is equivalent to \( \rho(x, t)J(X, t) = \rho_{\text{Ref}}(X) \)—that is, conservation of mass. To prove the claim we use the definitions of pull-back and \( dv \):

\[
(\phi^*dv)(W_1, W_2, W_3) = dv(D\phi_t \cdot W_1, D\phi_t \cdot W_2, D\phi_t \cdot W_3)
\]

\[
= \left[ \det \left( \frac{\partial \phi^a}{\partial X^i} W^b_i \right) \right]^{1/2}
\]

\[
= \sqrt{\det g_{ab}} \frac{\partial (\phi^1, \phi^2, \phi^3)}{\partial (X^1, X^2, X^3)} \sqrt{\frac{\det(G_{AB} W^A_i W^B_j)}{\det(G_{AB})}}
\]

\[
= J(t, X) \, dV(W_1, W_2, W_3).
\]

These ideas are concisely treated using differential forms and the Lie derivative in Section 1.7.

**Problem 5.2** Write out the equation of continuity in spherical coordinates in \( \mathbb{R}^3 \).

---

**Box 5.1 Conservation of Mass for Shells and the Second Fundamental Form\(^{24} \)**

The expressions for \( dv \) and \( dV \) make sense on an arbitrary Riemannian manifold as does the definition of conservation of mass. The equivalence with \( \rho J = \rho_{\text{Ref}} \) and \( \phi^*m = m_{\text{Ref}} \) remains valid. However, the equation of continuity requires revision; indeed, it does not make sense as stated, since \( \text{div} \, v \) is not always defined. In fact, \( v \) is a vector tangent to \( \mathcal{S} \) defined at points of \( \phi_t(\mathcal{B}) \), so if \( \mathcal{B} \) and \( \mathcal{S} \) have different dimensions, \( \text{div} \, v \) does not make sense.

By definition, a *shell* is a body \( \mathcal{B} \) that is a two-manifold in \( \mathbb{R}^3 = \mathcal{S} \). Physically, it is a sheet whose thickness is being ignored. The correct form of the equation of continuity depends on the second fundamental form of an embedded hypersurface (in our case, the shell), so we consider first some relevant geometry.

**5.11 Definition** Let \( \mathcal{M} \) and \( \mathcal{N} \) be Riemannian manifolds, \( \mathcal{M} \subset \mathcal{N} \) with \( \dim \mathcal{N} = \dim \mathcal{M} + 1 \). The Riemannian structure on \( \mathcal{M} \) is assumed to equal that obtained from \( \mathcal{N} \). The *second fundamental form* of \( \mathcal{M} \) is the \( \left( \begin{array}{c} 0 \\ 2 \end{array} \right) \) tensor \( k \) on \( \mathcal{M} \) such that

\[
k(W_1, W_2) = \langle \nabla_{W_1} n, W_2 \rangle_x,
\]

---

\(^{24}\)The standard reference for shells is Naghdi [1972].
where ∇ is the covariant derivative on $\mathcal{M}$, $W_1, W_2 \in T_x\mathcal{M}$, and $n$ is the unit outward normal of $\mathcal{M}$. (We assume $\mathcal{M}$ is oriented; that is, it has a well defined "outward" normal.)

5.12 Proposition  We have

(i) $k(W_1, W_2) = -\langle \nabla_{W_1} W_2, n \rangle$, (Weingarten equation)

(ii) $k$ is a symmetric tensor, and

(iii) in coordinates $(x^1, \ldots, x^{n+1})$ for which $x^{n+1}$ is the outward normal direction to $\mathcal{M}$, and such that $e_{n+1} = n$,

$$k_{ab} = -\gamma^a_{ab} = \frac{1}{2} \frac{\partial g_{ab}}{\partial x^{n+1}} (1 \leq a, b \leq n).$$

Proof  (i) Since $W_2$ is parallel to $\mathcal{M}$, $\langle W_2, n \rangle = 0$. Hence

$$0 = \nabla_{W_1} \langle W_2, n \rangle = \langle \nabla_{W_1} W_2, n \rangle + \langle W_2, \nabla_{W_1} n \rangle.$$

(ii) follows from (iii), so we prove (iii); indeed, by (i),

$$k_{ab} = -\langle \nabla_{e_a} e_b, n \rangle = -\gamma^c_{ab} \delta^a_{n+1} = -\gamma^a_{ab}.$$

Using the explicit formula for $\gamma^a_{bc}$ in terms of $g_{ab}$ (see the proof of 4.24 or 3.29) yields the last equality.

For a surface in space, $\kappa = \text{tr} k$, the trace of $k$, is called the mean curvature (sum of the principal curvatures; the eigenvalues of $k$) and $\det k$ (product of the principal curvatures) is called the Gaussian curvature. [Aside: The second fundamental form provides the link between the connections and curvatures on $\mathcal{M}$ and $\mathcal{N}$, through the Gauss–Codazzi equations:

(i) $(\mathcal{M}) R_{abcd} = (\mathcal{N}) R_{abcd} + k_{bd} k_{ac} - k_{ad} k_{bc} (1 \leq a, b, c, d \leq n),$

(ii) $(\mathcal{M}) \nabla_{W_1} W_2 - (\mathcal{N}) \nabla_{W_1} W_2 = -k(W_1, W_2)n.$

These are not hard to prove: for these and related formulas, see any book in Riemannian geometry, such as Yano [1970].]

Now we return to our main concern—conservation of mass. As in 5.7, the equation of continuity boils down to a computation of $\partial J/\partial t$. The definition of $J$ in general is $J dV = \phi^* dv$, where $dv$ is the volume element on $\phi_*(\mathcal{B})$; 5.3 remains valid. Also, $\phi^* dv =$ volume element of $(\phi^* g = C^i)$ from the definition of pull-back and 5.8. Write $\mu(\phi^* g)$ for the volume element of $\phi^* g$. By the computation in 5.4,

$$\frac{d}{dt} \det(g_{ab}(t)) = \text{tr} \left( \frac{\partial g_{ab}}{\partial t} \right) \det(g_{ab}).$$

Thus

$$\frac{\partial J}{\partial t} dV = \frac{1}{2} \mu(\phi^* g) \text{tr} \left( \frac{\partial}{\partial t} \phi_i^* g \right) = \frac{1}{2} \text{tr} \left( \frac{\partial}{\partial t} \phi_i^* g \right) \phi^* dv.$$
This calculation proves the following abstract result:

5.13 Proposition Let \( \mathcal{B} \) and \( \mathcal{S} \) be general Riemannian manifolds and \( \phi_t \) an embedded \( C^1 \) motion of \( \mathcal{B} \) in \( \mathcal{S} \). Then

\[
\frac{\partial J}{\partial t} = \frac{1}{2} \text{tr}_c \left( \frac{\partial}{\partial t} \phi_t^* g \right) J = D_{AB} B^A B^B,
\]

where the trace is taken using the metric \( \phi_t^* g \) and \( B^A = (C^i)^{-1} \).

To apply this to shells, let \( v \) be the spatial velocity and \( n \) the unit normal. Decompose \( v \) into a component parallel to \( \phi_t(\mathcal{B}) \) and a component normal to it (see Figure 1.5.1):

\[
v = v_i + v_n n.
\]

![Figure 1.5.1](image)

We must compute \( (\partial/\partial t)\phi_t^* g \), that is, \( (\partial/\partial t)C_{AB} \). Write \( 2D^i = (\partial/\partial t)\phi_t^* g \) as before.

5.14 Proposition For shells, the rate of deformation tensor is

\[
2D^i = \phi_t^* ((\nabla v_i) + [(\nabla v_i)]^T + 2v_n k),
\]

that is,

\[
2D_{AB} = (v_a^b + v_b^a) \frac{F^a}{F^b} F^b_A F^b_B + 2v_n k_{ab} F^a_A F^b_B,
\]

where \( k \) is the second fundamental form.

Proof \( C_{AB} = g_{ab} F^a_A F^b_B \), so, as in 3.28,

\[
2D_{AB} = \left( \frac{\partial g_{ab}}{\partial x^c} v^c + g_{cb} \frac{\partial v^c}{\partial x^a} + g_{ac} \frac{\partial v^c}{\partial x^b} \right) F^a_A F^b_B
\]

\[
= (v_a^b + v_b^a) F^a_A F^b_B.
\]
But \( \nabla v = \nabla (v_1 + v_n n) = \nabla v_1 + \nabla v_n \otimes n + v_n \nabla n \). The covariant derivative here is on \( S \). Since \( n \) is orthogonal to \( \phi_t(\mathcal{B}) \), the second term pulls back to zero. Since \( (\nabla n)^i = k \), and \( k \) is symmetric, we get the result. 

We shall write \( \tilde{\nabla} \) for the covariant derivative on \( \phi_t(\mathcal{B}) \) to avoid confusion with the covariant derivative \( \nabla \) on \( S \). However, \( \nabla v_1 \) and \( \tilde{\nabla} v_1 \) differ by \( k(v_1, \cdot)n \), which is normal to \( \phi_t(\mathcal{B}) \) and hence has zero pull-back to \( \mathcal{B} \). Thus \( \phi_t^{*}(\nabla v_1) = \phi_t^{*}(\tilde{\nabla} v_1) \). Since the divergence of \( v_1 \) on \( \phi_t(\mathcal{B}) \) is given by \( \text{div} v_1 = \text{tr}(\tilde{\nabla} v_1) \), 5.14 yields

\[
\text{tr}_C D = \phi_t^{*}(\text{div} v_1) + \phi_t^{*}(v_n \text{ tr } k) = (\text{div} v_1) \circ \phi_t + (v_n \text{ tr } k) \circ \phi_t.
\]

Substituting in 5.13 using \( \rho J = \rho \text{Ref} \) gives the following:

**5.15 Theorem** Conservation of mass for shells is equivalent to the equation of continuity for shells:

\[
\dot{\rho} + \rho \, \text{div} \, v_1 + \rho v_n \, \text{tr } k = 0
\]

where \( \dot{\rho} = \partial \rho / \partial t + \nabla \rho \cdot v \), \( k \) is the second fundamental form of the surface \( \phi_t(\mathcal{B}) \), and \( \text{tr } k \) is its mean curvature.

**Problem 5.3** Suppose \( \phi_t(\mathcal{B}) \) is a sphere in \( \mathbb{R}^3 \) with radius \( r(t) \). Given \( \rho_{\text{Ref}} \), derive a formula for \( \rho(x, t) \) by elementary considerations. Verify that 5.15 holds by explicitly computing \( k \) for a sphere of radius \( r(t) \).

*Ans:* \( k_{ab} = \begin{bmatrix} r & 0 \\ 0 & r \sin^2 \phi \end{bmatrix} \) in spherical coordinates.

**Problem 5.4** Derive the equation of continuity for a wire—that is, when \( \mathcal{B} \subset \mathbb{R}^3 \) is a 1-manifold. You will need the Frenet formulas from a geometry text.

**Problem 5.5** If \( \mathcal{B} \subset S \) is open, but the metric on \( S \) is time dependent, show that the equation of continuity becomes

\[
\dot{\rho} + \rho \, \text{div} \, v + \frac{1}{2} \text{tr}(\frac{\partial g}{\partial t}) = 0.
\]

**Box 5.2 Summary of Important Formulas for Section 1.5**

**Conservation of Mass for Simple Bodies**

\[
\frac{d}{dt} \int_{\phi_t(U)} \rho(x, t) \, dv = 0 \quad (U \subset \mathcal{B})
\]
**Jacobian** $J(X, t)$
\[ \phi^* dv = J dV \]

**Volume Element**
\[ dv(w_1, \ldots, w_n) = \sqrt{\det(g_{ij})} dx^1 \wedge \ldots \wedge dx^n \]

**Mass Form**
\[ m = \rho \, dv \]

**Conservation of Mass**
\[ \phi^* m = m_{\text{Ref}} \]

**Rate of Change of Jacobian**

- **Simple Bodies:**
  \[ \frac{\partial J}{\partial t} = (\nabla \phi)J \]

- **Shells:**
  \[ \frac{\partial J}{\partial t} = \frac{1}{2} \text{tr} \left( \frac{\partial}{\partial t} \phi^* g \right) J \\
  = (\nabla v + v_n \text{tr} k) J \\
  v = v_1 + v_n n \]

**Second Fundamental Form:**
\[ k(W_1, W_2) = \langle \nabla_{W_1} n, W_2 \rangle \\
= -\langle \nabla_{W_2} W_1, n \rangle \]

**Equation of Continuity**

- **Simple Bodies:**
  \[ \dot{\rho} + \rho \, \nabla \phi = 0 \]

- **Shells:**
  \[ \dot{\rho} + \rho(\nabla v + v_n \text{tr} k) = 0 \]

---

1.6 FLOWS AND LIE DERIVATIVES

We shall begin by defining the notion of a tangent vector to a curve $c$ within the context of manifold theory. Heretofore the tangent has been denoted $dc/dt$. Strictly speaking, this is not an appropriate notation for a tangent vector in a
manifold since it omits the base point of the vector. If $\mathcal{S}$ is an $n$-dimensional differentiable manifold and $c: \mathcal{S} \rightarrow \mathcal{S}$ is a smooth curve, where $\mathcal{S}$ is an open interval of the real line, then in a coordinate chart $\{x^a\}$, $dc/dt = (dc^1/dt, \ldots, dc^n/dt)$, the "vector part" of the tangent vector. To develop the appropriate notion of tangent vector we apply the tangent map $T$ to $c$. (The interval $\mathcal{S}$ may be viewed as a differentiable manifold and thus $Tc: T\mathcal{S} \rightarrow T\mathcal{S}$.) By definition of the tangent of a map, $Tc(r, s) = (c(r), (dc/dt)(r)s)$, where $(r, s) \in \mathcal{S} \times \mathbb{R} = T\mathcal{S}$ is a tangent vector to $\mathcal{S}$. Since we ultimately want the vector part of the tangent vector to be simply $dc/dt$, we evaluate $Tc$ on the unit vector based at $r$: $Tc(r, 1) = (c(r), (dc/dt)(r))$. Thus $Tc(\cdot, 1): \mathcal{S} \rightarrow T\mathcal{S}$ is what we meant when we discussed the tangent vector to the curve $c$. The use of $dc/dt$ in place of $Tc(\cdot, 1)$ is a frequent abuse of notation in manifold theory, which we shall follow.

6.1 Definition Let $w: \mathcal{U} \rightarrow T\mathcal{S}$ be a vector field, where $\mathcal{U}$ is an open subset of $\mathcal{S}$. A curve $c: \mathcal{S} \rightarrow \mathcal{S}$, where $\mathcal{S}$ is an open interval, is called an integral curve of $w$ if for every $r \in \mathcal{S}$

$$\frac{dc}{dt}(r) = w(c(r)).$$

6.2 Proposition Let $w$ be a $C^k$ vector field on $\mathcal{U}$ (open in $\mathcal{S}$), where $k \geq 1$. Then for each $x \in \mathcal{U}$ there exists an $\varepsilon > 0$ and a $C^{k+1}$ integral curve $c_x$ of $w$ defined on $(-\varepsilon, \varepsilon)$ such that $c_x(0) = x$. Furthermore, $c_x$ is unique in the sense that if $\bar{c}_x$ satisfies the same conditions, but is defined on an interval $(-\varepsilon, \varepsilon)$ ($\varepsilon > 0$), then $c_x = \bar{c}_x$ on the intersection of the intervals.

Proof Let $\{x^a\}$ be a coordinate system about a point $p \in \mathcal{S}$. Then $c_x^a = x^a(c(r))$, so by the chain rule,

$$\frac{dc_x^a}{dt}(r) = dx^a(Tc_x(r, 1)) = dx^a(w(c_x(r))) = w^a(c_x(r)),$$

for each $r \in (-\varepsilon, \varepsilon)$. Also, $c_x^a(0) = x^a(c_x(0)) = x^a(p)$. This is a system of $n$ ordinary differential equations with given initial conditions. Since $w$ is $C^k$, so are the $w^a$'s (this is what $w$ being $C^k$ means), and thus by the fundamental existence theorem of ordinary differential equations, there exist $C^{k+1}$ functions $c_x^a$ satisfying the differential equations and initial conditions. These functions are unique in the sense spelled out in the hypotheses.

6.3 Generalization If $w$ depends upon the "time variable" $r$ itself—that is, if $w: \mathcal{U} \times (-\varepsilon, \varepsilon) \rightarrow T\mathcal{S}$—we define an integral curve by

$$\frac{dc}{dt} = w(c(t), t).$$

---

25See any of the standard references on analysis or ordinary differential equations, for example, Marsden [1974a] or Hartman [1973].
If \( w \) depends upon \( t \) in a \( C^k \) manner, then the conclusions of the previous proposition still hold.

6.4 Example Let \( v : \phi_1(\mathcal{B}) \times (-\epsilon, \epsilon) \rightarrow T\mathcal{S} \) denote the spatial (Eulerian) velocity vector field of a regular motion \( \phi_0 \), with \( \phi_0 = \text{identity} \). An integral curve of \( v \) through \( X \in \mathcal{B} \subset \mathcal{S} \) is given by the motion; that is, \( \phi_x(t) \) is an integral curve of \( v \):

\[
\frac{d\phi_x}{dt} = T\phi_x(t, 1) = \left( \phi_x(t), \frac{d}{dt} \phi_x(t) \right) = v(\phi_x(t), t)
\]

and \( \phi_x(0) = X \).

6.5 Definition Let \( w : \mathcal{S} \times \mathcal{S} \rightarrow T\mathcal{S} \) be a \( C^k \) vector field with \( \mathcal{S} \) and \( \mathcal{S} \) as before. The collection of maps \( \psi_{t,s} \) such that for each \( s \) and \( x \), \( t \mapsto \psi_{t,s}(x) \) is an integral curve of \( w \) and \( \psi_{s,s}(x) = x \) is called the flow or evolution operator of \( w \).

The flow may be thought of as the totality of integral curves of \( w \). The basic existence theory implies that the flow of a \( C^k \) vector field is jointly \( C^k \) where defined. Normally one takes \( \psi_{r,s}(x) \) to mean the maximally extended flow—that is, with the largest domain possible.

6.6 Example Let \( v \) be the spatial velocity vector field of a motion \( \phi_0 \). Then the collection \( \{ \phi_{t,s} | \phi_{t,s} = \phi_t \circ \phi_s^{-1} : \phi_1(\mathcal{B}) \rightarrow \phi_1(\mathcal{B}) \} \) is the flow of \( v \). It is clear from this definition that \( \phi_{t,s} \circ \phi_{s,r} = \phi_{t,r} \) and that \( \phi_{t,t} = \text{identity} \), for all \( r, s, t \in \mathbb{R} \) for which the flow is defined. These are properties of flows in general that may be verified using uniqueness of integral curves.

6.7 Remark If the vector field \( w \) is time independent, then \( \psi_{t,s} \) depends only on the difference \( t - s \). In this case, one writes \( \psi_{t-s} = \psi_{t,s} \), and the flow constitutes a local one-parameter group—that is, \( \psi_{t} \circ \psi_{s} = \psi_{t+s} \).

The tangent map of \( \psi_{t,s} \) is defined in the usual way, as are the push-forward and pull-back induced by \( \psi_{t,s} \), by merely holding \( t \) and \( s \) fixed and regarding \( \psi_{t,s} \) as a mapping of \( \mathcal{S} \) to \( \mathcal{S} \).

6.8 Definition Let \( w \) be a \( C^1 \) (time-dependent) vector field on \( \mathcal{S} \) and let \( \psi_{t,s} \) denote its flow. If \( t \) is a \( C^1 \) (possibly time-dependent) tensor field on \( \mathcal{S} \), then the Lie derivative\(^{26}\) of \( t \) with respect to \( w \) is defined by

\[
L_w t = \left( \frac{d}{dt} \psi_{t,s}^* t_s \right)_{s=t}.
\]

\(^{26}\)The first uses of the Lie derivative in mechanics that we know of are Cartan [1922] and Siebodzinski [1931]. In continuum mechanics the first comprehensive reference we know of is Guo Zhong-Heng [1963].
If we hold \( t \) fixed in \( t_0 \), we obtain the **autonomous Lie derivative**:

\[
\mathcal{L}_w t = \frac{d}{dt} (\psi_{t,s}^* t_s) \bigg|_{t=s}.
\]

Thus \( L_w t = \partial t/\partial t + \mathcal{L}_w t \).

**6.9 Remark** Note that the Lie derivative does not depend on a metric or a connection on \( S \).

The differentiation \( d/dt \) in the definition of the Lie derivative makes sense since for \( s \) fixed, the pull-back of \( t \) is a curve of tensors in a fixed linear space.

Before enumerating general properties of the Lie derivative, we compute it in coordinates for a few simple cases.

**6.10 Examples**

(1) Consider the Lie derivative of a function \( f \) on \( S \). In this case, \( (\psi_{t,s}^* f)(x) = f(\psi_{t,s}(x), t) \), and, therefore,

\[
(L_w f)(x, t) = \left( \frac{\partial f}{\partial t}(\psi_{t,s}(x), t) + \frac{\partial f}{\partial x^a}(\psi_{t,s}(x), t) \frac{\partial \psi_{t,s}^a}{\partial t}(x) \right) \bigg|_{t=s}.
\]

Since \( \psi_{t,s}(x) = \psi_x(s) = x \) and \( \frac{\partial \psi_{t,s}^a}{\partial t}(x) = \frac{d}{dt} \psi_x^a(t) = w^a(\psi_x(t), t) \), we have

\[
(L_w f)(x, t) = \frac{\partial f}{\partial t}(x, t) + \frac{\partial f}{\partial x^a}(x, t) w^a(x, t),
\]

that is, \( L_w f = \partial f/\partial t + w[f] \).

(2) Let \( \alpha \) be a one-form. Then

\[
(\psi_{t,s}^* \alpha)(x) = \alpha(\psi_{t,s}(x), t) \frac{\partial \psi_{t,s}^a}{\partial x^b}(x) \epsilon^b(x).
\]

Thus

\[
(L_w \alpha)(x, t) = \left[ \left( \frac{\partial}{\partial t} \alpha_a + \frac{\partial \alpha_a}{\partial x^a} \frac{\partial \psi_{t,s}^a}{\partial t} \right) \frac{\partial \psi_{t,s}^a}{\partial x^b} + \frac{\partial w^a}{\partial x^b} \frac{\partial \psi_{t,s}^a}{\partial t} \right] \epsilon^b.
\]

Note that from \( \psi_{t,s}(x) = x \), we have \( (\partial \psi_{t,s}^a/\partial x^b)(x) = (\partial x^a/\partial x^b)(x) = \delta_a^b \).

We also need to note that if \( w \) is a \( C^1 \) vector field,

\[
\frac{\partial^2 \psi_{t,s}^a}{\partial t \partial x^b} = \frac{\partial}{\partial x^b} \frac{\partial \psi_{t,s}^a}{\partial t} = \frac{\partial w^a}{\partial x^b}.
\]

[This uses a general fact: if \( f(x, y) \) is a \( C^1 \) function of two variables and \( \partial f/\partial x \) is also \( C^1 \), then the mixed partial derivatives exist and commute, and \( \partial^2 f/\partial x \partial y \) is continuous.\(^{27}\)] Combining these results enables us to write

\[
L_w \alpha = \left( \frac{\partial \alpha_a}{\partial t} + \frac{\partial \alpha_a}{\partial x^b} w^b + \alpha_b \frac{\partial w^b}{\partial x^a} \right) \epsilon^a.
\]

Note that throughout, the basis one-form \( \epsilon^a \) is fixed at \( x \) and thus is un-

---

\(^{27}\)For a proof, see, for example, Apostol [1974].
affected by the differentiation. (This is another way of understanding that a metric structure of $\mathbb{S}$ is not involved in the notion of Lie derivative.) Also observe that $L_w \alpha$ depends on the values of $\omega$ in a neighborhood of the point in question since $L_w \alpha$ involves partial derivatives of the components of $\omega$. This is to be contrasted with covariant differentiation, for which $\nabla_w \alpha$ depends solely on the value of $\omega$ at the point in question.

3. Finally, we consider the case of a vector field $v$. Here

$$(\psi_t^* v_t)(x) = v^a(\psi_t^*(x), t) \frac{\partial(\psi_t^{-1})^b}{\partial x^a}(\psi_t^*(x)) e_b(x).$$

To compute the Lie derivative we use the formula

$$\frac{\partial}{\partial t} \left( \frac{\partial(\psi_t^{-1})^b}{\partial x^a}(\psi_t^*(x)) \right) \bigg|_{t = s} = -\frac{\partial \omega^b}{\partial x^a}$$

which is obtained in the same way as computing the derivative of the inverse of a matrix depending upon a parameter. Thus

$$L_w v = \left( \frac{\partial v^a}{\partial t} + \frac{\partial v^a}{\partial x^b} W^b - v^b \frac{\partial W^a}{\partial x^b} \right) e_a$$
or, in coordinate-free notation,

$$L_w v = \frac{\partial v}{\partial t} + [w, v]$$

where $[ , ]$ is the Lie bracket of vector fields (see Section 1.2).

A general coordinate expression can be given for the Lie derivative of a tensor of arbitrary type, namely,

$$(L_w t)^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g = \frac{\partial}{\partial t} t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g + \frac{\partial}{\partial x^e} t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g W^e$$

$$- t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g \frac{\partial W^a}{\partial x^e} - \text{(all upper indices)}$$

$$+ t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g \frac{\partial W^a}{\partial x^d} + \text{(all lower indices)}.$$

This follows by using the computations in the preceding example applied to each index.

The following proposition enables us to express the Lie derivative in terms of the covariant derivative.

6.11 Proposition For a torsion-free connection the partial derivatives of the preceding general formula may be replaced by covariance derivatives; that is,

$$(L_w t)^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g = \frac{\partial}{\partial t} t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g + t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g W^e$$

$$- t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g W^a_{1g} - \text{(all upper indices)}$$

$$+ t^{a_1 \cdots a_k b_1 \cdots b_l c_1 \cdots c_m d_1 \cdots d_n}_e f g W^a_{1d} + \text{(all lower indices)}.$$
Recall that the torsion, Tor, of a connection $\nabla$ is the $(0, 2)$ tensor defined by $\text{Tor}(v, w) = \nabla_v w - \nabla_w v - [v, w]$. Torsion-free simply means that $\text{Tor} = 0$, from which it follows that the Christoffel symbols $\gamma^a_{bc}$ are symmetric; that is, $\gamma^a_{bc} = \gamma^a_{cb}$. With this fact the proof of the proposition is a simple manipulative exercise, which we omit.

6.12 Corollary  (i) Let $v$ be the spatial velocity vector field of a motion $\phi$, and $g$ denote a Riemannian metric on $\mathcal{S}$. Then $\frac{1}{2} L_v g = d$, the spatial rate-of-deformation tensor.

(ii) Let $f$ be a function on $\mathcal{S}$. Then the material derivative is $\dot{f} = L_v f$. In particular, $L_v J = \dot{J} = (\text{div } v)J$, where $J$ is the Jacobian.

Proof  From the general formula of Proposition 6.11,

$$ (L_v g)_{ab} = \frac{\partial g_{ab}}{\partial t} + g_{ab1c} v^c + g_{cb} v^c_{ia} + g_{ac} v^c_{ib}. $$

(The vertical bar is understood to signify covariant differentiation with respect to the Riemannian connection.) Since $g_{abl,c} = 0$, we have $(L_v g)_{ab} = v_{bia} + v_{alb}$, from which the result (i) is immediate; (ii) follows similarly.

6.13 Proposition  Let $\mu = \mu(g)$ denote the volume form of $g$ on $\mathcal{S}$. [Recall that $\mu(g) = (\det g_{ab})^{1/2} dx^1 \wedge dx^2 \wedge \cdots \wedge dx^n$, where the wedge notation refers to the skew symmetrization of $dx^1 \otimes dx^2 \otimes \cdots \otimes dx^n$.] Then $\nabla_v \mu = 0$ and $L_v \mu = (\text{div } v)\mu$.

This proposition is another way of formulating $J = (\text{div } v)J$. We return to this point and give more details in Section 1.7.

We now enumerate some general properties of the Lie derivative.

6.14 Proposition  

(i) If $w$ and $t$ are $C^k$ ($k \geq 1$), then $L_w t$ is a $C^{k-1}$ tensor field of the same type as $t$.

(ii) Symmetries and skew symmetries of $t$ are also possessed by $L_w t$.

(iii) Let $t_1$ and $t_2$ be tensor fields of the same type. Then $L_w (t_1 + t_2) = L_w t_1 + L_w t_2$.

(iv) $L_w$ is a derivation: $L_w (t_1 \otimes t_2) = L_w t_1 \otimes t_2 + t_1 \otimes L_w t_2$.

(v) Let $w_1$ and $w_2$ be vector fields. Then $\mathcal{L}_{w_1 + w_2} = \mathcal{L}_{w_1} + \mathcal{L}_{w_2}$.

(vi) $L_w$ commutes with contractions.

(vii) $L_w w = 0$. More generally, if $w$ is a $C^2$ function and $w_1$ a general tensor with the same type as $w$, then $L_w w_1 = \mathcal{L}_{w} w_1$.

(viii) Let $f$ be a $C^2$ function and let $df$ denote the differential of $f$; that is, $df = (df/\partial x^a) dx^a$. Then $L_w df = d(L_w f)$.

(ix) If $t$ is a general tensor and $\psi$ is a diffeomorphism, then $\psi^* (\mathcal{L}_t \psi) = \mathcal{L}_{\psi^* t} (\psi^* \psi)$.

(x) The following holds: $(d/\partial t)(\psi^* t) = \psi^* (d(\psi t))$. 
The proofs are relatively simple verifications, using the definitions or coordinate formulas, so we leave them as exercises.

6.15 Definition A map \( \psi : \mathbb{S} \to \mathbb{S} \) is called an isometry of a metric \( g \), if \( \psi^*g = g \). A vector field \( w \) is a Killing vector field\(^{28}\) (or infinitesimal isometry) if each map \( \psi_{t,s} \) of the flow of \( w \) is an isometry is \( \mathbb{S} \).

6.16 Proposition If \( w \) is a Killing vector field, then \( L_w g = 0 \), and conversely.
Proof If \( w \) is a Killing field, then
\[
L_w g = \left( \frac{d}{dt} \psi_{t,s} g \right) \bigg|_{t=s} = 0
\]
since \( \psi_{t,s} \) is an isometry. The converse follows from 6.14(x).

6.17 Remark A Killing vector field \( w \) therefore satisfies Killing's Equation
\[
w_{ab} + w_{ba} = 0
\]
(its covariant derivative is skew symmetric).

Problem 6.1 Let \( \mathbb{S} = \mathbb{R}^3 \) with the usual metric. Show that \( \mathbb{S} \) possesses six linearly independent Killing vector fields: namely, \( \partial/\partial z^i \) \((i = 1, 2, 3)\) and \( z^i \partial/\partial z^j - z^j \partial/\partial z^i \) \((i, j = 1, 2, 3; \ i \neq j)\). Show that the most general form of a time-dependent isometry corresponding to these Killing vectors is
\[
\psi^i(x) = c^i(t) + Q^i_j(t)z^j(x),
\]
where the \( c^i \)'s are components of a \( C^\infty \) curve \( c : \mathbb{R} \to \mathbb{S} \) and the \( Q^i_j \)'s are the components of a \( C^\infty \) curve of orthogonal matrices.

Problem 6.2 Consider the vector fields \( t = x^i - xy^j \) and \( w = x^2 i - y^j \) in the plane. Calculate \( L_w t \) using 6.11. Also calculate the flow of \( w \) explicitly and verify that Definition 6.8 holds.

Problem 6.3 Define \( \mathcal{L}_w V \) for a connection \( V \) [see Problem 4.8(iii)]. Show that \( \mathcal{L}_w V = \nabla \nabla w + w \cdot R \); that is, \( (\mathcal{L}_w V)^a_{bc} = w^a_{lb} + w^d R^a_{dbc} \). (This can be used as a basis for the introduction of curvature.)

---

Box 6.1 Objective Rates: An Application of Lie Derivatives

The subject of objective rates has been a controversial one in continuum mechanics. All so-called objective rates of second-order tensors are in fact Lie derivatives. Observe in the following formulas that the operations of raising and lowering indices—which commute

\(^{28}\)After W. Killing [1892].
with $\partial/\partial t$ and $\nabla$—do not commute with Lie differentiation. This fact is important in understanding this topic. Let $\sigma_1 = \sigma^{ab} e_a \otimes e_b$ be a given tensor field on $\mathcal{S}$ and let $\sigma_2 = \sigma_a^b e^a \otimes e_b$, $\sigma_3 = \sigma^ae_a \otimes e^b$, and $\sigma_4 = \sigma^{ab} e^a \otimes e^b$, denote its associated tensors (e.g., $\sigma^{ab} = g^{ac} \sigma_c^b$, etc.). Then the following relations hold: *

\[
(L_v \sigma_1)^{ab} = \sigma^{ab} - \sigma^{cb} y^a_{\ c} - \sigma^{ac} y^b_{\ c},
\]

\[
g^{ac}(L_v \sigma_2)_b^a = \sigma^{ab} - \sigma^{ad} y^b_{\ d} + \sigma^{db} y^a_{\ d},
\]

\[
(L_v \sigma_3)^{\ c}_a g^{cb} = \sigma^{ab} - \sigma^{db} y^a_{\ d} + \sigma^{ad} y^b_{\ d},
\]

\[
g^{ac}(L_v \sigma_4)_{cd} g^{db} = \sigma^{ab} + \sigma^{cb} y^a_{\ c} + \sigma^{ac} y^b_{\ c},
\]

and

\[
(L_v (\sigma_1 \otimes \mu))^{ab} = ((L_v \sigma_1)^{ab} + \sigma^{ab} \text{div } \nu) \mu
\]

where $\sigma^{ab} = \partial \sigma^{ab}/\partial t + \sigma^{ab} y^c_{\ c}$.

The tensor $L_v \sigma_1$ has been associated with the name Oldroyd (see Oldroyd [1950]) and $L_v (\sigma_1 \otimes \mu)$ with the name Truesdell (see Truesdell [1955a, b]). We see that all of these tensors are different manifestations of the Lie derivative of $\sigma$.

Any linear combination of the preceding formulas also qualifies as an "objective flux"; for example,

\[
\frac{1}{2}((L_v \sigma_3)^{ac} g^{cb} + g^{ac}(L_v \sigma_2)_c^b) = \sigma^{ab} + \sigma^{ad} \omega^b_d - \sigma^{db} \omega^a_d
\]

where $\omega^{ab}$ are associated components of the spin $\omega_{ab} = \frac{1}{2}(\nu_{ab} - \nu_{ba})$. This tensor is associated with the name Jaumann (see Jaumann [1911]).

We note in passing that, like the Lie derivative in general, the right-hand sides may be expressed without using covariant derivatives. For example,

\[
(L_v \sigma_1)^{ab} = \frac{\partial \sigma^{ab}}{\partial t} + \frac{\partial \sigma^{ab}}{\partial x^c} \nu^c - \sigma^{cb} \frac{\partial \nu^a}{\partial x^c} - \sigma^{ac} \frac{\partial \nu^b}{\partial x^c}.
\]

And if $\sigma^{ab} = \sigma^{ba}$, then

\[
(L_v \sigma_1)^{ab} = \frac{\partial \sigma^{ab}}{\partial t} + \frac{\partial \sigma^{ab}}{\partial x^c} \nu^c - 2 \times \text{symmetric part of } \left(\sigma^{ac} \frac{\partial \nu^b}{\partial x^c}\right).
\]

(One seems never to see this in practice, but it could yield savings in numerical computations in that it is unnecessary to compute the Christoffel symbols.)

We conclude this box with a general discussion of what we mean by objective.

6.18 Definition Let $t$ be a tensor field (or tensor density) on a manifold $\mathcal{S}$ and $\psi$ a diffeomorphism of $\mathcal{S}$ to another manifold $\mathcal{S}'$. We say that $t' = \psi^* t$ is the objective transformation of $t$ (i.e., $t$ transforms in the usual way under the map $\psi$).
6.19 Theorem  Let \( \phi \) be a regular motion of \( S \) in \( S' \) with spatial velocity field \( v \). Let \( \xi \) be a motion of \( S \) in \( S' \), and let \( \phi' = \xi \circ \phi \) be the superposed motion of \( S \) in \( S' \).

Let \( t \) be a given time-dependent tensor field on \( S \) and let \( t' = \xi^* t \), that is, transform \( t \) objectively.

Let \( v' \) be the velocity field of \( \phi' \). Then

\[
L_v t' = \xi^* (L_v t).
\]

Thus, "objective tensors (or tensor densities) have objective Lie derivative." This is remarkable since \( v \) itself is not objective as we shall see immediately in the proof.

Proof  We first note that \( v' = w + \xi^* v \) where \( w \) is the spatial velocity of \( \xi \). This follows by differentiating \( \phi'(X) = \xi(\phi(X)) \) in \( t \).

Now we compute

\[
L_v t' = L_{w+\xi^* v}(\xi^* t) = \xi^* (L_v t) + \frac{\partial}{\partial t} (\xi^* t)
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* v(\xi^* t)
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* (\xi t)
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* t
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* t
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* t
\]

\[
= \xi^* (L_v t) + \frac{d}{dt} \xi^* t
\]

\[
= \xi^* (L_v t)
\]

In order to master the proof fully, a coordinate computation may also be done. We do so in case \( t \) is a vector field \( t \). Let \( \{x^a\} \) be coordinates on \( S \), \( \{\xi^a\} \) be coordinates on \( S' \), and write \( \xi^a \) for the coordinates of \( \xi \). From \( \phi^a = \xi^a(\phi(X, t)) \) we get \( v^a = w^a + \frac{\partial^2}{\partial x^a \partial x^b} v^b \). Since \( t^a \) is objective, \( t'^a = \frac{\partial^2}{\partial x^a \partial x^b} t^b \). From our coordinate formulas for the Lie derivative,

\[
(L_v t')^a = \frac{\partial t'^a}{\partial t} + \frac{\partial t'^a}{\partial \xi^b} v' - t'^b \frac{\partial v'^a}{\partial \xi^b}
\]

---

29If the reader prefers, think of \( \xi \) passively as a time-dependent chart of \( S \) so that \( \phi' \) is the same motion viewed at in a different chart (an observer transformation). This is the same idea as representing a matrix as either a linear transformation (active) or as a change of basis (passive). See Box 4.1, Section 1.4.
\[
\frac{\partial}{\partial t} \left( \frac{\partial \xi^\alpha}{\partial x^a} t^a \right) + \frac{\partial}{\partial \xi^\beta} \left( \frac{\partial \xi^\alpha}{\partial x^a} w^\beta \right) = \frac{\partial}{\partial \xi^\beta} \left( w^\alpha + \frac{\partial \xi^\alpha}{\partial x^a} v^b \right)
\]

The second term is there because \( t^a \) has an explicit time dependence through \( \xi_t^{-1} \). All terms cancel except those for \( (\partial \xi^\beta / \partial x^a)(L_v t)^\alpha \)—that is, \( \xi_s(L_v t) \)—so we get the result. The reader may do the same computation for one-forms or two-tensors.

As a corollary, all the “objective fluxes” discussed earlier are objective tensors with this proviso: if the metric tensor \( g_{ab} \) or \( g^{ab} \) appears explicitly on the left hand side and the rates are to transform like tensors with the same \( g_{ab} \) resulting after the transformation, \( \xi \) must be an isometry at the point of interest. In this sense, there are two levels of objectivity, objectivity with respect to diffeomorphisms, and objectivity with respect to isometries. The Oldroyd and Truesdell rates are objective with respect to diffeomorphisms while the remaining rates discussed above are objective with respect to isometries. Rates which are objective with respect to diffeomorphisms are called covariant. This subject of covariance is taken up in Sections 2-4 and 3-3.

**Box 6.2 Summary of Important Formulas for Section 1.6**

**Tangent Vector to a Curve**
\[
c: \mathcal{S} \to \mathcal{S} \\
\frac{dc}{dt} = Tc(t, 1) \in T_{c(t)} \mathcal{S} \\
(\frac{dc}{dt})^a = \frac{dc^a}{dt}
\]

**Integral Curve of \( w \)**
\[
\frac{dc}{dt} = w(c(t)) \\
\frac{dc^a}{dt} = w^a(c^1(t), \ldots, c^n(t)) \\
(a = 1, 2, \ldots, n)
\]

**Flow (Evolution operator) \( \psi_{t,s} \) of \( w \)**
\[
\frac{d\psi_{t,s}}{dt}(x) = w(\psi_{t,s}(x)) \\
\psi_{t,s}(x) = x \\
(\psi_{t,s}(x))^a = c^a(t), \text{ where } c^a \text{ is an integral curve with } c^a(s) = x^a
Flow Associated with a Motion $\phi_t$

$\phi_{t,s} = \phi_t \circ \phi_s^{-1}$ = flow of the spatial velocity $v_t$

**Lie Derivative of a Time-Dependent Tensor $t$**

$L_w t = \frac{\partial t}{\partial t} + \mathcal{L}_w t$

$L_w t = \frac{d}{dt} (\psi_{t,s}^* t_s)_{t=s}$

where $\psi_{t,s}$ is the flow of $w$

$(L_w t)^{ab \cdots c de \cdots f} = \frac{\partial}{\partial t} t^{ab \cdots c de \cdots f} + \frac{\partial}{\partial x^g} t^{ab \cdots c de \cdots f} W^g$

- (all upper indices)
- (all lower indices)

For a vector field, $L_w v = \frac{\partial v}{\partial t} + [w, v] = \frac{\partial v}{\partial t} + (\nabla_w v - v \nabla v)$.

For a differential form $\alpha$, $L_w \alpha = d i_w \alpha + i_w d \alpha$ (see Section 1.7).

**Rate of Deformation Tensor**

$d = \frac{1}{2} L_v g$

$\mathcal{L}_v g = d = \frac{1}{2} L_v g$

**Material Derivative**

$\dot{f} = L_v f$

$\dot{f} = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial x^a} v^a$

**Jacovians and Lie Derivatives**

$L_v J = J = (\text{div } v) J$

$J = \text{Jacobian determinant of } \phi_t$

$L_w (t_1 + t_2) = L_w t_1 + L_w t_2$

$L_w (t_1 \otimes t_2) = L_w t_1 \otimes t_2 + t_1 \otimes L_w t_2$

$L_w df = dL_w f$

$\mathcal{L}_{w_1 + w_2} t = \mathcal{L}_{w_1} t + \mathcal{L}_{w_2} t$

$\psi^* (\mathcal{L}_v t) = \mathcal{L}_{\psi^* v} \psi^* t$

$d (\psi^* t) = \psi^* (L_v t)$

**Killing's Equations**

$L_w g = 0$

$w_{abl} + w_{bla} = 0$
(The flow of \( w \) consists of isometries if and only if Killing’s equations hold.)

**Objective Tensors**

Transformation rule

\[ t' = \xi_* t \]

\[ (t')^\alpha_\beta \cdots _\gamma = \frac{\partial \xi^\alpha}{\partial x^\mu} \cdots \frac{\partial \xi^\gamma}{\partial x^\nu} t^\mu_\beta \cdots _\nu \]

**Lie Derivatives**

\[ L_\xi t' = \xi_* L_\xi t \]

(The Lie derivative of an objective tensor is objective.)

### 1.7 DIFFERENTIAL FORMS AND THE PIOLA TRANSFORMATION

Skew-symmetric covariant tensors are called differential forms. They have a rich algebraic and differential structure with many applications to the physical sciences.\(^{30}\) We shall consider some of these here. One of the principal applications is to the Piola transformation—a fundamental operation relating the material and spatial descriptions of a continuous medium. We shall consider a few other applications as well, to Hamiltonian systems and variational principles; these are treated with more specific reference to continuum mechanics in Chapter 5. We shall also consider volume elements, integration, Stokes’ theorem and Gauss’ theorem in the language of differential forms.

#### 7.1 Definition

A \( k \)-form on a manifold \( \mathcal{M} \) is a \( \left( \begin{array}{c} 0 \\ k \end{array} \right) \) tensor \( \alpha \) on \( \mathcal{M} \) that is skew symmetric; that is, for \( X \in \mathcal{M} \),

\[ \alpha_X: T_X\mathcal{M} \times \cdots \times T_X\mathcal{M} \to \mathbb{R} \]

is a multilinear mapping and

\[ \alpha_X(W_{\pi(1)}, W_{\pi(2)}, \ldots, W_{\pi(k)}) = (\text{sgn } \pi)\alpha_X(W_1, \ldots, W_k) \]

for any \( W_1, \ldots, W_k \in T_X\mathcal{M} \) and any permutation \( \pi \) on \( \{1, \ldots, k\} \), where sgn \( \pi \) is the sign of \( \pi \) (+1 or −1 according to whether \( \pi \) is an even or odd permutation). One also refers to a \( k \)-form as a *differential \( k \)-form* or simply as a *differential form*. We write \( \alpha(X) = \alpha_X \) for the value of \( \alpha \) at \( X \in \mathcal{M} \), and leave off the argument \( X \) when convenient.

In terms of components, skew symmetry means the following: if any two indices of the components \( \alpha_{A_1 \cdots A_k} \) are interchanged, then \( \alpha_{A_1 \cdots A_k} \) changes sign.

---

\(^{30}\)See, for example, Cartan [1922], Gallissot [1958], Flanders [1963], and Abraham and Marsden [1978].
If we skew-symmetrize the tensor product, we get the following basic algebraic operation on differential forms.

7.2 Definition Let $\alpha$ be a $k$-form and $\beta$ an $l$-form. Define the $(k + l)$-form $\alpha \wedge \beta$, called their wedge or exterior product, by

$$
(\alpha \wedge \beta)(W_1, \ldots, W_k, W_{k+1}, \ldots, W_{k+l}) = \frac{1}{k!l!} \sum_{\pi \in S_n} (\text{sgn } \pi) \alpha(W_{\pi(1)}, \ldots, W_{\pi(k)}) \beta(W_{\pi(k+1)}, \ldots, W_{\pi(k+l)}).
$$

There are several possible choices of normalization factor. The one chosen here gives the equivalent formula

$$
(\alpha \wedge \beta)(W_1, \ldots, W_k, W_{k+1}, \ldots, W_{k+l}) = \sum'(\text{sign } \pi) \alpha(W_{\pi(1)}, \ldots, W_{\pi(k)}) \beta(W_{\pi(k+1)}, \ldots, W_{\pi(k+l)}),
$$

where $\sum'$ denotes the sum over permutations satisfying $\pi(1) < \ldots < \pi(k)$ and $\pi(k+1) < \ldots < \pi(k+l)$.

The wedge product $\wedge$ is associative, $\alpha \wedge (\beta \wedge \gamma) = (\alpha \wedge \beta) \wedge \gamma$, and satisfies the following commutation relation: $\alpha \wedge \beta = (-1)^{kl} \beta \wedge \alpha$. These are algebraic verifications that we shall omit. (If you get stuck, consult, for example, Abraham and Marsden [1978].) Some algebraic relationships which help in understanding the wedge product are contained in the following problem.

Problem 7.1

(i) If $\alpha$ is a two-form and $\beta$ a one-form, show that

$$
(\alpha \wedge \beta)(W_1, W_2, W_3) = \alpha(W_1, W_2)\beta(W_3) - \alpha(W_1, W_3)\beta(W_2) + \alpha(W_2, W_3)\beta(W_1).
$$

(ii) If $\alpha$, $\beta$, and $\gamma$ are one-forms,

$$
(\alpha \wedge \beta \wedge \gamma)(W_1, W_2, W_3) = \alpha(W_1)\beta(W_2)\gamma(W_3) + \alpha(W_2)\beta(W_3)\gamma(W_1) + \alpha(W_3)\beta(W_1)\gamma(W_2) - \alpha(W_2)\beta(W_1)\gamma(W_3) - \alpha(W_3)\beta(W_2)\gamma(W_1) + \alpha(W_1)\beta(W_3)\gamma(W_2) - \alpha(W_1)\beta(W_2)\gamma(W_3).
$$

(iii) In coordinates, if $\alpha$ is a $k$-form, show that

$$
\alpha = \frac{1}{k!} \alpha_{A_1 \ldots A_k} dX^{A_1} \wedge \cdots \wedge dX^{A_k} = \sum_{A_1 < \cdots < A_k} \alpha_{A_1 \ldots A_k} dX^{A_1} \wedge \cdots \wedge dX^{A_k}.
$$

---

31 Some books (e.g. Kobayashi and Nomizu [1963]) use the factor $1/(k + l)!$ here. This convention leads to awkward factors in subsequent formulas however.
where the summation is over all indices $A_1, \ldots, A_k$ satisfying $A_1 < \cdots < A_k$.

(iv) In $\mathbb{R}^3$, if $\alpha$ and $\beta$ are one-forms, show that the coefficients of $\alpha \wedge \beta$ in the standard basis are components of the cross product of $\alpha$ and $\beta$.

(v) For mappings $\phi: \mathcal{M} \to \mathcal{N}$ and $\psi: \mathcal{L} \to \mathcal{M}$, and differential forms $\alpha$ and $\beta$ on $\mathcal{M}$, verify that $\phi^*(\alpha \otimes \beta) = \phi^*\alpha \otimes \phi^*\beta$, $\phi^*(\alpha \wedge \beta) = \phi^*\alpha \wedge \phi^*\beta$, and $(\phi \circ \psi)^*\alpha = \psi^*(\phi^*\alpha)$.

### 7.3 Definition

If $W$ is a vector field on $\mathcal{M}$ and $\alpha$ is a $k$-form, the contraction of $W$ with the first index of $\alpha$ is called the **interior product** and is denoted by $i_w \alpha$ or $W \lrcorner \alpha$.

Thus $i_w \alpha$ is a $(k - 1)$-form given by

$$
(i_w \alpha)(W_2, \ldots, W_k) = \alpha(W, W_2, \ldots, W_k), \text{ or } (i_w \alpha)_{A_1 \cdots A_k} = W^A \alpha_{A_1 \cdots A_k}.
$$

Some properties of this contraction are given in the next problem:

**Problem 7.2**

(i) On $\mathbb{R}^3$ and in Euclidean coordinates, let $dv$ be the volume element $(dv = dx \wedge dy \wedge dz)$, and let $\alpha = \alpha_x dx + \alpha_y dy + \alpha_z dz$ and $\beta = \beta_x dx + \beta_y dy + \beta_z dz$. Let $v = (\alpha_x \beta_z - \alpha_z \beta_x)i - (\alpha_y \beta_z - \alpha_z \beta_y)j + (\alpha_x \beta_y - \alpha_y \beta_x)k$, be the cross product. Show that $\alpha \wedge \beta = i_v dv$.

(ii) Prove that if $\alpha$ is a $k$-form, $i_w (\alpha \wedge \beta) = (i_w \alpha) \wedge \beta + (-1)^k \alpha \wedge i_w \beta$.

(iii) Show that

$$
i_w \alpha = \frac{1}{(k - 1)!} \omega^a \alpha_{ba_1 \cdots a_k} dx^{a_1} \wedge \cdots \wedge dx^{a_k}.
$$

The three most important types of differentiation in tensor analysis are: covariant differentiation $\nabla$, Lie differentiation $\mathcal{L}_\gamma$, and exterior differentiation $d$. We have already met the first two and now turn to $d$. The exterior derivative generalizes the notion of gradient, divergence, and curl to differential forms. We want it to capture the identities div curl = 0 and curl grad = 0 as well as $d$ being a derivative.

### 7.4 Theorem

Given a manifold $\mathcal{M}$, there is a unique linear operator $d$ taking (smooth) $k$-forms $\alpha$ on $\mathcal{M}$ to (smooth)$(k + 1)$-forms $d\alpha$ on $\mathcal{M}$ such that:

(i) $d(d\alpha) = 0$;

(ii) $d(\alpha \wedge \beta) = (d\alpha) \wedge \beta + (-1)^k \alpha \wedge d\beta$;

(iii) for functions $f$, $df$ coincides with the differential of $f$ as defined in Section 1.2; and

(iv) if $U \subset \mathcal{M}$ is open, then $d(\alpha|U) = (d\alpha)|U$. 
Proof  First we show uniqueness by using these properties to derive a formula for $d\alpha$. Let

$$\alpha = \frac{1}{k!} \alpha_{A_1 \cdots A_k} dX^{A_1} \wedge \cdots \wedge dX^{A_k}.$$ 

(we can pass to a local chart by virtue of (iv)). Then since $d dX^A = 0$ we get

$$d\alpha = \frac{1}{k!} d\alpha_{A_1 \cdots A_k} dX^{A_1} \wedge \cdots \wedge dX^{A_k}$$

$$= \frac{1}{k!} \frac{\partial \alpha_{A_1 \cdots A_k}}{\partial X^B} dX^B \wedge dX^{A_1} \wedge \cdots \wedge dX^{A_k}.$$ 

Thus, if there is such a $d$, it is unique. To show that $d$ exists, define it by this formula. One has to show that $d\alpha$ is a tensor (i.e., transforms properly) and satisfies (i), (ii), and (iii). These are all straightforward. For example, to prove (i), we use the above formula for $d$ twice:

$$d d\alpha = \frac{1}{k!} \frac{\partial^2 \alpha_{A_1 \cdots A_k}}{\partial X^C \partial X^B} dX^C \wedge dX^B \wedge dX^{A_1} \wedge \cdots \wedge dX^{A_k}$$

But

$$\frac{\partial^2 \alpha_{A_1 \cdots A_k}}{\partial X^C \partial X^B}$$

is symmetric in $B$ and $C$ (by the equality of mixed partial derivatives) and $dX^C \wedge dX^B$ is skew symmetric. Therefore, the sum vanishes.

There is a useful coordinate-free formula for $d$ (due to Palais [1954]): If $W_0, W_1, \ldots, W_k$ are vector fields, then

$$d\alpha(W_0, \ldots, W_k) = \sum_{i=0}^{k} (-1)^i W_i [\alpha(W_0, \ldots, W_{i-1}, W_{i+1}, \ldots, W_k)]$$

$W_i$ missing

$$+ \sum_{i<j} (-1)^{i+j} \alpha([W_i, W_j], W_0, \ldots, W_k).$$

$W_i, W_j$ omitted

This can be verified using the coordinate expressions of each side; we omit the details.

Problem 7.3  In Euclidean coordinates $(x, y, z)$ on $\mathbb{R}^3$, establish:

(i) $\text{grad} f = (df)^i$;

(ii) $\text{div } v$ is such that $d(i_v dv) = (\text{div } v) dv$, where $dv = dx \wedge dy \wedge dz$; and

(iii) $d(v^i) = i_{v \times e} dv$.

Use $dd = 0$ to show that $\text{curl } \text{grad} = 0$ and $\text{div } \text{curl} = 0$.  

Problem 7.4 On \( \mathbb{R}^4 \) with coordinates \((t, x, y, z)\) let \( F = E^t \wedge dt + i_g(dx \wedge dy \wedge dz) \) (the Faraday two-form), and \( *F = -B^t \wedge dt + i_b(dx \wedge dy \wedge dz) \) (the Maxwell two-form). Show that Maxwell's equations may be written \( dF = 0, \ d(*F) = 4\pi\star J \), where \( \star J = i_j(dt \wedge dx \wedge dy \wedge dz) \) and \( J^t = \rho \ dt + j_a \ dx^a \).

7.5 Proposition If \( \phi: \mathcal{M} \to \mathcal{N} \) is a (smooth) mapping and \( \alpha \) is a \( k \)-form on \( \mathcal{N} \), then \( \phi^\star d\alpha = d\phi^\star \alpha \); that is, pull-back commutes with exterior differentiation.

Proof First we verify this for functions \( f \). But \( \phi^\star f = f \circ \phi \) and so, by the chain rule, \( d(\phi^\star f) = d(f \circ \phi) = df \circ T\phi = \phi^\star df \). In general, let
\[
\alpha = \frac{1}{k!} \alpha_{a_1 \ldots a_k} \ dx^{a_1} \wedge \ldots \wedge \ dx^{a_k}.
\]
Since \( \phi^\star (\alpha \wedge \beta) = \phi^\star \alpha \wedge \phi^\star \beta \) and \( d\phi^\star f = \phi^\star df \),
\[
\phi^\star \alpha = \frac{1}{k!} \alpha_{a_1 \ldots a_k} \phi \ d\phi_{a_1} \wedge \ldots \wedge \ d\phi_{a_k}
\]
(where \( \phi \) stands for \( x^a \circ \phi \)). Using properties of \( d \),
\[
d\phi^\star \alpha = \frac{1}{k!} \frac{\partial \alpha_{a_1 \ldots a_k}}{\partial x^b} \frac{\partial \phi^b}{\partial x^A} \, dX^A \wedge d\phi_{a_1} \wedge \ldots \wedge d\phi_{a_k}
\]
\[
= \frac{1}{k!} \frac{\partial \alpha_{a_1 \ldots a_k}}{\partial x^b} \phi^\star (dx^b) \wedge \phi^\star dx^{a_1} \wedge \ldots \wedge \phi^\star dx^{a_k}
\]
\[
= \phi^\star \left( \frac{1}{k!} \frac{\partial \alpha_{a_1 \ldots a_k}}{\partial x^b} \, dx^b \wedge dx^{a_1} \wedge \ldots \wedge dx^{a_k} \right) = \phi^\star d\alpha.
\]

Next we shall establish the basic link between the exterior derivative \( d \) and the Lie derivative \( \mathcal{L} \).

7.6 Theorem Let \( \alpha \) be a \( k \)-form on \( \mathcal{N} \) and \( w \) a vector field on \( \mathcal{N} \). Then
\[
\mathcal{L}_w \alpha = di_w \alpha + i_w d\alpha,
\]
that is, \( \mathcal{L}_w = di_w + i_w d \).

This formula is one of several "magic formulas" of Cartan [1922].

Proof From Section 1.6 we have
\[
(\mathcal{L}_w \alpha)_{a_1 \ldots a_k} = \frac{\partial \alpha_{a_2 \ldots a_k}}{\partial x^b} w^b + \alpha_{a_2 \ldots a_k} \frac{\partial w^b}{\partial x^{a_1}} + \text{(all lower indices)}.
\]

On the other hand, from our formulas for \( d \) and \( i_w \),
\[
(di_w \alpha + i_w d\alpha) = d\left( \frac{1}{(k-1)!} w^b \alpha_{a_2 \ldots a_k} \, dx^{a_2} \wedge \ldots \wedge dx^{a_k} \right)
\]
\[
+ \frac{1}{k!} \left( w^b \frac{\partial \alpha_{a_2 \ldots a_k}}{\partial x^b} \, dx^{a_1} \wedge \ldots \wedge dx^{a_k} \right)
\]
\[
- w^{a_1} \frac{\partial \alpha_{a_2 \ldots a_k}}{\partial x^b} \, dx^b \wedge dx^{a_2} \wedge \ldots \wedge dx^{a_k}
\]
\[
+ w^{a_2} \frac{\partial \alpha_{a_3 \ldots a_k}}{\partial x^b} \, dx^b \wedge dx^{a_2} \wedge dx^{a_3} \wedge \ldots \wedge dx^{a_k} - \ldots + \ldots \right).
\]
In this expression the derivative from $\alpha$ in the first term cancels the last group of $k$ terms (which are all equal). Therefore, this simplifies to

$$\frac{1}{(k-1)!} \frac{\partial w^b}{\partial x^a} \alpha_{ba_2...a_k} dx^{a_1} \wedge dx^{a_2} \wedge \cdots \wedge dx^{a_k}$$

$$+ \frac{1}{k!} w^b \frac{\partial \alpha_{a_1...a_k}}{\partial x^b} dx^{a_1} \wedge dx^{a_2} \wedge \cdots \wedge dx^{a_k}.$$

Since the expression for $(\mathcal{L}_w \alpha)_{a_1...a_k}$ is skew symmetric in $a_1, \ldots, a_k$,

$$\mathcal{L}_w \alpha = \frac{1}{k!} w^b \frac{\partial \alpha_{a_1...a_k}}{\partial x^b} dx^{a_1} \wedge \cdots \wedge dx^{a_k}$$

$$+ \frac{1}{k!} w^b \frac{\partial \alpha_{a_1...a_k}}{\partial x^b} dx^{a_1} \wedge \cdots \wedge dx^{a_k}$$

$$+ \frac{1}{(k-1)!} \frac{\partial w^b}{\partial x^a} \alpha_{ba_2...a_k} dx^{a_1} \wedge \cdots \wedge dx^{a_k}$$

since all the lower index terms are equal. Thus the two expressions agree.

7.7 Corollary $\mathcal{L}_w d = d \mathcal{L}_w$.

Proof

$$\mathcal{L}_w d\alpha = di_w (d\alpha) + i_w d(d\alpha) = di_w (d\alpha) = d(i_w d\alpha + di_w \alpha) = d \mathcal{L}_w \alpha.$$
5. \((\mathcal{L}_w \alpha)(w_1, \ldots, w_k) = w[\alpha(w_1, \ldots, w_k)] - \sum_{i=1}^{k} \alpha(w_1, \ldots, [w, w_i], \ldots, w_k)\)

\(([w, w_i] \text{ is in the } i\text{th slot of } \alpha)\).

6. (a) \(\mathcal{L}_w = i_w d + di_w\)

(b) \(\mathcal{L}_w d = d\mathcal{L}_w\)

(c) \(\mathcal{L}_{[w, v]} \alpha = \mathcal{L}_w \mathcal{L}_v \alpha - \mathcal{L}_v \mathcal{L}_w \alpha\)

(d) \(i_{[w, v]} \alpha = \mathcal{L}_w i_v \alpha - i_v \mathcal{L}_w \alpha\)

(e) \(\mathcal{L}_{f \cdot w} \alpha = f \mathcal{L}_w \alpha + df \wedge i_v \alpha\)

In the boxes that follow we present two applications of differential forms which are of interest in mechanics.

**Box 7.2 The Poincaré Lemma and Variational Principles**

A differential form \(\alpha\) is called closed if \(d\alpha = 0\) and exact if \(\alpha = d\beta\)

for a form \(\beta\). Since \(d^2 = 0\), every exact form is closed. The converse is not true. (For example, the form \(\alpha = x dy - y dx\) restricted to the

unit circle is closed but is not exact, for its line integral—in the sense of advanced calculus—is \(2\pi \neq 0\). Locally \(\alpha = d\theta\), where \(\theta\) is angular measure.)

**7.8 Poincaré Lemma** Let \(\alpha\) be a closed \(k\)-form on a manifold \(\mathbb{M}\). Then in some neighborhood of each point, \(\alpha\) is exact.

**Proof** (cf. Moser [1965]) Using coordinates, it suffices to prove the lemma on a ball \(U\) centered at the origin in \(\mathbb{R}^n\). Consider the radial motion given by \(\phi_t(X) = tx\). For \(t > 0\), \(\phi_t\) is a regular mapping of \(\mathbb{R}^n\) to itself. The velocity field of \(\phi_t\) is \(v_t(x) = x/t\). (\(x\) means the vector from the origin to the point \(x\).) From \(\mathcal{L}_v = i_v d + di_v\) and the flow definition of Lie derivatives,

\[
\frac{d}{dt} \phi_t^* \alpha = \phi_t^* \mathcal{L}_v \alpha = \phi_t^* (di_v \alpha + i_v d \alpha) = \phi_t^* (di_v \alpha) \quad \text{(since } d\alpha = 0) \\
= d(\phi_t^* i_v \alpha) \quad \text{(by 7.5)}.
\]

Integrating from \(t = 0\) to \(t = 1\), noting \(\phi_1 = \text{Identity}\), gives \(\alpha = d \int_0^1 (\phi_t^* i_v \alpha) \, dt\), so we can choose \(\beta = \int_0^1 \phi_t^* i_v \alpha \, dt\). Explicitly,

\[
\beta_{x}(w_1, \ldots, w_{k-1}) = \int_0^1 t^{k-1} \alpha_{tx}(x, w_1 \ldots, w_{k-1}) \, dt.
\]
It follows that in $\mathbb{R}^3$, if $\mathbf{V} \times \mathbf{v} = 0$, then $\mathbf{v} = \mathbf{V} f$ for some $f$ and that if $\text{div } \mathbf{v} = 0$, then $\mathbf{v} = \mathbf{V} \times \mathbf{w}$ for some $\mathbf{w}$; these are well-known results in vector calculus.

**Note.** We proved the Poincaré lemma for finite dimensional manifolds; essentially the same proof works in infinite dimensional spaces as well.

We now apply the Poincaré lemma to a problem in the calculus of variations. (We return to this topic in Chapter 5.) Let us first recall how the Euler–Lagrange equations for a Lagrangian $\mathcal{L}(q, \dot{q})$ may be regarded as the equations for a critical point. Let $Q$ denote the space of all paths $q(t) \in \mathbb{R}^n$ with $0 \leq t \leq T$ and $q(0)$ and $q(T)$ fixed at specified values. Then $Q$ is an infinite-dimensional space, but let us apply calculus to it in any case. (This points out the need to generalize our ideas to infinite dimensions which we do in Chapter 4.) The tangent space to $Q$ is obtained by differentiating a curve $q_1$ in $Q$ and thus consists of all vector functions $h(t)$, which are zero at $t = 0$ and $t = T$. Define

$$ L: Q \rightarrow \mathbb{R} \text{ by } L(q) = \int_0^T \mathcal{L}(q(t), \dot{q}(t)) \, dt. $$

**7.9 Proposition** A curve $q(\cdot) \in Q$ is a critical point of $L$; that is, $DL(q) = 0$ if and only if the Euler–Lagrange equations hold:

$$ \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{q}^i} - \frac{\partial \mathcal{L}}{\partial q^i} = 0 \quad (i = 1, \ldots, n). $$

(All functions appearing are assumed continuous.)

**Proof** Let us differentiate $L$ in the direction $h$ using the chain rule:

$$ DL(q) \cdot h = \frac{d}{d\lambda} \left. L(q + \lambda h) \right|_{\lambda = 0} $$

$$ = \frac{d}{d\lambda} \int_0^T \mathcal{L}(q(t) + \lambda h(t), \dot{q}(t) + \lambda \dot{h}(t)) \, dt \bigg|_{\lambda = 0} $$

$$ = \int_0^T \left( \frac{\partial \mathcal{L}}{\partial q} \cdot \dot{h} + \frac{\partial \mathcal{L}}{\partial \dot{q}} \cdot \ddot{h} \right) \, dt. $$

Since $h$ vanishes at $t = 0$ and $t = T$, we can integrate by parts to get

$$ DL(q) \cdot h = \int_0^T \left( \frac{\partial \mathcal{L}}{\partial q} - \frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{q}} \right) \cdot \dot{h}(t) \, dt. $$

Thus if the Euler–Lagrange equations hold, obviously $DL(q) = 0$. Conversely, if $DL(q) \cdot h = 0$ for all $h$ and if $\partial \mathcal{L}/\partial q - (d/dt)(\partial \mathcal{L}/\partial \dot{q}) \neq 0$, then choose a neighborhood about a point $t_0$ where $\partial \mathcal{L}/\partial q = (d/dt)(\partial \mathcal{L}/\partial \dot{q})$ is nowhere zero (by continuity) and choose a parallel vector $h(t) \neq 0$ in this neighborhood and zero outside; then $DL(q) \cdot h \neq 0$. Therefore, if $DL(q) = 0$, the Euler–Lagrange equations must hold. \(\blacksquare\)
Abstracting this, let $\mathfrak{X}$ be a Banach space, let $\langle \cdot, \cdot \rangle$ be a bilinear form (e.g., an inner product) on $\mathfrak{X}$, and let $A: \mathfrak{X} \rightarrow \mathfrak{X}$ be a given (nonlinear) operator.

**7.10 Definition** We say $A$ is a potential operator if there is a function $L: \mathfrak{X} \rightarrow \mathbb{R}$ such that $dL(x) \cdot v = \langle A(x), v \rangle$ for all $x$ in $\mathfrak{X}$ and $v \in \mathfrak{X}$.

In view of 7.9, $A(x) = 0$ represents the Euler–Lagrange equations for $x \in \mathfrak{X}$, in abstract form. The next theorem is due to Vainberg [1964] (although the present proof is due to the authors—See Hughes and Marsden [1977]).

**7.11 Theorem** A given operator $A$ is a potential operator if and only if for each $x \in \mathfrak{X}$, $v_1$ and $v_2 \in \mathfrak{X}$,

$$\langle DA(x) \cdot v_1, v_2 \rangle = \langle DA(x) \cdot v_2, v_1 \rangle.$$

If $\langle \cdot, \cdot \rangle$ is symmetric, this is equivalent to saying $DA(x)$ is a symmetric linear operator on $\mathfrak{X}$.

**Proof** Consider the one-form $\alpha(x) \cdot v = \langle A(x), v \rangle$. By definition, $A$ is a potential operator if and only if $\alpha$ is exact. By the Poincaré lemma, this is the case if and only if $d\alpha = 0$. But by Formula 4(b) in Box 7.1,

$$d\alpha(x)(v_1, v_2) = \langle DA(x) \cdot v_1, v_2 \rangle - \langle DA(x) \cdot v_2, v_1 \rangle,$$

so the result follows immediately. 

It may be instructive for the reader to write out an explicit proof using $L(x) = \int_0^1 \langle A(tx), x \rangle \, dt$.

This result gives necessary and sufficient conditions for a given set of equations to be the Euler–Lagrange equations for some Lagrangian.\(^{32}\)

---

**Box 7.3 A Geometric Formulation of Hamiltonian Mechanics**

In Chapter 5 we study elastodynamics as an infinite-dimensional Hamiltonian system. Here we indicate briefly how differential forms and Lie derivatives can be used in classical mechanics (see Arnold [1978] and Abraham and Marsden [1978] for further details).

---

\(^{32}\)To ensure that $L$ comes from a Lagrangian density requires the further assumption that the operator $A$ is a local operator. Then $L$ will be a density and $A$ will be the usual Euler–Lagrange operator if $\langle \cdot, \cdot \rangle$ is the $L^2$ inner product. For related work, see Lawruk and Tulczyjew [1977] and Takens [1977].
Consider a given Hamiltonian function \( H(q, p) \) for \( q \in \mathbb{R}^n, p \in \mathbb{R}^n \) (i.e., \( p = p_i \, dx^i \) is to be regarded as a one-form), and the associated Hamiltonian equations

\[
\frac{dq^i}{dt} = \frac{\partial H}{\partial p_i}, \quad \frac{dp_i}{dt} = -\frac{\partial H}{\partial q^i} \quad (i = 1, 2, \ldots, n)
\]

(Recall that if \( H = (1/2m)\langle p, p \rangle + V(q) \), these reduce to Newton’s second law: \( dq^i/dt = p_i/m \) and \( m(d^2 q^i/dt^2) = -\partial V/\partial q^i \).)

Let \( X_H \) be the vector field for Hamilton’s equations,

\[
X_H = \left( \frac{\partial H}{\partial p_i}, -\frac{\partial H}{\partial q^i} \right).
\]

Then \((q(t), p(t))\) is an integral curve of \( X_H \) if and only if Hamilton’s equations hold.

Let \( \omega = dq^i \wedge dp_i \) denote the fundamental two-form. Observe that it has the matrix of components given by the skew-symmetric matrix

\[
\begin{bmatrix}
0 & I \\
-I & 0
\end{bmatrix}.
\]

We have the following key identity: \( i_{x_H} \omega = dH \). (Proof)

\[
i_{x_H} \omega = i_{x_H}(dq^i \wedge dp_i) = (i_{x_H} dq^i) \wedge dp_i - dq^i \wedge i_{x_H} dp_i \quad [\text{see identity 2(b), Box 7.1}]
\]

\[
= \frac{\partial H}{\partial p_i} dp_i + \frac{\partial H}{\partial q^i} dq^i = dH.
\]

Note that \( \omega \) is closed: \( d\omega = 0 \). In fact, \( \omega \) is exact: \( \omega = d\theta \), where \( \theta = -p_i \, dq^i \).

Now we can easily prove a number of key results about Hamiltonian systems:

**Conservation of energy** If \( F_t \) is the flow of \( X_H \) (see Section 1.6), then \( H \circ F_t = H \). (Proof:

\[
\frac{d}{dt} H \circ F_t = \frac{d}{dt} F_t^* H = F_t^* \mathcal{L}_{X_H} H = F_t^* (i_{X_H} dH)
\]

\[
= F_t^* (i_{X_H} i_{X_H} \omega) = 0,
\]

thus \( H \circ F_t = H \circ F_0 = H \).

Each \( F_t \) is a canonical transformation; that is, \( F_t^* \omega = \omega \). (Proof

\[
\frac{d}{dt} F_t^* \omega = F_t^* \mathcal{L}_{X_H} \omega = F_t^* (di_{X_H} \omega + i_{X_H} d\omega)
\]

(Cartan’s “Magic Formula”)

\[
= F_t^* (di_{X_H} \omega) \quad (\text{since } d\omega = 0) = F_t^* dH = 0.
\]

**Liouville’s Theorem** \( F_t \) preserves the phase volume:

\[
\mu = dq^1 \wedge \cdots \wedge dq^n \wedge dp_1 \wedge \cdots \wedge dp_n.
\]
(Proof) By computation, one finds that
\[
\omega \wedge \omega \wedge \cdots \wedge \omega = n!(-1)^{[n/2]} \mu.
\]

Here \([n/2]\) denotes the largest integer \(\leq n/2\). Since \(F_t^*\omega = \omega\), and
\(F_t^*(\omega \wedge \omega) = F_t^* \omega \wedge F_t^* \omega = \omega \wedge \omega\), we get \(F_t^* \mu = \mu\).

One can establish other basic facts like conservation laws in the presence of a symmetry group (Noether's theorem) in a similar way. We shall return to this in Chapter 5.

Next we summarize, without proofs, a few key facts about integration on manifolds. These are familiar results in \(\mathbb{R}^n\) which are converted to the language of manifolds. Let \(\mathcal{M}\) be a manifold, possibly with a (piecewise smooth) boundary. We assume \(\mathcal{M}\) is oriented; that is, \(\mathcal{M}\) has a covering by charts such that the Jacobian of the change of coordinates between any two of these coordinate systems is positive.

Let \(\mu\) be an \(n\)-form on \(\mathcal{M}\) \((n\) is the dimension of \(\mathcal{M}\)). In any coordinate chart \(\{X^a\}\), \(\mu\) has the form \(\mu = f \, dX^1 \wedge \cdots \wedge dX^n\). If we integrate \(f\) in this chart and do the same for a covering of \(\mathcal{M}\) by charts not counting overlaps twice, we get a well-defined number, \(\int_{\mathcal{M}} \mu\) (the change of variables formula and transformation properties of \(\mu\) guarantee that this number is independent of the way in which \(\mathcal{M}\) is sliced up).

7.12 Theorem (Change of Variables) If \(\phi: \mathcal{M} \rightarrow \mathcal{N}\) is a regular \(C^1\) mapping that is orientation preserving, and \(\mu\) is an \(n\)-form on \(\phi(\mathcal{M})\), then
\[
\int_{\mathcal{M}} \phi^* \mu = \int_{\phi(\mathcal{M})} \mu.
\]

In Section 1.4 we described how to obtain a volume element on an oriented Riemannian manifold \((\mathcal{M}, G)\): \(dV = \sqrt{\det G_{AB}} \, dX^1 \wedge \cdots \wedge dX^n\), and the Jacobian of \(\phi\) by \(\phi^* \, dv = J \, dV\). Using this notation, 7.12 can be written
\[
\int_{\mathcal{M}} (f \circ \phi) \, J \, dV = \int_{\phi(\mathcal{M})} f \, dv
\]
for a scalar function \(f\) on \(\phi(\mathcal{M})\) by writing \(\mu = f \, dv\). Under an integral sign we shall usually write \(dV\) instead of \(dv\) in accordance with usage in integration theory.

The proofs of the following theorems are omitted; they may be found in one of the standard references (e.g., Spivak [1975], Lang [1972], or Abraham and Marsden [1978]).
7.13 Theorem (Stokes’ Theorem) If \( \partial \mathcal{M} \) is positively oriented\(^3\)\(^4\) and \( \alpha \) is an \((n - 1)\)-form on \( \mathcal{M} \), then
\[
\int_{\partial \mathcal{M}} \alpha = \int_{\mathcal{M}} d\alpha.
\]

This version of Stokes’ theorem includes as special cases, the usual theorems of Green, Gauss, and Stokes. We shall obtain the divergence theorem on a Riemannian manifold as a special case after a few preparatory results.

7.14 Proposition If \( W \) is a vector field on \( \mathcal{M} \), then \( \mathcal{L}_w \ dV = (\text{DIV} \ W) \ dV \).

Proof Observe that \( dV \) is closed (any \( n \)-form on an \( n \)-manifold is closed). Thus by the magic formula,
\[
\mathcal{L}_w \ dV = d(i_w \ dV) = d(i_w \sqrt{\det G_{AB}} \ dX^1 \wedge \cdots \wedge dX^n)
\]
\[
= d[\sqrt{\det G_{AB}} (W^1 \ dX^2 \wedge \cdots \wedge dX^n)
   - W^2 \ dX^1 \wedge dX^3 \wedge \cdots \wedge dX^n + \cdots)]
\]
\[
= \frac{\partial}{\partial X^c}(\sqrt{\det G_{AB}} W^c) \ dX^1 \wedge \cdots \wedge dX^n
\]
\[
= \frac{1}{\sqrt{\det G_{AB}}} \frac{\partial}{\partial X^c}(\sqrt{\det G_{AB}} W^c) \ dV = (\text{div} \ W) \ dV.
\]

This gives an easy proof of the formula for the rate of change of the Jacobian, which was proved directly in Section 1.5.

7.15 Corollary \( \partial/\partial t \ J = \mathbf{v} \cdot (\text{div} \ \mathbf{v}) \circ \phi \).

Proof \[
\frac{\partial}{\partial t} (\phi^* \mathbf{v} \ dV) = \phi^* \mathbf{L}_v \ dV = \phi^* (\text{div} \mathbf{v} \ dV) = (\text{div} \mathbf{v} \circ \phi^*) \phi^* \ dV
\]
\[
= J(\text{div} \mathbf{v} \circ \phi) \ dV.
\]

To get the divergence theorem we need one more important observation.

7.16 Proposition Let \( N \) be the unit outward normal to \( \partial \mathcal{M} \) and \( W \) a vector field on \( \mathcal{M} \). Then on \( \partial \mathcal{M} \), \( W \cdot N \ dA = i_w \ dV \), where \( dA \) is the “area” element on \( \partial \mathcal{M} \) (i.e., \( dA \) is the “\( dV \)” for the \((n - 1)\)-manifold \( \partial \mathcal{M} \)).

Proof Let \( \{X^i\} \) be coordinates for \( \mathcal{M} \) in which \( \partial \mathcal{M} \) is the plane \( X^1 = 0 \) and for which \( N = (1, 0, 0, \ldots) \), and \( \mathcal{M} \) is described by \( X^1 < 0 \). We can arrange for \( N \) to be normal to this plane at any particular point by a linear transformation

\(^3\)In an oriented coordinate chart \( \{X^1, \ldots, X^n\} \) for \( \mathcal{M} \) in which \( \partial \mathcal{M} \) is the plane \( X^1 = 0 \), \( \mathcal{M} \) must be represented as the half-space \( X^1 < 0 \). This agrees with the usual choice of normals in Green’s, Gauss’, and Stokes’ theorems in vector calculus.
of coordinates; that is \( G_{1A} = 0 (A = 2, \ldots, n) \) and \( G_{11} = 1 \). The metric tensor on \( \partial S^n \) is \( G_{AB} (A, B = 2, \ldots, n) \). As above,

\[
i_w dV = i_w \sqrt{\det G_{AB}} dX^1 \wedge \cdots \wedge dX^n = \sqrt{\det G_{AB}} \sum_{i=1}^{n} (-1)^{i-1} W^i dX^1 \wedge \cdots \wedge dX^n
\]

If we evaluate this expression at a point satisfying \( X^1 = 0 \), we get only the first term in this sum:

\[
i_w dV = \sqrt{\det G_{AB}} W^1 dX^2 \wedge \cdots \wedge dX^n = (W \cdot N) dA.
\]

7.17 Theorem (Divergence Theorem) If \( W \) is a vector field on \( \mathcal{M} \), then

\[
\int_{\mathcal{M}} \text{DIV} W \, dV = \int_{\partial \mathcal{M}} W \cdot N \, dA.
\]

Proof Let \( \alpha = i_w dV \). Then \( \int_{\partial \mathcal{M}} \alpha = \int_{\partial \mathcal{M}} W \cdot N \, dA \) by 7.16. Also, \( d\alpha = d i_w dV = (\text{DIV} W) dV \) by 7.14. Hence the result follows from Stokes' theorem.

**Problem 7.5** (i) Explicitly recover the classical Stokes' theorem for oriented surfaces from 7.13.

(ii) Show that, on a Riemannian manifold \((\mathcal{M}, g)\),

\[
\omega_{ab} = \frac{1}{2} (v^a_{\mid b} - v^b_{\mid a}) = \frac{1}{2} \left( \frac{\partial v^a}{\partial x^b} - \frac{\partial v^b}{\partial x^a} \right)
\]

are the components of the spin \( \omega = \frac{1}{2} d(v^i) \). Formulate a Stokes' theorem for a general oriented surface in a Riemannian manifold.

**Problem 7.6** Set \( S^{AB} \) be a 2-tensor on \( \mathcal{M} \) and \( \text{DIV} S = S^{AB} \mid_B \), its divergence. Let \( \alpha_A \) be a one-form on \( \mathcal{M} \). Prove the following integration by parts formula (in index notation):

\[
\int_{\mathcal{M}} \alpha_A S^{AB} \mid_B \, dV = -\int_{\mathcal{M}} \alpha_A \mid_B S^{AB} \, dV + \int_{\partial \mathcal{M}} \alpha_A S^{AB} N^B \, dA.
\]

Now we turn our attention to the Piola transformation. This concept is of fundamental importance in the subsequent chapters. The Piola transformation is analogous to pull-back, except that there is a Jacobian present as well. This is indicative that volume or area forms are being transformed. We begin by defining the Piola transform of vector fields, and revert to \( \mathcal{B}, \mathcal{S} \) notation in place of \( \mathcal{M} \) and \( \mathcal{N} \) because we have configurations of bodies in mind.

7.18 Definition Let \( y \) be a vector field on \( \mathcal{S} \) and \( \phi: \mathcal{B} \rightarrow \mathcal{S} \) a regular (orientation preserving) \( C^1 \) mapping. The Piola transform of \( y \) is given by

\[
Y = J_\phi^* y
\]
where $J$ is the Jacobian of $\phi$. In coordinates, $Y^a = J(F^{-1})^a_y y^b$, where

$$J = \sqrt{\frac{\det g_{ab}}{\det G_{AB}}} \frac{\partial(\phi^1, \ldots, \phi^n)}{\partial(X^1, \ldots, X^n)}$$

and $F^a_A = \frac{\partial\phi^a}{\partial X^A}$.

We can phrase this in another useful way:

**7.19 Proposition**  
*Y is the Piola transform of $y$ if and only if $\phi^*(i_y \, dv) = i_\phi \, dV$.*

*Proof*  
Notice that $(n-1)$-forms and vector fields are in one-to-one correspondence by way of the mapping $Y \mapsto \ast Y$, where $\ast Y = i_\gamma \, dV$. (Above we calculated $i_\gamma \, dV$ in coordinates.) From Box 7.1, $\phi^*(i_y \, dv) = i_{\phi \gamma} \phi^* \, dv = i_{\phi \gamma} J \, dV = i_{\phi \gamma} \, dV$ so the assertion follows.  

**Note.**  
$Y$ is an honest vector field, while $[\partial(\phi^1, \ldots, \phi^n)/\partial(X^1, \ldots, X^n)](F^{-1})^a_y y^b$ is not. The metric factors are important, even for curvilinear coordinates in $\mathbb{R}^3$, such as spherical coordinates.

**7.20 Theorem (Piola Identity)**  
*If $Y$ is the Piola transform of $y$, then*

$$\text{DIV} \, Y = J \cdot (\text{div} \, y) \circ \phi.$$

We shall give two proofs of this important result.

*First proof*  
Let $\mathcal{U} \subset \mathcal{B}$ be a nice open set and $\partial \mathcal{U}$ its boundary. By the change of variables theorem and 7.19,

$$\int_{\partial \mathcal{U}} i_\gamma \, dV = \int_{\partial \phi(\mathcal{U})} i_y \, dv.$$

From 7.16 and 7.17,

$$\int_{\mathcal{U}} \text{DIV} \, Y \, dV = \int_{\phi(\mathcal{U})} \text{div} \, y \, dv = \int_{\mathcal{U}} (\text{div} \, y) \circ \phi \, dV.$$

Since $\mathcal{U}$ is arbitrary, the assertion follows.

*Second Proof*  
We compute directly, using differential forms: $(\text{DIV} \, Y) \, dV = \varepsilon_\gamma \, dV = d(i_\gamma \, dV)$ by the general formula $\varepsilon_\gamma \, d\alpha = i_\gamma \, d\alpha + d i_\gamma \alpha$ and the fact that $d$ of an $n$-form is zero. Thus $(\text{DIV} \, Y) \, dV = d(i_\gamma \, dV) = d\phi^*(i_y \, dv) = \phi^* d(i_\gamma \, dv)$ (the operations of pull-back and $d$ commute) $= \phi^* (\text{div} \, y \, dv) = J(\text{div} \, y \circ \phi) \, dV$ (definition of $J$), and so $\text{DIV} \, Y = J(\text{div} \, y \circ \phi)$.

From 7.16 we get another important way of expressing the Piola transformation: $Y \cdot N \, dA = y \cdot n \, da$, where $da$ is the area element on $\phi(\mathcal{U})$; it is related to $dA$ according to $(da)_b = J(F^{-1})^a_y (dA)_a$. See Figure 1.7.1. This equation shows how the area elements on $\partial \mathcal{U}$ and $\partial \phi(\mathcal{U})$ are related.

Since $Y^a = J(F^{-1})^a_y y^a$, the Piola identity may be read this way:

$$\text{DIV}(JF^{-1}) = 0,$$

where

$$(\text{DIV}(JF^{-1}))_a = (J(F^{-1})^a_y y^a)_{,A} = \frac{1}{\sqrt{\det G_{BC}}} \frac{\partial}{\partial X^A} (\sqrt{\det G_{BC}} J(F^{-1})^a_y).$$
We can also make a Piola transformation on any index of a tensor. For example, let \( \sigma^{ab} \) be a given two tensor. If we make a Piola transformation on the last index, we get a two-point tensor \( P \) with components \( P^{aB} = J(F^{-1})^B_B \sigma^{ab} \). The Piola identity, then, tells us that \( \text{DIV} P = J(\text{div} \sigma) \circ \phi \); that is, \( P^{aB}_{\mid B} = J\sigma^{ab}_{\mid b} \).

**Problem 7.7** If \( y \cdot n \) is interpreted as a flux per unit area on \( \phi(U) \), show that one can interpret \( Y \cdot N \) as the corresponding flux per unit of undeformed area. Use this to give a physical interpretation of the Piola identity.

---

**Box 7.4  Summary of Important Formulas for Section 1.7**

(See Box 7.1 for the key identities for differential forms.)

**Definition of a k-form on \( M \)**

\( \alpha \) is a \( \begin{pmatrix} 0 \\ k \end{pmatrix} \) tensor that is skew symmetric.

\[
\alpha(W_{\pi(1)}, \ldots, W_{\pi(k)}) = \text{sgn} \, \pi \alpha(W_1, \ldots, W_k)
\]

**Wedge Product**

\[
(\alpha \wedge \beta)(W_1, \ldots, W_{k+1}) = \frac{1}{k! \cdot l!} \sum (\text{sgn} \, \pi) \alpha \otimes \beta 
\]

\[
\cdot (W_{\pi(1)}, \ldots, W_{\pi(k+l)})
\]

**Interior Product**

\[
i_W \alpha(W_2, \ldots, W_k) = \alpha(W, W_2, \ldots, W_k)
\]

**Exterior Derivative \( d \)**

Characterized by:

(i) \( dd \alpha = 0 \)

(ii) \( d(\alpha \wedge \beta) = d\alpha \wedge \beta + (-1)^k \alpha \wedge d \beta \)

If \( \alpha = \alpha_{A_1 \ldots A_k} dX^{A_1} \wedge \cdots \wedge dX^{A_k} \),

then \( d\alpha = \frac{\partial \alpha_{A_1 \ldots A_k}}{\partial X^A} dX^A \wedge dX^{A_1} \wedge \cdots \wedge dX^{A_k} \)
(iii) $df = \text{differential of the function } f$

(iv) $d$ is local

**Poincaré Lemma**

If $d\alpha = 0$, then locally there is a $\beta$ such that $\alpha = d\beta$.

**Euler–Lagrange Equations of a Variational Principle**

$q(t) \in \mathbb{R}^n$ satisfies $(d/dt)(\partial \mathcal{L}/\partial q^i) - \partial \mathcal{L}/\partial q^i = 0$ if and only if $q(\cdot)$ is a critical point of $L(q) = \int_0^1 \mathcal{L}(q, \dot{q}) \, dt$ subject to the condition that $q(0), q(1)$ be fixed.

**Inverse Problem for a Variational Principle**

A nonlinear operator $A$ on a Banach space $\mathcal{X}$ is a potential operator; that is, $\langle A(x), v \rangle = dL(x) \cdot v$ for some $L(x)$ if and only if $\langle DA(x) \cdot v_1, v_2 \rangle$ is symmetric in $v_1$ and $v_2$ (i.e., $DA(x)$ is a symmetric operator).

**Hamilton’s Equations**

Symplectic form: $\omega = dq^i \wedge dp_i$

Hamiltonian vector field $X_H$:

$$i_{X_H} \omega = dH$$

$$X_H = \left( \frac{\partial H}{\partial p_i}, -\frac{\partial H}{\partial q^i} \right)$$

**Change of Variables**

$$\int_{\mathcal{M}} \phi^* \mu = \int_{\phi(\mathcal{M})} \mu$$

$$\int_{\mathcal{M}} (f \circ \phi) J \, dV = \int_{\phi(\mathcal{M})} f \, dV$$

**Stokes’ Theorem**

$$\int_{\partial \mathcal{M}} d\alpha = \int_{\mathcal{M}} \alpha$$

$$\int_{\partial \mathcal{M}} \frac{\partial \alpha_{A_1 \cdots A_{n-1}}}{\partial X^B} dX^B \wedge \cdots \wedge dX^{A_n} = \int_{\mathcal{M}} \alpha_{A_1 \cdots A_{n-1}} dX^{A_1} \wedge \cdots \wedge dX^{A_n}$$

**Divergence Theorem**

$$\int_{\partial \mathcal{M}} (\text{DIV } W) \, dV = \int_{\mathcal{M}} W^A_{,A} \, dV = \int_{\partial \mathcal{M}} W^A N_A \, dA$$

**Piola Transformation**

$Y = J\phi^* y$ or $i_{\gamma} \, dV = \phi^*(i_{\gamma} \, dv)$

**Piola Identity**

$\text{DIV } Y = J(\text{div } y \circ \phi)$

$Y^A{,A} = J y^a_{,a}$
This chapter presents the basic dynamical equations for continuum mechanics and some key inequalities from thermodynamics. The latter may be used to give functional form to the second Piola–Kirchhoff stress tensor—a fundamental ingredient in the dynamical equations. The study of this functional form is the main goal of Chapter 3 on constitutive theory.

We shall set up the basic equations (or inequalities) as integral balance conditions. Therefore, the first section of this chapter is devoted to their general study. For the dynamical equations, the basic postulate is the existence of a stress tensor and a momentum balance principle. In particle mechanics these are analogous to the postulate of Hamilton's equations, or Newton's second law. We shall present a detailed study of these ideas in both the material and spatial pictures by using the Piola transformation that was developed in Section 1.7.

The integral form of momentum balance is subject to an important criticism: it is not form invariant under general coordinate transformations, although the dynamical equations themselves are. We shall examine this and a number of related covariance questions. Covariance ideas are also useful in the discussion of constitutive theory, as we shall see in Chapter 3.

2.1 THE MASTER BALANCE LAW

Let $\mathcal{B}$ and $\mathcal{S}$ be Riemannian manifolds with metric tensors $G$ and $g$, respectively. Suppose $x = \phi(X, t)$ is a $C^1$ regular motion of $\mathcal{B}$ in $\mathcal{S}$, $V(X, t)$ is the material velocity, and $v(t, x)$ is the spatial velocity. For the moment we shall assume that $\mathcal{B}$ and $\mathcal{S}$ are the same dimension; for example, $\mathcal{B} \subset \mathcal{S}$ is open and $\phi$ is a
regular $C^1$ motion. (For shells and related situations the results need to be modified along the lines indicated in Box 5.1, Chapter 1 and Box 1.2, Chapter 2.) Let $dV$ be the volume element on $\mathcal{B}$ and $dv$ that in $\mathcal{S}$, and let $J(X, t)$ be the Jacobian of $\phi_t(X)$. (See Section 1.5.) Recall that an open subset $\mathcal{U} \subset \mathcal{B}$ is called "nice" if it has a piecewise $C^1$ boundary $\partial \mathcal{U}$.

1.1 Transport Theorem Let $f(x, t)$ be a given $C^1$ real-valued function of time $t$ and position $x \in \phi_t(\mathcal{B})$, and let $\mathcal{U}$ be a nice open set in $\mathcal{B}$. Then (suppressing the arguments $(x, t)$),

$$
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} f \, dv = \int_{\phi_t(\mathcal{U})} (\dot{f} + f \text{ div } v) \, dv = \int_{\phi_t(\mathcal{U})} \left( \frac{\partial f}{\partial t} + \text{div} (fv) \right) \, dv
$$

where $\dot{f} = \frac{\partial f}{\partial t} + df \cdot v = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial x^a} v^a$ is the material derivative of $f$ and $\text{div } v = v^a_{;a}$ is the divergence of $v$.

Proof. By change of variables, and differentiating under the integral sign,

$$
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} f \, dv = \frac{d}{dt} \int_{\mathcal{U}} f(\phi(X, t), t)J(X, t) \, dV
$$

$$
= \int_{\mathcal{U}} \left\{ \dot{f}(\phi(X, t), t)J(X, t) + f(\phi(X, t), t) \frac{\partial J(X, t)}{\partial t} \right\} \, dV.
$$

From 5.4, Chapter 1, $(\partial J/\partial t)(X, t) = (\text{div } v)J$. Inserting this in the preceding expression and changing variables back to $x$ gives the result.

**Problem 1.1** Generalize the transport theorem as follows. Let $\phi_t: \mathcal{B} \rightarrow \mathcal{S}$ be a regular motion of $\mathcal{B}$ in $\mathcal{S}$ and let $\mathcal{P} \subset \mathcal{B}$ be a $k$-dimensional submanifold. Let $\alpha$ be a $k$-form on $\mathcal{S}$ and let $\int_{\phi_t(\mathcal{P})} \alpha$ denote the integral of $\alpha$ over $\phi_t(\mathcal{P})$. Show that

$$
\frac{d}{dt} \int_{\phi_t(\mathcal{P})} \alpha = \int_{\phi_t(\mathcal{P})} L_v \alpha,
$$

where $v$ is the spatial velocity of the motion. Show that this includes the transport theorem as a special case by choosing $\mathcal{P} = \mathcal{U}$ and $\alpha = f \, dv$.

Many of the basic laws of continuum mechanics can be expressed in terms of integral equalities or inequalities. We abstract these by making the following.

1.2 Definition Let $a(x, t), b(x, t)$ be given scalar functions defined for $t \in \mathbb{R}$ (or an open interval in $\mathbb{R}$), $x \in \phi_t(\mathcal{B})$, and $c(x, t)$ a given vector field on $\phi_t(\mathcal{B})$. We say that $a, b,$ and $c$ satisfy the master balance law if, for any nice open set $\mathcal{U} \subset \mathcal{B}$, the integrals that appear in the following equation exist, $\int_{\phi_t(\mathcal{U})} a \, dv$ is $t$-differentiable and

$$
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} a \, dv = \int_{\phi_t(\mathcal{U})} b \, dv + \int_{\partial \phi_t(\mathcal{U})} \langle c, n \rangle \, da
$$
where \( n \) is the unit outward normal to \( \partial \phi_j(U) \) and \( da \) is the area element on this surface. If the above equality is replaced by the inequality

\[
\frac{d}{dt} \int_{\phi_t(U)} a \, dv \geq \int_{\phi_t(U)} b \, dv + \int_{\partial \phi_t(U)} \langle c, n \rangle \, da
\]

we say that \( a, b, c \) satisfy the master balance inequality.

If there is danger of confusion, we may refer to these as the spatial master balance law (or inequality, respectively).

The next theorem shows how to cast such a relationship into local form.

1.3 Localization Theorem (Spatial) Let \( a \) and \( c \) be \( C^1 \) and \( b \) be \( C^0 \). They satisfy the master balance law if and only if

\[
\frac{\partial a}{\partial t} + \text{div}(av) = b + \text{div} c.
\] (1)

They satisfy the master inequality if and only if

\[
\frac{\partial a}{\partial t} + \text{div}(av) \geq b + \text{div} c.
\] (1)'

Proof By the transport and divergence theorems, the master balance law is equivalent to

\[
\int_{\phi_t(U)} \left( \frac{\partial a}{\partial t} + \text{div}(av) \right) \, dv = \int_{\phi_t(U)} b \, dv + \int_{\partial \phi_t(U)} (\text{div} c) \, dv
\]

for any nice open set \( U \subset \mathcal{B} \). Thus if the identity (1) or inequality (1)' hold, the corresponding integral relation holds. Conversely, we may use the following elementary calculus lemma: if \( g(x) \) is continuous and \( \int_U g(x) \, dv = 0 \) (resp. \( \geq 0 \)) on a family \( \{U\} \) of open sets of arbitrarily small diameter about each point, then \( g(x) = 0 \) (resp. is \( \geq 0 \)). The result therefore holds.

The passage from the integral form to the localized form requires more differentiability than is needed to make sense of the integral form. Thus the integral form is more general and is crucial for the discussion of shocks. See Box 1.1, below.

Next we shall consider the material master balance law and inequality.

1.4 Definition Let \( A(X, t) \) and \( B(X, t) \) be given functions on \( \mathcal{B} \) and \( C(X, t) \) a vector field. We say that \( A \), \( B \), and \( C \) satisfy the (material) master balance law if, for all nice open sets \( U \subset \mathcal{B} \), the integrals appearing in the following equation
exist, \( \int_U AJ \, dV \) is \( t \)-differentiable and

\[
\frac{d}{dt} \int_U AJ \, dV = \int_U BJ \, dV + \int_{\partial U} \langle C, N \rangle \, dA
\]

where \( N \) is the unit outward normal to \( \partial U \) and \( dA \) is the area element on \( \partial U \). Similarly, we say that \( A, B, C \) obey the master balance inequality if

\[
\frac{d}{dt} \int_U AJ \, dV \geq \int_U BJ \, dV + \int_{\partial U} \langle C, N \rangle \, dA
\]

for all nice open sets \( U \subset \mathcal{B} \).

Again we can localize, but the procedure is now simpler. We need only differentiate under the integral sign and equate integrands. Thus, we get the following:

1.5 Localization Theorem (Material) Let \( AJ, BJ \) be \( C^0, \partial(AJ)/\partial t \) exist and be \( C^0 \), and let \( C \) be \( C^1 \). Then \( A, B, C \), satisfy the master balance law if and only if

\[
\frac{\partial}{\partial t} (AJ) = BJ + \text{DIV} \, C,
\]

and the master balance inequality if and only if

\[
\frac{\partial}{\partial t} (AJ) \geq BJ + \text{DIV} \, C.
\]

Theorems 1.3 and 1.5 are connected as follows:

1.6 Proposition Suppose \( A, B, C, \) and \( a, b, c \), are related by

\[
A(X, t) = a(x, t) \quad \text{(where } x = \psi(X, t)) \),
\[
B(X, t) = b(x, t),
\]

\[
C(X, t) = J(X, t)F^{-1}(X, t) \cdot c(x, t)
\]

(i.e., \( C \) is the Piola transform of \( c \) so that \( C^a = J(F^{-1})^a c^a \). Then \( A, B, C \) satisfy the material master balance law (resp. inequality) if and only if \( a, b, c \) satisfy the spatial master balance law (resp. inequality).

Proof This follows from the integral forms in the definitions by changing variables and using the identity \( \langle C, N \rangle \, dA = \langle c, n \rangle \, da \) derived in Section 1.7.

Problem 1.2 Directly verify the equivalence of the localized forms of the balance laws (1) and (2).
**Problem 1.3** Take \( a = \rho \) (the mass density), \( b = 0 \), \( c = 0 \), and show that the master balance law reduces to conservation of mass. Localize using 1.3, and convert to material form.

If we incorporate the mass density into the balance laws, some simplification results. Let \( \rho(x, t) \) be the mass density and assume that conservation of mass holds; that is, \( \partial \rho / \partial t + \text{div}(\rho v) = 0 \). If \( f \) is replaced by \( \rho f \) and conservation of mass is assumed, the transport theorem takes the following form:

\[
\frac{d}{dt} \int_{\Phi^t(\Omega)} f \rho \, dv = \int_{\Phi^t(\Omega)} f \rho \, dv.
\]

If \( a = \rho A \) and \( b = \rho B \) in the master balance law, the localization (1) becomes

\[
\rho \dot{A} = \rho B + \text{div} \, c.
\]

Correspondingly, if we take \( A = \rho \bar{A} \) and \( B = \rho \bar{B} \) in the material form, the localized equations (2) become

\[
\rho_{\text{Ref}} \frac{\partial \bar{A}}{\partial t} = \rho_{\text{Ref}} \bar{B} + \text{DIV} \, C.
\]

Similarly for the master balance inequalities.

**Problem 1.4** Prove Equations (3), (4), and (5).

The material forms of the balance principles are convenient, since their localization does not involve the convective term \( da \cdot v = (\partial a / \partial x^s) v^s \). Furthermore, the material form is valid for shells as it stands, but the spatial form requires modification; see Box 1.2 below.

---

**Box 1.1 The Transport Theorem and Discontinuity Surfaces**

The transport theorem may be supplemented by the following version.

1.7 Proposition Let \( f(x, t) \) be a given bounded \( C^1 \) function on a moving open set \( \Omega_t = S \) and suppose \( f \) is continuous on \( \partial^0 \Omega_t \). Suppose the boundary of \( \Omega_t \) is moving with velocity \( w \), and \( w_n \) is its (outward) normal component. Then

\[
\frac{d}{dt} \int_{\Omega_t} f \, dv = \int_{\Omega_t} \frac{\partial f}{\partial t} \, dv + \int_{\partial\Omega_t} f w_n \, da
\]

---

\(^1\)For instance, in fluid mechanics this convective term causes technical difficulties. Some existence and uniqueness proofs are considerably simplified if material coordinates are used. See Ebin and Marsden [1970] and Chapter 6.
Proof Extend \( \mathbf{w} \) to a vector field and let \( \psi_t \) be its flow. Then we have \( \mathcal{U}_t = \psi_t(\mathcal{U}_0) \). By the transport and divergence theorems,

\[
\frac{d}{dt} \int_{\mathcal{U}_t} f \, d\mathbf{v} = \int_{\mathcal{U}_t} \left( \frac{\partial f}{\partial t} + \text{div}(f \mathbf{w}) \right) \, d\mathbf{v} = \int_{\mathcal{U}_t} \frac{\partial f}{\partial t} \, d\mathbf{v} + \int_{\partial \mathcal{U}_t} f w_n \, d\mathbf{a}.
\]

1.8 Theorem Let \( f(x, t) \) be given, and let \( \phi(X, t) \) be a regular \( C^1 \) motion. Suppose \( f \) has a jump discontinuity across a surface \( \sigma \), but is \( C^1 \) elsewhere. Assume that \( \text{div}(f \mathbf{v}) \) is integrable on \( \phi_t(\mathcal{U}) \), as is \( \partial f/\partial t \). Then for a nice open set \( \mathcal{U} \subset \mathbb{S} \),

\[
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} f \, d\mathbf{v} = \int_{\phi_t(\mathcal{U})} \left( \frac{\partial f}{\partial t} + \text{div}(f \mathbf{v}) \right) \, d\mathbf{v} + \int_{\sigma_t \cap \mathcal{U}_t} [f](v_n - w_n) \, d\mathbf{a},
\]

where \( w_n \) is the normal velocity of \( \sigma_t \), \( v_n \) is the normal component of \( \mathbf{v} \), and \([f]\) denotes the jump in \( f \) across \( \sigma_t \).\(^2\)

Proof Write \( \mathcal{U}_t = \phi_t(\mathcal{U}) = \mathcal{U}_t^+ \cup \mathcal{U}_t^- \), where \( \mathcal{U}_t^+ \) is on the "forward moving" side of \( \sigma_t \), or the "+ side". Write \( \partial^+ \mathcal{U}_t^+ = \sigma_t \cup (\partial^+ \mathcal{U}_t \cap (\phi_t(\mathcal{U}))^+) \) and similarly for \( \partial^- \mathcal{U}_t^- \). See Figure 2.1.1.

By 1.7, and noting that \( -w_n \) is the outward normal component of \( \mathbf{w} \) on \( \sigma_t \), with respect to \( \mathcal{U}_t^+ \),

\[
\text{Figure 2.1.1}
\]

\(^2\)We assume \( \sigma_t \) divides \( \phi_t(\mathcal{U}) \) into two pieces. One piece is denoted \(+\), the other \( -\). The jump in \( f \) is from the \(-\) side to the \(+\) side; that is, \([f] = f^+ - f^-\), where \( f^+ \) is the limiting value of \( f \) from the \(+\) side and \( f^- \) that from the \(-\) side.
\[
\frac{d}{dt} \int_{\Omega_t} f \, dv = \int_{\Omega_t} \frac{\partial f}{\partial t} \, dv - \int_{\Omega_t} f^+ w_n \, da + \int_{\partial \Omega_t \cap \partial (\Omega_t)} f v_n \, da
\]
\[
= \int_{\Omega_t} \frac{\partial f}{\partial t} \, dv - \int_{\Omega_t} f^+ w_n \, da + \int_{\partial \Omega_t} \text{div}(fv) \, dv
\]
\[
+ \int_{\sigma_t \cap \Omega_t} f^+ v_n \, da.
\]
Adding this to the similar expression for \( \Omega_t^- \) gives
\[
\frac{d}{dt} \int_{\Omega_t} f \, dv = \int_{\Omega_t} \frac{\partial f}{\partial t} \, dv - \int_{\Omega_t} (f^+ - f^-) w_n \, da + \int_{\partial \Omega_t} \text{div}(fv) \, dv
\]
\[
+ \int_{\sigma_t \cap \Omega_t} [f] v_n \, da.
\]
This result can be used to generalize the master balance laws to the case in which the arguments experience jump discontinuities across a smooth surface. Let the hypotheses be as above, but assume that \( a, b, c \) and \( A, B, C \) may be discontinuous across the surfaces \( \sigma_t \) and \( \Sigma_t \), respectively, where \( \sigma_t = \phi_t(\Sigma_t) \). From 1.8 and the divergence theorem, we have the following identities:
\[
\frac{d}{dt} \int_{\phi_t(\Omega)} a \, dv - \int_{\phi_t(\Omega)} b \, dv - \int_{\partial \phi_t(\Omega)} \langle c, n \rangle \, da
\]
\[
= \int_{\phi_t(\Omega)} \left( \frac{\partial a}{\partial t} + \text{div}(av) - b - \text{div} c \right) \, dv
\]
\[
+ \int_{\sigma_t \cap \Omega_t} [a(\langle v, n \rangle - w_n) - \langle c, n \rangle] \, da
\]
and
\[
\frac{d}{dt} \int_{\Omega} AJ \, dV - \int_{\Omega} BJ \, dV - \int_{\Omega} \langle C, N \rangle \, dA
\]
\[
= \left( \frac{\partial(AJ)}{\partial t} - BJ - \text{DIV} C \right) \, dV
\]
\[
+ \int_{\Sigma_t} [AJ(\langle V, N \rangle - W_N) - \langle C, N \rangle] \, dA
\]
where \( W_N \) is the normal velocity of the surface \( \Sigma_t \). The integral balance laws imply the local form given previously as well as the following jump discontinuity conditions:
\[
[a(\langle v, n \rangle - w_n) - \langle c, n \rangle] = 0 \quad \text{on} \quad \sigma_t, \text{ (spatial form)}
\]
and
\[
[AJ(\langle V, N \rangle - W_N) - \langle C, N \rangle] = 0 \quad \text{on} \quad \Sigma_t, \text{ (material form)}.
\]
These results are fundamental in wave-propagation theory and in shock waves. The surfaces $\sigma$, and $\Sigma$, are called propagating singular surfaces—the "singular" referring to the fact that functions of interest experience discontinuities across them.\(^3\)

An important result, known as Cauchy’s theorem, deals with the form of the integrand $\langle c, n \rangle$ in the surface integral term of the master balance law.

### 1.9 Cauchy’s Theorem

Let $a(x, t)$ be $C^1$, and $b(x, t)$, $c(x, t, n)$ be $C^0$ scalar functions defined for all $t \in \mathbb{R}$ (or an open interval), all $x \in \phi_i(\mathcal{B})$, and all unit vectors $n$ at $x$. Assume that $a$, $b$, and $c$ satisfy the master balance law in the sense that, for any nice open set $U \subset \mathcal{B}$, we have

$$
\frac{d}{dt} \int_{\phi_i(U)} a(x, t) \, dv = \int_{\phi_i(U)} b(x, t) \, dv + \int_{\partial \phi_i(U)} c(x, t, n) \, da,
$$

where $n$ is the unit outward normal to $\partial \phi_i(U)$. Then there exists a unique vector field $c(x, t)$ on $\phi_i(\mathcal{B})$ such that $c(x, t, n) = \langle c(x, t), n \rangle$.

**Proof** By the transport theorem, the hypothesis is

$$
\int_{\phi_i(U)} (\dot{a} + a \text{ div } v - b) \, dv = \int_{\partial \phi_i(U)} c(x, t, n) \, da
$$

for all nice regions $U$.

Now fix the variable $t$ (it will be omitted in what follows). Work in a neighborhood of a point $x_0 \in \mathcal{S}$ and choose an oriented coordinate system $\{x^a\}$ that is orthonormal at $x_0$.

We shall work in three dimensions for simplicity; see Figure 2.1.2. In the first quadrant of the chosen coordinates system, draw the tetrahedron $\mathcal{W}$ with one edge of length $l$, and the others in fixed proportions to it. Let $n$ be the unit normal to the skew face. By construction,

$$
\lim_{l \to 0} \frac{\text{volume } \mathcal{W}}{\text{area } \partial \mathcal{W}} = 0,
$$

and so from (1),

$$
\lim_{l \to 0} \frac{1}{\text{area } \partial \mathcal{W}} \int_{\partial \mathcal{W}} c(t, x, n) \, da = 0,
$$

Let the coordinate faces be denoted $\Sigma_i$ ($i = 1, 2, 3$), and the skew face be $\Sigma$. By

\(^3\)For results on wave propagation theory, see Chen [1972] and Eringen and Suhubi [1974]. For results on shocks, see Courant and Friedrichs [1976], Hughes and Marsden [1976], and Chorin and Marsden [1979].
the mean value theorem for integrals, there is a $z \in \Sigma$ and points $z_i \in \Sigma_i$ such that

$$\frac{1}{\text{area } \partial \mathcal{W}} \int_{\partial \mathcal{W}} c \, da = \frac{1}{\text{area } \partial \mathcal{W}} \left\{ c(z, n)(\text{area } \Sigma) + \sum_{i=1}^{3} c(z_i, -n_i)(\text{area } \Sigma_i) \right\}$$

where $-n_i$ is the outward unit normal to $\Sigma_i$ at $z_i$. As $l \to 0$, $(\text{area } \Sigma)/(\text{area } \partial \mathcal{W}) \to \alpha$, a constant, and $(\text{area } \Sigma_i)/(\text{area } \partial \mathcal{W}) \to n'\alpha$, where $n = n'e_i$ is the limiting value of $n$ as $l \to 0$. (As the proportions of the sides vary, we get all possible vectors $n$ in the first quadrant.) Since $n_i \to e_i$ as $l \to 0$, we get the identity

$$0 = c(x_0, n) + \sum_{i=1}^{3} n'i c(x_0, -e_i). \quad (2)$$

Taking the limit $n \to e_i$, we get

$$c(x_0, e_i) = -c(x_0, -e_i). \quad (3)$$

Substituting back into (2) gives $c(x_0, n) = \sum_{i=1}^{3} n'i c(x_0, e_i)$. Similar reasoning holds for the other quadrants.

**Problem 1.5** Formulate Cauchy's theorem for material quantities.

**Problem 1.6** This problem is the first step in generalizing Cauchy's theorem to allow $c(x, t, n)$'s that are not necessarily continuous. (See Gurtin and Martins [1976] for more information.) Define a *Cauchy flux* to be a map $F$ that assigns to each oriented piecewise smooth surface (possibly with boundary) $\mathcal{S} \subset \mathbb{S} = \mathbb{R}^3$ a vector $F(\mathcal{S}) \in \mathbb{R}^3$ such that
(a) If $\mathcal{S} = \bigcup_{i=1}^{n} \mathcal{S}_i$, a disjoint union (except on boundaries) with compatible orientations, then $F(\mathcal{S}) = \sum_{i=1}^{n} F(\mathcal{S}_i)$, and 
(b) $F$ is area-continuous; that is, if area $(\mathcal{S}_n) \to 0$, then $F(\mathcal{S}_n) \to 0$.

Prove that $F(\mathcal{S}) = -F(-\mathcal{S})$, where $-\mathcal{S}$ denotes $\mathcal{S}$ with the opposite orientation. Compare Equation (3) above. [Hint: Consider a pill-box of thickness $\epsilon > 0$].

---

**Box 1.2 Balance Laws for Shells**

The transport theorem for shells follows.

**1.10 Theorem** Let $\dim \mathcal{S} = \dim \mathcal{B} + 1$ and let $\phi : \mathcal{B} \to \mathcal{S}$ be a motion (of embeddings) of $\mathcal{B}$ into $\mathcal{S}$. Let $f$ be a given $C^1$ function of $t \in \mathbb{R}$ and $x \in \phi(\mathcal{B})$. Let $\Omega \subset \mathcal{B}$ be a nice open set. Then

$$
\frac{d}{dt} \int_{\Omega} f \, dv = \int_{\phi^{-1}(\Omega)} \left[ f' + f(\text{div } \mathbf{v} + v_n \text{tr } \mathbf{k}) \right] \, dv
$$

where $\mathbf{v}$ is the component of the spatial velocity field parallel to $\phi(\mathcal{B})$, $v_n$ is its normal component, and $\text{tr } \mathbf{k}$ is the mean curvature of the hypersurface $\phi(\mathcal{B})$. (See Box 5.1, Chapter 1.)

**Proof**

$$
\frac{d}{dt} \int_{\phi^{-1}(\Omega)} f \, dv = \frac{d}{dt} \int_{\Omega} f(\phi(X, t), t) J(X, t) \, dV(X)
$$

by the change of variables theorem. By 5.13 and 5.14 of Chapter 1, we have

$$
\frac{\partial J}{\partial t} = ((\text{div } \mathbf{v}) \circ \phi_t + v_n (\text{tr } \mathbf{k}) \circ \phi_t) J.
$$

After differentiating under the integral sign, one may complete the proof as in 1.1. 

Given scalar functions $a, b$ on $\phi(\mathcal{B})$ and a vector field $c(x, t)$, we define the master balance law as before:

$$
\frac{d}{dt} \int_{\phi^{-1}(\Omega)} a \, dv = \int_{\phi^{-1}(\Omega)} b \, dv + \int_{\phi^{-1}(\Omega)} \langle c, n \rangle \, da.
$$

The localized equations are

$$
\frac{\partial a}{\partial t} + \text{div}(av) + av_n \text{tr } \mathbf{k} = b + \text{div } c
$$

where $\text{div}$ means the intrinsic (Riemannian) divergence for vector fields on the surface $\phi(\mathcal{B})$. 

The material picture for shells is the same as that in 1.4 and 1.5. The Piola transform still makes sense as a relation between vector fields $C$ on $\mathcal{B}$ and vector fields $c$ on $\phi_t(\mathcal{B})$.

**Problem 1.7** Prove a Cauchy theorem for shells.

**Problem 1.8** Prove a transport theorem for discontinuity surfaces in shells.

---

**Box 1.3 Transport Theorem for a Distensible Tube**

Balance laws in mechanics involve terms of the form $\dot{f} + f \text{div} \mathbf{v}$. Most of the difficulty in deriving one-dimensional theories is computing the correct one-dimensional counterpart of $\dot{f} + f \text{div} \mathbf{v}$. The procedure given here explains how to do this.

Consider a section $\mathcal{S}$ of the tube illustrated in Figure 2.1.3. Let $\mathcal{S}$ be chosen normal to the $z^3$-axis. The **luminal area** of the tube is the area of $\mathcal{S}$ and is denoted $A(z^3, t) > 0$; $\mathcal{S}$ need not be circular. Let $\partial \mathcal{S}$ denote the **luminal boundary** with line element $dl$. Let $f(z^1, z^2, z^3, t)$ be a $C^1$ real-valued function, and define its **area mean** to be $\bar{f} = (\int_\mathcal{S} f \, da)/A : \mathbb{R}^2 \rightarrow \mathbb{R}$, where $da$ is the area element on $\mathcal{S}$. Let $\mathbf{v}$ denote the spatial velocity vector of material contained in the tube. The $z^3$-component of $\mathbf{v}$ is denoted $v^3$. Let $\mathbf{n}$ be the **unit outward normal vector** to the tube defined on the boundary of the tube. The tube in general will have a

---

![Figure 2.1.3](image-url)
time-dependent taper so \( n \) does not necessarily lie in the \( z^1z^2 \)-plane—that is, in the plane of \( \mathbb{S} \). Let \( v_n \) represent the component of \( v \) in the direction \( n \); that is, \( v_n = v \cdot n \). If \( u_n \) denotes the normal velocity of the luminal surface, then \( w_n \) the relative normal velocity of the lumen, is defined by \( u_n = v_n + w_n \). Thus the amount of fluid leaving the tube through the luminal surface is measured by \(-w_n\). The preceding definitions and the transport theorem yield the following identity:

\[
\frac{\partial}{\partial t} (Af) + \frac{\partial}{\partial z^2} [A(fv^2)] = \int_{\mathbb{S}} (f + f \text{ div } v) \, da + \int_{c} fw_n \, dl.
\]

This relation is useful in establishing one-dimensional theories of flow through distensible tubes.\(^4\) The last term allows for outflow due to transverse branching.

---

### Box 1.4 Summary of Important Formulas for Section 2.1

**Transport Theorem**

\[
\frac{d}{dt} \int_{\phi(t)} f \, dv = \int_{\phi(t)} (f + f \text{ div } v) \, dv \quad f + f \text{ div } v = \frac{\partial f}{\partial t} + (fv)_a
\]

\[
= \int_{\phi(t)} \left( \frac{\partial f}{\partial t} + \text{div} (fv) \right) \, dv
\]

**Master Balance Law**

(i) For spatial quantities \( a, b, c \):

(Integral Form)

\[
\frac{d}{dt} \int_{\phi(t)} a \, dv = \int_{\phi(t)} b \, dv + \int_{\partial \phi(t)} \langle c, n \rangle \, da \quad \langle c, n \rangle = c^a n^b g_{ab}
\]

(Local Form)

\[
\frac{\partial a}{\partial t} + \text{div} (av) = b + \text{div} c
\]

(ii) For material quantities \( A, B, C \):

(Integral Form)

\[
\frac{d}{dt} \int_{\Omega} AJ \, dV = \int_{\Omega} BJ \, dV + \int_{\Omega} \langle C, N \rangle \, dA \quad \langle C, N \rangle = C^A N^B G_{AB}
\]

(Local Form)

\[
\frac{\partial}{\partial t} (AJ) = BJ + \text{DIV } C
\]

\[
\frac{\partial}{\partial t} (AJ) = BJ + C^A_{1A}
\]

---

\(^4\)See Hughes and Lubliner [1973].
Material vs. Spatial

\[ A(X, t) = a(x, t) \]
\[ B(X, t) = b(x, t) \]
\[ C(X, t) = J F^{-1} c \]
\[ x = \phi(X, t) \]

Balance Laws Using Mass Density \( \rho(x, t) \)

Transport:

\[ \frac{d}{dt} \int_{\phi(t)} \rho \, dv = \int_{\phi(t)} \dot{\rho} \, dv \]

Master Balance Law

\[ \rho \dot{\alpha} = \rho \dot{\beta} + \text{div} \, c \]
\[ a = \rho \dot{\alpha}, \quad b = \rho \dot{\beta} \]
\[ \rho_{\text{ref}} \frac{\partial \vec{A}}{\partial t} = \rho_{\text{ref}} \vec{B} + \text{DIV} \, C \]
\[ A = \rho \vec{A}, \quad B = \rho \vec{B} \]

Cauchy's Theorem

If \( a(x, t), b(x, t), \) and \( c(x, t, n) \) satisfy the master balance law, then

\( c(x, t, n) = \langle c(x, t), n \rangle \) for some vector field \( c \). Materially, if \( A(X, t), B(X, t), \) and \( C(X, t, N) \) satisfy the master balance law, then \( C(X, t, N) = \langle C(X, t), N \rangle \).

Transport Theorem for Discontinuity Surfaces

\[ \frac{d}{dt} \int_{\phi(t)} f \, dv = \int_{\phi(t)} (\dot{f} + f \, \text{div} \, v) \, dv + \int_{\sigma_t \cap \Omega_t} [f](v_n - w_n) \, da, \]

where \( \sigma_t \) = discontinuity surface, \( w_n \) is its normal velocity, \( v_n \) is the normal component of \( v \), and \([f]\) is the jump of \( f \) across \( \sigma_t \).

Jump Discontinuity Conditions for the Master Balance Law

\[ a\langle v, n \rangle - w_n - \langle c, n \rangle = 0 \quad \text{on} \quad \sigma_t \]
\[ A\langle V, N \rangle - W_N - \langle C, N \rangle = 0 \quad \text{on} \quad \Sigma_t, \text{ where } \sigma_t = \phi_t(\Sigma_t) \]

Transport Theorem for Shells

\[ \frac{d}{dt} \int_{\phi(t)} f \, dv = \int_{\phi(t)} [\dot{f} + f(\text{div} \, u_{11} + v_n \text{ tr } k)] \, dv \]

### 2.2 THE STRESS TENSOR AND BALANCE OF MOMENTUM

This section develops the basic equations of continuum mechanics. The concept which sets continuum mechanics apart from particle mechanics is that of stress. The idea, introduced by Cauchy a century and a half after Newton, expresses the interaction of a material with surrounding material in terms of surface contact forces.

We quote Truesdell [1968], p. 186 concerning the Stress Principle of Cauchy: "Upon any smooth, closed, orientable surface \( \mathcal{S} \), be it an imagined surface within the body or the bounding surface of the body itself, there exists an
integrable field of traction vectors $t_\varepsilon$ equipollent (same resultant and moment) to the action exerted by the matter exterior to $\mathcal{S}$ and contiguous to it on that interior to $\mathcal{S}$." See Figure 2.2.1.

![Figure 2.2.1](image)

We postulate the existence of a vector field $t(x, t, n)$ depending on time $t$, the spatial point $x$, a unit vector $n$, and, implicitly, the motion $\phi(x, t)$ itself. Physically, $t(x, t, n)$ represents the force per unit area exerted on a surface element oriented with normal $n$. We shall call $t$ the Cauchy stress vector.

Throughout this section we shall assume that $\mathcal{B}$ is a simple body moving in $\mathcal{S} = \mathbb{R}^n$. We shall let $\phi_t$ be a regular $C^1$ motion of $\mathcal{B}$ in $\mathcal{S}$, and, as usual, let $\mathbf{v}(x, t)$ and $\mathbf{V}(X, t)$ be its spatial and material velocities. Let $\rho(x, t)$ be a mass density function. We shall explicitly state when we are assuming conservation of mass. Finally, we assume that forces other than surface contact forces (tractions) arise from an external force field $b$, an example of which is the gravitational force.

The reader who has read Box 5.1, Chapter I, and Box 1.2 in the preceding section may generalize the results below to shells. In Box 2.2 we shall indicate another possible generalization of the results given here.

2.1 Definition Given $\phi(X, t)$, $\rho(x, t)$, $t(x, t, n)$, and $b(x, t)$ we say that balance of momentum is satisfied provided that for every nice open set $\mathcal{U} \subset \mathcal{B}$,

$$\frac{d}{dt} \int_{\phi_t(\mathcal{U})} \rho \mathbf{v} \, dv = \int_{\phi_t(\mathcal{U})} \rho \mathbf{b} \, dv + \int_{\partial \phi_t(\mathcal{U})} \mathbf{t} \, da$$

where $\mathbf{t}$ is evaluated on the unit outward normal $n$ to $\partial \phi_t(\mathcal{U})$ at a point $x$.

The above equation states that the rate of change of linear momentum of $\phi_t(\mathcal{U})$ equals the net force acting on it.
Warning: Balance of momentum explicitly uses the linear structure of \( \mathbb{R}^n \) since vector functions are integrated. It is correct to interpret this equation componentwise in Cartesian coordinates \( z_i \) but not in a general coordinate system. In this sense, balance of momentum is not a tensorial postulate. We shall discuss this objection in greater detail in Section 2.3. There we shall show how balance of momentum follows from an energy principle that does not require \( S \) to be linear. (For relativistic elasticity it is essential to have a basic postulate that is covariant—such as balance of four momentum—and for classical elasticity it is desirable.)

2.2 Theorem Assume that balance of momentum holds, that \( \phi(X, t) \) is \( C^1 \), and \( t(x, t, n) \) is a continuous function of its arguments. Then there is a unique \( \binom{2}{0} \) tensor field, denoted \( \sigma \), depending only on \( x \) and \( t \) such that

\[
\boxed{t(x, t, n) = \langle \sigma(x, t), n \rangle.}
\]

In coordinates \( \{x^a\} \) on \( S \), the preceding equation reads

\[
t^a(x, t, n) = \sigma^{ac}(x, t)g_{bc}n^b = \sigma^b_{bc}n^b.
\]

Proof Let \( u_0 \) be a vector in \( \mathbb{R}^n \). Then

\[
\frac{d}{dt} \int_{\phi(t)} \rho v \cdot u_0 \, dv = \int_{\phi(t)} \rho v' \cdot u_0 \, dv + \int \langle t, u_0 \rangle \, dv.
\]

By Cauchy's theorem, 1.7, there is a vector field \( c \) such that \( \langle t, u_0 \rangle = \langle c, n \rangle \). Since \( \langle t, u_0 \rangle \) depends linearly on \( u_0 \), \( c \) must also be a linear function of \( u_0 \), and so defines the required tensor \( \sigma \). (In Cartesian coordinates, picking \( u_0 = i_i \) gives a vector field \( c' \) such that \( t' = \langle c', n \rangle = n^i\sigma^{ik}\delta_{jk} \), where \( \sigma^{ik} \) are the components of \( c' \).) Obviously, \( \sigma \) is uniquely determined.

2.3 Definition The tensor \( \sigma^{ab} \) is called the Cauchy stress tensor. The associated tensor \( \sigma^a_{\ b} \) is also called the Cauchy stress tensor.

2.4 Theorem Assume that balance of momentum and conservation of mass hold. Then

\[
\rho \dot{v} = \rho b + \text{div} \sigma, \quad \text{where} \quad (\text{div} \sigma)^a = \sigma^{ab}_{\ b}.
\]

Proof The validity of this equation in Cartesian coordinates results from the spatial form of the master balance law (see Equation (4), Section 2.1).

In general coordinates \( \{x^a\} \), this basic set of dynamic equations in 2.4 reads as follows:

\[
\rho \left( \frac{\partial v^a}{\partial t} + v^b \frac{\partial v^a}{\partial x^b} + \gamma^a_{bc} v^b v^c \right) = \rho b^a + \frac{\partial \sigma^{ab}}{\partial x^b} + \sigma^{ac} v^c + \sigma^{cb} v^b.
\]
Notice that $\sigma \cdot n$ is the force per unit of deformed area. To find the force per unit of undeformed area, we perform a Piola transformation (see Section 1.7).

2.5 Definition The *first Piola–Kirchhoff stress tensor* $P$ is the two-point tensor obtained by performing a Piola transformation on the second index of $\sigma$. In coordinates,

$$P^{\alpha\beta} = J(F^{-1})^a_b \sigma^{ab}.$$  

Here $P^{\alpha\beta}$ is a function of $(X, t)$ and $\sigma^{ab}$ is evaluated at $(X, t)$, where $x = \phi(X, t)$.

From results in Section 2.1 we can read off the material version of balance of momentum.

2.6 Theorem Assume conservation of mass holds. Then balance of momentum is equivalent to

$$\frac{d}{dt} \int_{\mathbb{U}} \rho_{\text{Ref}} V dV = \int_{\mathbb{U}} \rho_{\text{Ref}} B dV + \int_{\partial\mathbb{U}} \langle P, N \rangle dA$$

for any nice open set $\mathbb{U} \subset \mathbb{R}$. Here $B(X, t) = b(x, t)$ and $\langle P, N \rangle = P^{\alpha\beta} N_{\alpha\beta}$. This, in turn, is equivalent to

$$\rho_{\text{Ref}} A = \rho_{\text{Ref}} B + \text{DIV } P$$

where $(\text{DIV } P)^a = P^{\alpha\beta}_{\alpha}.$

Problem 2.1 Let $A$ be an $n \times n$ matrix such that for any unit vector $n$, $A \cdot n$ is parallel to $n$. Show that $A = \rho I$, where $\rho$ is a real number and $I$ is the $n \times n$ identity matrix.

2.7 Example A *perfect fluid* is characterized by the fact that no shear forces are possible; that is, $\sigma \cdot n$ is parallel to $n$. Problem 2.1 shows that $\sigma = -\rho I$ for some scalar function $\rho$ called the *pressure*, and $I$ the identity (equivalently, $\sigma^{ba} = -\rho g^{ba}$). The equations of motion then read

$$\rho \dot{v} = \rho \dot{b} - \nabla p \quad (\text{Euler's equations})$$

since $\text{div} (-\rho I) = -\nabla p$. The reader should write out the equations in material form as an exercise.

If we pull the first leg of $P$ back to $\mathbb{R}$ we get a $\left( \begin{array}{c} 2 \\ 0 \end{array} \right)$ tensor on $\mathbb{R}$. This tensor will turn out to play an important role in constitutive theory. The formal definition follows.

\footnote{See Piola [1845] and Kirchhoff [1852].}
2.8 Definition The second Piola-Kirchhoff stress tensor \( S \) is obtained by pulling the first leg of \( P \) back by \( \phi_i \). In coordinates,

\[
S^{AB} = (F^{-1})^A_a P^{aB} = J(F^{-1})^A_a(F^{-1})^B_b \sigma^{ab}.
\]

**Problem 2.2** Show that balance of momentum can be written as

\[
\rho \text{Ref} \ddot{x} = \rho \text{Ref} \phi_i^*(B) + \text{DIV}_C S
\]

where \( \alpha \) is the convected acceleration and \( \text{DIV}_C S \) is the divergence of \( S \) with respect to the metric \( C^i = \phi_i^*(g) \).

---

**Box 2.1 The Unit Normal as a One-Form**

In retrospect, the position of the indices on the Cauchy stress tensor seem most natural up—that is, \( \sigma^{ab} \). However, to contract with \( n \), \( \sigma^{ab} \) seems more natural. We can encompass both properties if we think of unit normals as one-forms rather than vectors; then \( \sigma^{ab} n_b \) is the natural contraction.

To motivate this idea, consider a real-valued function \( f \) on \( \mathbb{R}^3 \). The level sets \( f(x, y, z) = c \) are surfaces. In vector calculus we learn that the gradient vector \( \nabla f(x, y, z) \) is a unit normal to the surface through the point \( (x, y, z) \). However, the one-form \( df(x, y, z) \) carries similar information: if \( u \) is a unit vector, \( df(x, y, z) \cdot u \) is the rate of change of \( f \) in the direction of \( u \). We can think of \( df(x, y, z) \) as a measure of how closely stacked the level sets "\( f = \) constant" are near \( (x, y, z) \). It is as legitimate a way of thinking of the normal direction to the level set as that provided by the gradient. See Figure 2.2.2.
This idea fits naturally with the Cauchy stress postulate. Indeed, \( t(x, t, n) \) was supposed to be the force across a two-surface element at \( x \) with unit normal \( n \). But a two-surface element can be thought of as a two-form at \( x \), say \( da \). The one-form \( n^i \) such that \( n^i \wedge da = dv \) is the "unit normal" to \( da \). The same unit normal thought of as a vector \( n \) satisfies \( da = i_n dv \). (See also Misner, Thorne and Wheeler [1973] pp. 53–60.)

**Box 2.2  The Convected and Co-rotational Stress Tensors**

In addition to the Cauchy and the Piola–Kirchhoff stress tensors, two other representations of the stress are of some importance since they take into account the deformational and rotational parts of the motion (see Section 1.3).\(^6\)

The *convected stress tensor* \( \Sigma \) is obtained by pulling back the contravariant Cauchy stress tensor \( \sigma^i \) to \( \mathcal{B} \). In components,

\[
\Sigma_{AB} = F^a_A \sigma_{ab} F^b_B.
\]

The *co-rotational (or rotated) stress tensor* \( \mathcal{G} \) is obtained by rotating the Cauchy stress tensor \( \sigma \) back to \( \mathcal{B} \). Recall from 3.12, Chapter 1, that the rotation matrix \( R : T_x \mathcal{B} \rightarrow T_x \mathcal{S} \) is the orthogonal part of \( F \). In components,

\[
\mathcal{G}^{AB} = (R^{-1})^A_a \sigma^{ab} (R^{-1})^b_b.
\]

Recall that \( R \) is orthogonal: \( R^{-1} = R^T \); that is, \( (R^{-1})^A_a = R^b_B \sigma_{ab} G^{AB} \). Thus,

\[
\mathcal{G}_{AB} = R^a_A \sigma_{ab} R^b_B
\]

That is, we can pull back either the covariant or contravariant form of \( \sigma \) to the same end.

These forms of the stress tensor are convenient in some numerical applications (see, for example, Oden [1972]).

Next we turn to balance of moment of momentum, which corresponds to the statement in particle mechanics that the rate of change of angular momentum equals torque. In particle mechanics, balance of moment of momentum is a corollary of balance of linear momentum, whereas in continuum mechanics it is an independent hypothesis.

---

\(^6\)See, for example, Chapter 4, of Eringen [1975].
Assume we are in $\mathbb{R}^3$. The vector from the origin to the point $x$ is denoted $x$, and $x \times y$ is the usual cross product.

2.9 Definition We say that balance of moment of momentum is satisfied if, for every nice $\mathcal{U} \subset \mathcal{B}$,

$$\frac{d}{dt} \int_{\Phi_t(\mathcal{U})} \rho(x \times v) \, dv = \int_{\Phi_t(\mathcal{U})} \rho(x \times b) \, dv + \int_{\delta\Phi_t(\mathcal{U})} x \times \langle \sigma, n \rangle \, da.$$

This postulate leads to the important conclusion that the Cauchy stress tensor is symmetric.

2.10 Theorem Let conservation of mass and balance of momentum hold. Then balance of moment of momentum holds if and only if $\sigma$ is symmetric; that is,

$$\sigma^{ab} = \sigma^{ba}.$$

Proof By the master balance law (Equation (4), Section 2.1), balance of moment of momentum is equivalent to $\rho(x \times \dot{v}) = \rho(x \times b) + \text{div} \, (x \times \sigma)$, where $x \times \sigma$ is the two-tensor given by $(x \times \sigma)^{ij} = \epsilon^{ijk} z^j \sigma^{kli}$, where $\epsilon^{ijk}$ is the permutation symbol ($+1$ if $ilk$ is an even permutation of $(1, 2, 3)$, $-1$ if odd, and 0 if otherwise), and $z^j$ are the Cartesian coordinates of $x$. Thus

$$(\text{div}(x \times \sigma))^i = \frac{\partial}{\partial z^j} (\epsilon^{ijk} z^j \sigma^{kli}) - (x \times \text{div} \, \sigma)^i + \epsilon^{ijk} \delta^i_j \sigma^{kli}.$$

Substituting this into $\rho(x \times \dot{v}) = \rho(x \times b) + \text{div} \, (x \times \sigma)$ and using balance of momentum leaves $0 = \epsilon^{ijk} \sigma^{kij} (j = 1, 2, 3)$, which is equivalent to symmetry of $\sigma^{ik}$.

Symmetry of $\sigma$ is a coordinate-independent statement. Also, note that symmetry of $\sigma$ is equivalent to symmetry of the second Piola-Kirchhoff stress tensor: $S^{AB} = S^{BA}$. The first Piola-Kirchhoff stress tensor then has the following symmetry: $P^{aA} F^b_{\, A} = P^{bA} F^a_{\, A}$.

Box 2.3 Some Remarks on Cosserat Continua

Some materials, called Cosserat continua, or directed media, have an internal structure that influences their behavior when viewed as a continuous medium. For these materials it is useful to generalize the notion

---

7The earliest concepts of this kind were apparently espoused by Duhem [1906] and developed extensively by Cosserat and Cosserat [1909] with rods and shells in mind (cf. Truesdell and Toupin [1960], Toupin [1962], [1964], Antman [1972a], Naghdi [1972], and Box 2.1, Chapter 7). The history is thoroughly described in Truesdell and Noll [1965]. Recent important contributions to the theory of liquid crystals have been made by Ericksen and Leslie; see, for example, their review articles in Brown [1976].
of a simple body to take into account this structure. Liquid crystals are an example. This class of substances have rodlike molecules whose alignment influences their material behavior. We modify the containing space $S = \mathbb{R}^3$ to allow for these extra (microscopic) degrees of freedom. There are at least three choices for liquid crystals:

(i) $S = \mathbb{R}^3 \times \mathbb{R}^3$ (extensible directed rods),

(ii) $S = \mathbb{R}^3 \times S^2$ (inextensible directed rods; "cholesteric" case), and

(iii) $S = \mathbb{R}^3 \times \mathbb{P}^2$ (inextensible undirected rods; "nematic" case).

Here $S^2$ is the unit two-sphere in $\mathbb{R}^3$ and is used to model vectors that are free to point in any direction, but which are inextensible. $\mathbb{P}^2$ denotes real projective two-space, defined to be $S^2$ with antipodal points identified. It is used to model inextensible rods that have indistinguishable ends.

We may summarize the internal variables by choosing the ambient space to be $S = \mathbb{R}^3 \times \mathcal{R}$, where $\mathcal{R}$ is some manifold. The body should consist of an open set $\mathcal{O} \subset \mathbb{R}^3$ (points in physical space) together with a representative of $\mathcal{R}$ (rod variables) attached to each point. Picking such a representative to give us our "reference configuration" amounts to choosing a map $f_0 : \mathcal{O} \to \mathcal{R}$. Let $\mathcal{B} \subset S$ be the graph of $f_0$:

$$\mathcal{B} = \{(X_\theta, f_0(X_\theta)) \mid X_\theta \in \mathcal{O}\}.$$

A configuration of $\mathcal{B}$ is, as usual, a map $\phi : \mathcal{B} \to S$. We define $\phi_\mathcal{O} : \mathcal{O} \to \mathbb{R}^3$ and $\phi_\mathcal{R} : \mathcal{O} \to \mathcal{R}$ by writing $\phi(X_\theta, f_0(X_\theta)) = (\phi_\mathcal{O}(X_\theta), \phi_\mathcal{R}(X_\theta))$. The velocity field $v$ of a motion $\phi(X, t)$ likewise has two components, which we can write $v = (v_\mathcal{O}, v_\mathcal{R})$. Let us also write $x = \phi(X) = (x_\mathcal{O}, x_\mathcal{R}) \in \mathbb{R}^3 \times \mathcal{R}$. See Figure 2.2.3 in which $\mathbb{R}^3$ has been replaced by $\mathbb{R}^2$ for visualization.

Let $\mathcal{U}_\mathcal{O}$ be an open set in $\mathcal{O}$ and $\mathcal{U}$ its graph in $\mathcal{B}$. Then $\phi(\mathcal{U})$ is a subset of $S$, but is not open. Nevertheless, its component in $\mathbb{R}^3$—namely, $\phi_\mathcal{O}(\mathcal{U}_\mathcal{O})$—will be an open set with volume element $dv_\mathcal{O}$, if $\phi$ is regular. We let $J$ stand for the Jacobian of $\phi_\mathcal{O}$. The mass density $\rho(x, t)$ is assumed to depend only on $x_\mathcal{O}$. Then we get, as in Section 1.5,

$$\frac{\partial \rho}{\partial t} + \rho \cdot v_\mathcal{O} + \rho \operatorname{div} v_\mathcal{O} = 0.$$  

(If one assumed $\rho$ depended on $x_\mathcal{R}$ as well, then an analysis like that for shells would be required.)

A formulation accounting for a single director may be given as follows. We assume the existence of a traction vector $t(x, t, n_\theta)$ for the

---

8Even if $\phi$ is regular, it could happen that $\phi(\mathcal{B})$ is not a graph; we postulate that $\phi(\mathcal{B})$ is a graph over $\phi_\mathcal{O}(\mathcal{B})$ as part of the definition of regularity. It is equivalent to $\phi_\mathcal{O}$ being regular.
motion of $\mathcal{B}$ in $\mathcal{S}$, where $n_\varphi$ denotes a unit normal in $\mathcal{B}$. Balance of momentum is now postulated in the form

$$\frac{d}{dt} \int_{\phi_{t,\varphi}(\mathcal{U}_\varphi)} \rho v \, dv_\varphi = \int_{\phi_{t,\varphi}(\mathcal{U}_\varphi)} f \, dv_\varphi + \int_{\partial \phi_{t,\varphi}(\mathcal{U}_\varphi)} t(x, t, n_\varphi) \, da_\varphi,$$

where $\phi_{t,\varphi}$ is the map $\phi_\varphi$ at time $t$. This equation has an $\mathcal{R}$ component as well as the usual $\mathcal{P}$ component. For example,

$$f = (\rho b_\varphi, \rho b_\mathcal{R} + \pi)$$

where $b_\varphi$ is the usual body force per unit mass, $b_\mathcal{R}$ is the external director body force per unit mass and $\pi$ is the intrinsic director body force per unit volume. By an argument like that in Cauchy’s theorem, we find that $t$ is a linear function of $n_\varphi$. Thus we can write

$$t(x, t, n_\varphi) = (\sigma^{ab}_\varphi(x_\varphi, x_\mathcal{R}, t)n_b, \sigma^{bc}_\mathcal{R}(x_\mathcal{R}, x_\mathcal{R}, t)n_b)$$

where the $n_b$’s are components of $n_\varphi$, $a$ refers to coordinates in $\mathbb{R}^3$ and $c$ refers to coordinates in $\mathcal{R}$. One calls $\sigma^{bc}_\mathcal{R}$ the director stress.

The equations of motion then become the pair of vector equations:

$$\begin{align*}
\rho a^{ab}_\varphi &= \rho b^{ab}_\varphi + \sigma^{ab}_\varphi \nabla \cdot \mathbf{b} \\
\rho a^{bc}_\mathcal{R} &= \rho b^{bc}_\mathcal{R} + \sigma^{bc}_\mathcal{R} \nabla \cdot \mathbf{b} + \pi^c.
\end{align*}$$

These equations are coupled because $\sigma^{ab}_\varphi$, $\sigma^{bc}_\mathcal{R}$ and $\pi^c$ depend on $x_\varphi$ and $x_\mathcal{R}$.

In general, the stress tensor $\sigma_\varphi$ is not symmetric. However, in any specific situation, information can be obtained from balance of moment of momentum. This leads us to postulate balance of moment of mo-
momentum as follows:

\[
\int_{\Phi_t, s(t)} \rho (x_{\phi} \times a_{\phi} + x_{\partial} \times a_{\partial}) \, dv_{\phi} \\
= \int_{\Phi_t, s(t)} \rho (x_{\phi} \times b_{\phi} + x_{\partial} \times b_{\partial}) \, dv_{\phi} \\
+ \int_{\delta \Phi_t, s(t)} (x_{\phi} \times \langle \sigma_{\phi}, n_{\phi} \rangle + x_{\partial} \times \langle \sigma_{\partial}, n_{\partial} \rangle) \, da_{\phi}.
\]

The argument in 2.10, shows that this assumption is equivalent to symmetry of the tensor \( k^{ab} \), where

\[
k^{ab} = \sigma_{\phi}^b - \pi_a x_{\phi}^b + x_{\partial}^b \sigma_{\partial}^c
\]

There are analogous results when \( \partial \) is chosen in a more general manner such as in the case when there are several directors.

Oriented media concepts are often used as alternatives to the three-dimensional theory for the direct construction of rod, plate, and shell theories (see the references cited in footnote 7). Further properties of oriented media such as Euclidean invariance and balance of energy are considered in problems below.

---

**Box 2.4 Summary of Important Formulas for Section 2.2**

**Cauchy Stress Tensor**

\[ \sigma \]

**Cauchy Traction Vector**

\[ t = \langle \sigma, n \rangle = \sigma \cdot n \]

**Balance of Momentum: Spatial**

\[
\frac{d}{dt} \int_{\Phi_t} \rho v \, dv = \int_{\Phi_t} \rho b \, dv \\
+ \int_{\delta \Phi_t} \langle \sigma, n \rangle \, da
\]

**Balance of Momentum: Localization**

\[ \rho \dot{v} = \rho b + \text{div } \sigma \]

**Piola-Kirchhoff Stress Tensors**

**First:** \( P = J F^{-T} = FS \)

\[ P^{aA} : = J (F^{-1})^A B \sigma^{aB} = S^{BA} F^a_B \]

**Second:** \( S = F^{-1} P \)

\[ S^{BA} : = p^{aA} (F^{-1})^B_a \]
### Balance of Momentum: Material

\[
\frac{d}{dt} \int_{\Omega} \rho_{\text{Ref}} V \, dV = \int_{\Omega} \rho_{\text{Ref}} B \, dV + \int_{\partial \Omega} \langle P, N \rangle \, dA
\]

(Euclidean coordinates only)

### Balance of Momentum: Localization

\[
\rho_{\text{Ref}} A = \rho_{\text{Ref}} B + \text{DIV} \, P
\]

### Euler Equations (Perfect Fluid)

\[
\rho \frac{d\mathbf{v}}{dt} = \rho \mathbf{b} - \nabla p
\]

### Symmetry of Stress Tensor (Balance of Moment of Momentum)

\[
\sigma = \sigma^T, \quad S = S^T, \quad FP^T = PF^T
\]

### Convected Stress Tensor

\[
\Sigma = F^T \sigma^T, \quad F = \text{pull-back of } \sigma^T
\]

### Co-rotational Stress Tensor

\[
\mathcal{S}' = R^{-1} \sigma' R^{-T}, \quad \mathcal{S}' = R^T \sigma' R
\]

### Cosserat Continua and Liquid Crystals

\[
S = \mathbb{R}^3 \times \mathfrak{R} = \text{body } \times \text{director variables}
\]

\[
\Omega = \{(X, f_0(X)) \mid X \in \mathcal{O}\}, \text{ where } f_0 : \mathcal{O} \to \mathfrak{R} \text{ is given}
\]

\[
\sigma = (\sigma_\theta, \sigma_\phi)
\]

\[
\begin{align*}
\{p_{\theta} &= p_{\theta} + \text{div}(\sigma_{\theta}) \\
p_{\phi} &= p_{\phi} + \text{div}(\sigma_{\phi}) + \pi \\
k^i &= \text{symmetric}
\end{align*}
\]

\[
\begin{align*}
\{p_{\theta}^a &= p_{\theta}^a + \sigma_{\theta b}^a \\
p_{\phi}^a &= p_{\phi}^a + \sigma_{\phi b}^a + \pi^c \\
k_{ab} &= \sigma_{ab}^c + \pi^c x_{ab}^c \\
&= x_{ab}^c \sigma_{ab}^c
\end{align*}
\]

### 2.3 BALANCE OF ENERGY

The three sections that follow deal with thermomechanics, or the thermodynamics of continuous media. This section and the next deal with the balance of energy, or the "first law of thermodynamics," while Section 2.5 deals with the entropy production inequality, or the "second law of thermodynamics."

Balance of energy gives important insight into the other balance laws. Box 3.1 and Section 2.4 show how balance of energy can be used as a basis for the derivation of all the other balance equations.
Let \( B \) be a simple body in \( S = \mathbb{R}^3 \), \( \phi(X, t) \) a regular \( C^1 \) motion of \( B \) in \( S \), and \( \mathbf{v}(x, t) \) its spatial velocity field. Let \( \rho(x, t) \) (the mass density) and \( \mathbf{t}(x, t, \mathbf{n}) \) (the Cauchy traction vector) be defined and let \( \mathbf{b}(x, t) \) denote the external force per unit mass. In addition to this structure, assume there exist functions with the stated physical interpretations:

- \( e(x, t) \), the internal energy function per unit mass;
- \( r(x, t) \), the heat supply per unit mass;
- \( h(x, t, \mathbf{n}) \), the heat flux (across a surface with normal \( \mathbf{n} \)).

The function \( e \) represents energy stored internally in the body, which is a macroscopic reflection of things like chemical binding energy, intermolecular energy, and energy of molecular vibrations. Directly, it is exemplified by the mechanical energy stored in a coiled spring. In Chapter 3 we use the results of this and the next section to establish a fundamental link between the internal energy and the stress tensor. The function \( r(x, t) \) represents incoming heat energy, such as radiation. Like \( b \), \( r \) is usually regarded as "external" or "given." The function \( h(x, t, \mathbf{n}) \) represents the rate of heat conduction across a surface with unit normal \( \mathbf{n} \). It is analogous to \( t(x, t, \mathbf{n}) \) and reflects the influence of one part of the material on its contiguous part.

### 3.1 Definition

We say that balance of energy holds provided that for every nice open set \( \mathcal{U} \subset B \),

\[
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} \rho(e + \frac{1}{2} \langle \mathbf{v}, \mathbf{v} \rangle) d\mathbf{v} = \int_{\phi_t(\mathcal{U})} \rho(\langle \mathbf{b}, \mathbf{v} \rangle + r) d\mathbf{v} + \int_{\partial \phi_t(\mathcal{U})} (\langle \mathbf{t}, \mathbf{v} \rangle + h) d\mathbf{a}.
\]

This states that the rate of increase of the total energy (internal and kinetic) of any portion of the body equals the rate of work done on that portion (from the body forces and surface tractions) plus the rate of increase of heat energy (from the heat supply \( r \) plus heat flow \( h \) across the boundary).

### 3.2 Proposition

Assume that \( \mathbf{t}(x, t, \mathbf{n}) = \mathbf{\sigma}(x, t) \cdot \mathbf{n} \) for a two-tensor \( \mathbf{\sigma}(x, t) \) (see 2.2). Balance of energy implies the existence of a unique vector field \( \mathbf{q}(x, t) \) such that for all \( \mathbf{n} \), \( h(x, t, \mathbf{n}) = -\langle \mathbf{q}(x, t), \mathbf{n} \rangle \). We call \( \mathbf{q} \) the heat flux vector.

**Proof**

Apply the Cauchy theorem 1.7 with \( c = \langle \mathbf{t}, \mathbf{v} \rangle + h = \mathbf{v} \cdot \mathbf{\sigma} \cdot \mathbf{n} + h \) to establish the existence of a vector field \( \mathbf{c} \) such that \( \mathbf{c} = \langle \mathbf{c}, \mathbf{n} \rangle \), and define \( -\mathbf{q} = \mathbf{c} - \mathbf{v} \cdot \mathbf{\sigma} \).

To reinforce the physical interpretation of balance of energy, we introduce the following terminologies with reference to a moving portion \( \phi_t(\mathcal{U}) \) of the body:
\[ \mathbf{\dot{R}} = \int_{\phi(t)} \frac{1}{2} \rho \langle \mathbf{v}, \mathbf{v} \rangle \, d\mathbf{v} = \text{kinetic energy}, \]

\[ \mathbf{G} = \int_{\phi(t)} \rho \mathbf{e} \, d\mathbf{v} = \text{internal energy}, \]

\[ \mathbf{W} = \int_{\phi(t)} \rho \langle \mathbf{b}, \mathbf{v} \rangle \, d\mathbf{v} + \int_{\partial \phi(t)} \langle \mathbf{t}, \mathbf{v} \rangle \, d\mathbf{a} = \text{mechanical power}, \]

\[ \mathbf{Q} = \int_{\phi(t)} \rho \mathbf{r} \, d\mathbf{v} + \int_{\partial \phi(t)} \mathbf{h} \, d\mathbf{a} = \text{nonmechanical power}. \]

The first law then reads:

\[ \frac{d}{dt} (\mathbf{R} + \mathbf{G}) = \mathbf{Q} + \mathbf{W}. \]

Now we shall obtain the local form of energy balance.

**3.4 Theorem** Assume \( \phi \) is a \( C^1 \) regular motion and the following balance principles hold: conservation of mass, balance of momentum, balance of moment of momentum, and balance of energy.

Then

\[ \rho \mathbf{e} + \text{div} \mathbf{q} = \mathbf{d} + \rho \mathbf{r}, \]

where \( \mathbf{e} = \partial \mathbf{e}/\partial t + \mathbf{v}[\mathbf{e}] = \partial \mathbf{e}/\partial t + (\partial \mathbf{e}/\partial x^a) \mathbf{v}^a \), \( \text{div} \mathbf{q} = q^a_{1a} \), \( \mathbf{d} = \frac{1}{2} \mathbf{\varepsilon} \mathbf{v} \mathbf{g} \) (i.e., \( d_{ab} = \frac{1}{2}(v_{a1b} + v_{b1a}) \)), and \( \mathbf{d} = \sigma^{ab}d_{ab} \).

**Proof** By localization of the spatial master balance law (see Equation (4), Section 2.1), balance of energy is equivalent to the following:

\[ \rho (\mathbf{e} + \frac{1}{2} \langle \mathbf{v}, \mathbf{v} \rangle') = \rho \langle \mathbf{b}, \mathbf{v} \rangle + \rho \mathbf{r} + \text{div} (\mathbf{v} \cdot \mathbf{\sigma} - \mathbf{q}). \]

Notice that \( \text{div} (\mathbf{v} \cdot \mathbf{\sigma} - \mathbf{q}) = (v_a \sigma^{ab} - q^b)_b = v_a e^{ab} + v_a e^{ab}_b - q^b_{1b} = \mathbf{d} + \langle \text{div} \mathbf{\sigma}, \mathbf{v} \rangle - \text{div} \mathbf{q} \), since \( \mathbf{\sigma} \) is symmetric. Using this, \( \langle \mathbf{v}, \mathbf{v} \rangle' = 2\langle \mathbf{b}, \mathbf{v} \rangle \) (see Problem 4.7, Chapter 1) and balance of momentum \( \rho \mathbf{\dot{b}} = \rho \mathbf{b} + \text{div} \mathbf{\sigma} \), we get the result.

It is useful to put balance of energy into material form. Let \( x = \phi(X, t), \)

\[ E(X, t) = e(x, t), \]

\[ Q(X, t) = J F^{-1} q(x, t) \] (Piola transform), \( R(X, t) = r(x, t) \),

\[ P^{ab} = J (F^{-1})^a \sigma^{ab} \] (first Piola–Kirchhoff stress tensor),

and \( S^{BA} = P^{ab}(F^{-1})^b_a \) (second Piola–Kirchhoff stress tensor).

If we multiply the localized balance of energy equation by \( J \), use \( \rho_{\text{Ref}}(X, t) = J(X, t) \rho(x, t) \), and the Piola identity \( \text{DIV} \mathbf{Q} = J \text{div} \mathbf{q} \), we get

\[ \rho_{\text{Ref}} \frac{\partial E}{\partial t} + \text{DIV} \mathbf{Q} = P^{ab} F_b^d d_{ab} + \rho_{\text{Ref}} R. \]

From Section 1.4 and symmetry of \( J \sigma^{ab} = P^{ab} F^b_A \), we get \( F^b_A F_b^d d_{ab} = P^{ab} v^a_{b1a} F^a_A = P^{BA} V_{b1A} \). Now write \( P^{BA} V_{b1A} = F^b_B S^{BA} V_{b1A} \). Using symmetry of \( S \), we get \( P^{BA} V_{b1A} = S^{AB} D_{AB} \), where \( D \) is the material rate of deformation tensor discussed in Section 1.3: \( D_{AB} = \frac{1}{2}(F^b_B V_{b1A} + F^b_A V_{b1B}) \). Thus we obtain:
3.5 Corollary  Balance of energy in localized material form is

\[ \rho_{\text{Ref}} \frac{\partial E}{\partial t} + \text{DIV} Q = S : D + \rho_{\text{Ref}} R. \]

**Problem 3.1** Derive the material form of balance of energy directly from the balance principle in integrated form:

\[ \frac{d}{dt} \int_{\Omega} \rho_{\text{Ref}}(E + \frac{1}{2}(V, V)) dV = \int_{\Omega} \rho_{\text{Ref}}(\langle B, V \rangle + R) dV \]

\[ + \int_{\partial \Omega} (V \cdot P \cdot N - Q \cdot N) dA. \]

3.6 Example (The Rigid Heat Conductor) A motion \( \phi \), is called rigid if \( F^T F = \text{Identity} \) and \( F_i \) is independent of \( X \in \mathcal{B} \). Assume the existence of a positive function \( \Theta(X, t) \), called the absolute temperature, and numbers \( c (= \text{specific heat}) \) and \( k (= \text{conductivity}) \) such that \( E = c \Theta \) and \( Q = -k \, \text{GRAD} \Theta \) (Fourier's law). Let \( R \) be a given function of \((X, t)\). In this case \( D = 0 \) (since the motion is rigid), so by 3.5,

\[ \rho_{\text{Ref}} c \frac{\partial \Theta}{\partial t} = \rho_{\text{Ref}} R + k \Delta \Theta, \]

where \( \Delta \Theta = \text{DIV} \, \text{GRAD} \Theta = \left( \frac{\partial \Theta}{\partial X^\alpha} G^{\beta \alpha} \right)_{\alpha = 1}^{3} \)

is the Laplacian of \( \Theta \). This is the classical linear heat equation. Exploration of the assumptions made in this example and its nonlinear generalizations are given in Section 3.4. (The equation for \( \frac{\partial \Theta}{\partial t} \) for nonrigid heat conductors will generally be coupled with the equation for \( \frac{\partial V}{\partial t} \).)

The following boxes investigate balance of energy a little more deeply. The first box shows that balance of energy, plus invariance under rigid body motions in \( \mathbb{R}^3 \), gives all the earlier balance principles. This is due to Noll–Truesdell or Green–Naghdi–Rivlin, depending on the interpretation. The second box shows that the two approaches are mathematically equivalent. The next section modifies the arguments so they are covariant.

**Box 3.1** Energy Balance and Invariance Under Rigid Motions

* (Green–Naghdi–Rivlin Theorem)

Let \( \mathcal{B} \) be a simple body in \( \mathbb{R}^3 \) and \( \phi(X, t) \) a fixed regular motion of \( \mathcal{B} \) in \( \mathbb{R}^3 \). Assume that functions \( e(x, t), \rho(x, t), b(x, t), t(x, t, n), r(x, t), \) and \( h(x, t, n) \) are given and satisfy balance of energy: for all nice
Let $\xi_t : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ denote a motion of $\mathbb{R}^3$ and let $x' = \xi_t(x)$. In this box we shall assume that $\xi_t$ is either a translational motion,

$$\xi_t(x) = x + (t - t_0)c,$$

where $c$ is a constant vector, or a rotational motion,

$$\xi_t(x) = e^{-\omega t}(1 \times x),$$

where $\Omega$ is a $3 \times 3$ skew matrix. (The latter is a steady rotation about a fixed axis in space—infinitesimal rotations are represented by skew matrices and one exponentiates these to get finite rotations; see Problem 4.6 below).

The composition $\phi'_t = \xi_t \circ \phi_t$ defines a new motion of $\mathcal{B}$ in $\mathbb{R}^3$ called the superposed motion.$^9$ The spatial velocity of the new motion is given by

$$v'_t(x') = w(x') + \xi_t * v_t(x'),$$

where $w$ is the velocity field of $\xi_t$. Explicitly,

$$v'_t(x') = c + v_t(x) = c + v_t(x' - (t - t_0)c)$$

if $\xi_t$ is translational and

$$v'_t(x') = \Omega x' + e^{-\omega t} \Omega v_t(e^{-\omega t} \Omega x')$$

if $\xi_t$ is rotational. Let $a'(x', t)$ denote the spatial acceleration of the new motion $\phi'_t$. Computing $a'$, we have the equation

$$a'_t = a'_t + \xi_t * a_t + 2\nabla_{\xi_t \times x_t} v_t,$$

where $a'_t$ is the acceleration of the superposed motion $\xi_t$. For translational motion this reduces to $a'_t(x') = a_t(x)$, and for rotational motion, $a'_t$ corresponds to "centripetal force" and $2\nabla_{\xi_t \times x_t} v_t$ corresponds to "Coriolis force" as is described in elementary mechanics texts, such as Goldstein [1980]. (This formula is derived in a more general context in the next section.)

---

$^9$The following example may help fix ideas. Consider in $\mathbb{R}^3$, an elastic body in a (natural) unstressed state, so $t = 0$. The body thus satisfies the equilibrium equations with zero body force and zero traction. If the body is subjected to a uniform rotation, particles in the body are accelerated and the resulting motion satisfies balance of momentum with a non-zero body force (centrifugal and Coriolis forces).
Associated with the motion \( \phi' \), we define new functions as follows:
\[
\rho'(x', t) = \rho(x, t), \quad e'(x', t) = e(x, t), \quad r'(x', t) = r(x, t),
\]
\[
t'(x', t, n') = T\xi_t \cdot t(x, t, n), \quad v' \text{ and } a' \text{ as explained above,}
\]
\[
b' = b + a't + 2\nabla_{\xi_t} w_r.
\]

Here \( n' \) is related to \( n \) as follows. Let \( \Sigma \) be a plane in \( \mathbb{R}^3 \) with unit normal \( n \). Then \( \Sigma' = T\xi_t(x) \cdot \Sigma \) is the plane transformed by the deformation gradient at \( x \). We let \( n' \) be the unit normal to \( \Sigma' \). If \( \xi_t \) is an isometry, then \( n' = T\xi_t(x) \cdot n \), but in general, this relationship need not hold.

**Problem 3.2** If the unit normal \( n \) is described in terms of a one-form \( \alpha \), show that \( n' \) is described in terms of \( \alpha' = \xi_t^* \alpha \). (Note: \( \alpha \) and \( \alpha' \) need not be normalized; see Box 2.1 in Section 2.2.)

These transformation formulas are all "natural" except possibly for the formula for the apparent body force \( b' \). Indeed there is some controversy over how forces should be treated in continuum mechanics. However, in the present context there is little doubt that when one modifies a motion by superposing a steady rotational motion, then one should add to the forces given by Newtonian physics (in an inertial \( \mathbb{R}^3 \) background), the "fictitious" centrifugal and Coriolis forces. This is the content of the transformation law for \( b \). Notice that \( b' \) is defined so that the identity
\[
b' - a' = \xi_t^* (b - a)
\]
holds. Further information on transformation of forces is found in the next box and in the next section.

**3.8 Theorem** Let \( \phi \), be a given motion of \( \mathfrak{A} \) in \( \mathbb{R}^3 \) and let balance of energy hold. Assume that for any superposed translational or rotational motion, balance of energy still holds. Then there exist \( \sigma \) and \( q \) such that \( t = \sigma \cdot n \) and \( h = -q \cdot n \), and conservation of mass, balance of momentum, and balance of moment of momentum all hold.

Conversely, if these balance principles all hold, then balance of energy remains valid under the superposition of rigid motions of \( \mathbb{R}^3 \), as defined above.

The original derivation of Green and Rivlin [1964a] proceeds slightly differently from ours. They deal with translations first, then simplify the balance of energy statement by eliminating \( b \), and then assume a transformation property under rotations. This avoids the problem of trans-
formation of forces mentioned above but has the conceptual problem of necessitating a hypothesis on a reduced energy equation in the middle of the derivation. This point has also been emphasized by Serrin [1975]. The proof, however, is not substantially changed by this modification.

Proof of Theorem 3.8 First choose \( \xi(x) = x + (t - t_0)c \) for a constant vector \( c \). Thus \( \rho' = \rho, v' = v + c, a' = a, \) and \( b' = b \) (the primed quantities are evaluated at \( (x', t) \), while the unprimed ones are evaluated at \( (x, t) \)). By assumption,

\[
\frac{d}{dt} \int_{\phi_t'(U)} \rho'(e' + \frac{1}{2} \langle v', v' \rangle) \, dv
= \int_{\phi_t'(U)} \rho'(\langle b', v' \rangle + r') \, dv + \int_{\partial \phi_t'(U)} (t' \cdot v' + h') \, da.
\]

Now use the transport theorem, the identity \((f)' = (f')'\) for scalar fields \( f \), and the identity \( \langle v, w \rangle = \langle v, w \rangle + \langle b, w \rangle \) for vector fields (from Problem 4.7, Chapter 1) to give

\[
\int_{\phi_t'(U)} (\rho' + \rho \, \text{div} \, v')(e' + \frac{1}{2} \langle v', v' \rangle) \, dv + \int_{\phi_t'(U)} \rho'(\dot{e} + \langle a', v' \rangle) \, dv
= \int_{\phi_t'(U)} \rho'(\langle b', v' \rangle + r') \, dv + \int_{\phi_t'(U)} (t' \cdot v' + h') \, da.
\]

Next, set \( t = t_0 \) and subtract identity (2) and the unprimed equation (1) for balance of energy for \( \phi_t \), to give

\[
\int_{\phi_t(U)} (\dot{\rho} + \rho \, \text{div} \, v)(\langle v, e \rangle + \frac{1}{2} \langle c, c \rangle) \, dv = \int_{\phi_t(U)} \rho(\langle b - a, c \rangle) \, dv
+ \int_{\partial \phi_t(U)} t \cdot c \, da.
\]

Cauchy's theorem applied to (3) gives the existence of a two tensor \( \sigma \) such that \( t = \sigma \cdot n \). Applying Cauchy's theorem again to (1) then gives \( h = -q \cdot n \) for a vector field \( q \). Substituting \( t = \sigma \cdot n \) in (3) and using the divergence theorem gives

\[
\int_{\phi_t(U)} (\dot{\rho} + \rho \, \text{div} \, v)(\langle v, e \rangle + \frac{1}{2} \langle c, c \rangle) \, dv
= \int_{\phi_t(U)} \langle \rho(b - a) + \text{div} \, \sigma, c \rangle \, dv.
\]

Substitute \( e = \lambda u \) in (4), where \( u \) is a unit vector, and differentiate twice with respect to \( \lambda \) to give \( \int_{\phi_t(U)} (\dot{\rho} + \rho \, \text{div} \, v) \, dv = 0 \)—that is, conservation of mass. The left-hand side of (4) thus vanishes identically, so the right-hand side gives balance of momentum.
Next we let \( \xi_t(x) = e^{(t-t_0)\Omega}x \) for \( \Omega \) a constant skew matrix, so that at \( t = t_0 \), \( \mathbf{v}' = \mathbf{\Omega}x + \mathbf{v} \). Using conservation of mass, (2) at \( t = t_0 \) becomes

\[
\int_{\phi_t(\mathbb{U})} \rho(\mathbf{\dot{v}} + \langle \mathbf{a}' - \mathbf{b}', \mathbf{v}' \rangle - r) \, dv = \int_{\partial\phi_t(\mathbb{U})} (t \cdot \mathbf{v}' + h) \, da. \tag{5}
\]

Now using \( \mathbf{a}' - \mathbf{b}' = \mathbf{a} - \mathbf{b} \) and subtracting (5) from the corresponding unprimed version yields

\[
\int_{\phi_t(\mathbb{U})} \rho(\langle \mathbf{a} - \mathbf{b}, \mathbf{\Omega} \cdot x \rangle) \, dv + \int_{\partial\phi_t(\mathbb{U})} t \cdot (\mathbf{\Omega} \cdot x) \, da = 0.
\]

Thus

\[
\int_{\phi_t(\mathbb{U})} \rho(\langle \mathbf{a} - \mathbf{b} - \text{div} \, \mathbf{\sigma}, \mathbf{\Omega} \cdot x \rangle) \, dv + \int_{\partial\phi_t(\mathbb{U})} \mathbf{\sigma} : \mathbf{\Omega} \, dv = 0.
\]

Applying balance of momentum gives \( \mathbf{\sigma} : \mathbf{\Omega} = 0 \); so as \( \mathbf{\Omega} \) is an arbitrary skew matrix, \( \mathbf{\sigma} \) is symmetric.

The converse assertion may be proved by substitution of the primed quantities into Equation (2).

The same theorem is true if we replace translational and rotational motions by a general time-dependent rigid motion of the form \( \xi_t(x) = x + c(t) + Q(t) \cdot x \), where \( c(t) \in \mathbb{R}^3 \) and \( Q(t) \) is a time-dependent proper orthogonal matrix.

**Problem 3.2** Prove a version of Theorem 3.8 suitable for Cosserat continua (see Toupin [1964]).

---

**Box 3.2 Energy Balance and Frame Indifference (Noll's Theorem)**

A different formulation of Theorem 3.8 may be given by viewing the superposed motion \( \xi_t \), passively rather than actively. Instead of regarding \( \xi_t \) as a motion of space, regard it as a time-dependent coordinate chart. (This is analogous to regarding a matrix as either a linear transformation or a change of basis.) In the passive context, the theorem was first given by Noll [1963].

To reformulate the result, we need some terminology. Let \( \mathcal{U} = \mathbb{S} \times \mathbb{R} = \mathbb{R}^4 \) denote standard Newtonian spacetime. A framing or slicing of \( \mathcal{U} \) is a one-parameter family of embeddings \( i_\lambda: \mathbb{S} \to \mathcal{U} \), where \( \lambda \) is a...
real parameter, such that the map \( i: \mathbb{S} \times \mathbb{R} \to \mathcal{U}, i(p, t) = i_t(p) \), is a diffeomorphism. Let \( S_\lambda = i_\lambda(\mathbb{S}) \); see Figure 2.3.1. We think of the point \( p \in \mathbb{S} \) and \( \lambda \in \mathbb{R} \) as giving space-time coordinates to the point \( i_\lambda(p) \) in \( \mathcal{U} \). A slicing will be called Newtonian if \( \pi_2(i_\lambda(p)) = \lambda \) for all \( \lambda \) and \( p \), where \( \pi_2: \mathbb{S} \times \mathbb{R} \to \mathbb{R} \) is the projection onto the second factor. In other words, the whole slice \( i_\lambda(\mathbb{S}) \) lies in \( \mathcal{U} \) at “time” \( \lambda \). A Newtonian slicing will be called rigid if for each fixed \( \lambda \), \( \pi_1 \circ i: \mathbb{S} \to \mathbb{S} \) is an isometry, where \( \pi_1: \mathcal{U} \to \mathbb{S} \) is the projection onto the first factor.

Now let \( \phi \), be a given motion of \( \mathcal{B} \) in \( \mathbb{S} \). Associate with this motion the mapping \( \Phi: \mathcal{B} \times \mathbb{R} \to \mathcal{U}, \Phi(X, t) = (\phi(X, t), t) \). The representation of this motion in a slicing \( i_\lambda \) is the map \( \Phi^t: \mathcal{B} \times \mathbb{R} \to \mathbb{S} \times \mathbb{R} \) given by \( i^{-1} \circ \Phi \) and we write \( \phi^t \) for the map of \( \mathcal{B} \) to \( \mathbb{S} \) defined by \( \phi^t(X) = \pi_1(\Phi^t(X, t)) \), and also call \( \phi^t \) the representation of the motion \( \phi \), in the slicing \( i_\lambda \).\(^{11}\)

Given functions \( e, \rho, b, t, r, \) and \( h \) associated with the motion \( \phi \), we assume that balance of energy (Equation (1) of Box 3.1) holds. (Note that the representation of the motion \( \phi \), in the identity slicing is just \( \phi \), again.) Given a slicing we obtain the representation \( \phi^t \) and correspondingly transform the quantities \( e, \rho, b, t, r, \) and \( h \) to obtain new ones. For example, define \( e^t: \mathbb{S} \times \mathbb{R} \to \mathbb{R}, e^t = e \circ i \) (actually \( e^t \) may only be defined on the image of \( \mathcal{B} \times \mathbb{R} \) by \( \Phi \), but we need not fuss with this point). Similarly, appropriately transform vectors tangent to the

\(^{11}\)\( \Phi \) is sometimes called the world tube and \( \pi_1 \circ i^{-1} \circ \Phi: \mathcal{B} \times \mathbb{R} \to \mathbb{S} \) is the motion associated to \( \Phi \) by the framing. This terminology will all be expanded on in the next section.
images $S_\pi = i_\pi(S)$ such as $n$ (a unit normal to $\phi(U)$ in $S_\pi$) and transform $t$ by $T_{i_\pi}$ and transform $b$ such that $b - a$ transforms as a vector, as in Box 3.1. The velocity $v'$ and acceleration $a'$ of the motion in a given slicing are just the usual velocity and acceleration of the representative $\phi'$ of the motion.

The energy-invariance theorem of Noll can now be stated as follows:

**3.9 Theorem** Let $\phi$ be a given motion of $\mathcal{B}$ in $\mathbb{R}^3$ and let balance of energy hold. Assume that for any rigid Newtonian slicing of $\mathcal{U} = S \times \mathbb{R}$ the representative $\phi'_i$ of $\phi$, still satisfies balance of energy. Then one can write $t = \sigma \cdot n, h = -q \cdot n$, and conservation of mass, balance of momentum, and moment of momentum all hold.

Conversely, if the motion satisfies these balance principles, then the representatives in any rigid Newtonian slicing satisfy balance of energy as well.

**Proof** This follows from 3.8 by choosing $\xi = (i_t, i_i)^{-1}$. 

We have formulated Noll's theorem this way to clarify the passive and active interpretations of $\xi$. The actual history is complicated by the fact that Noll views forces differently than Green, Naghdi, and Rivlin. Our view of classical nonrelativistic forces (expanded upon in the next section) is just this: they are vector fields on spacetime given by physical laws in inertial frames; guided by the way accelerations are represented in different slicings, we obtain transformation laws for forces. The Noll scheme, which takes a different point of view, is sketched below (see Truesdell's text [1977] for further details).

---

**Box 3.3 Historical Remarks on Noll's Theorem**

To help understand Noll's approach to forces, we will use the method of representing the kinematics of a body in Newtonian spacetime relative to a given slicing, as explained in the preceding box. To this kinematic structure, Noll appends axioms on the specification of force as follows.

**3.10 Noll's Force Axioms** Given a framing of (flat) spacetime, let $\phi$ be the representative of the motion$^{12}$ of $\mathcal{B}$ and let $\mathcal{P}$ be a part (subset) of $\mathcal{B}$.

---

$^{12}$Noll's terminology would be: $\phi_i$ is the motion of $\mathcal{B}$ relative to the framing; that is, you get a motion only after you pick a framing. We have made the notation fit with that in the rest of this book as far as possible. Our choice of terminology is influenced by standard practices in general relativity.
(a) The (total) force on $\mathcal{O}$ due to its external environment is specified by:

(i) a vector field $\mathfrak{B}$ on $\mathcal{O}$ along $\phi_\nu$, that is, $\mathfrak{B}(X, t) \in T_x\mathbb{R}^3 = \mathbb{R}^3$, where $x = \phi_\nu(X)$, and $X \in \mathcal{O}$;

(ii) a vector field $\mathfrak{C}$ on $\partial\mathcal{O}$ along $\phi_\alpha$, that is, $\mathfrak{C}(X, N(X), t) \in T_{x}\mathbb{R}^3 = \mathbb{R}^3$, where $x = \phi_\alpha(X)$, $X \in \mathcal{O}$, and $N(X)$ = outward unit normal to $\partial\mathcal{O}$ at $X$.

One calls $\mathfrak{B}$ and $\mathfrak{C}$ the total body force density and the contact force density, respectively, relative to the framing.

(b) Let $\tilde{\phi}_t$ be the representative of the motion relative to a different framing. Let $\mathfrak{B}$ and $\mathfrak{C}$ be the body force and contact force densities relative to the second framing. If the change of frame is rigid that is, $\tilde{x} = \xi_t(x) = Q(t)x + e(t)$, where $Q$ is orthogonal, then $\mathfrak{B}(X, t) = Q(t) \cdot \mathfrak{B}(X, t)$, and $\mathfrak{C}(X, N, t) = Q(t) \cdot \mathfrak{C}(X, N, t)$.

Notice that $\mathfrak{B}$ and $\mathfrak{C}$ transform as vectors under a change of frame. Noll calls such vector fields materially frame indifferent. This transformation law is apparently in contradiction to what we had before and seems to ignore centrifugal and Coriolis forces. Noll successfully reconciles this, as we shall see. (Secretly, Noll's forces correspond to the quantity we called $\mathcal{B} - A$ above, which does transform as a vector.)

The power or working of the forces on a part $\mathcal{O}$ of the body $\mathfrak{B}$ relative to a framing is defined by

$$W(\tilde{\phi}_t) = \int_{\mathcal{O}} \tilde{\phi}_t(X) \cdot \mathfrak{B}(X, t) \, dV + \int_{\partial\mathcal{O}} \tilde{\phi}_t(X) \cdot \mathfrak{C}(X, N(X), t) \, dA$$

3.11 Noll's Axiom of Working The working is frame indifferent; that is, $\tilde{W}(\tilde{\phi}_t) = W(\phi_t)$ for a rigid change of frame.

3.12 Noll's Theorem If the two axioms above hold, then the force system is balanced:

$$\int_{\mathcal{O}} \mathfrak{B}(X, t) \, dV + \int_{\partial\mathcal{O}} \mathfrak{C}(X, N(X), t) \, dA = 0.$$  

(This holds relative to any framing.)

The proof is easily given using the techniques we have developed in Theorem 3.8. A useful addition to Noll's theorem was given by Beatty [1967a], which parallels the version given in 3.9.
3.13 Beatty’s Axiom of Energy  Let a motion of $\mathcal{B}$ in $\mathcal{S}$ be given. Assume that relative to any (rigid Newtonian) framing there are scalar functions $E$ and $H$ representing the internal energy and the nonmechanical working. Assume:

(a) $E$ and $H$ are materially frame-indifferent scalar quantities (transform as scalars);
(b) Noll’s axiom of force holds and $W$ is defined in terms of $\mathcal{B}$ and $\mathcal{E}$ as above;
(c) $\dot{E} = W + H$ holds and is invariant under changes of rigid Newtonian frame.

3.14 Theorem  Beatty’s axiom of energy implies Noll’s axiom of working and hence (by Noll’s theorem) the force system is balanced.

Again the proof follows the usual pattern. The reader should write out the details.

There remains the job of reconciling the Noll version of force with the version employed by Green, Naghdi, and Rivlin. This, Noll does as follows. Forces are divided into a sum; the parts determined by a designated “great system” and the remainder. Each part is to be materially frame indifferent. The body force becomes of the form $\mathcal{B} = \beta - \mathcal{A}$ and the traction $\mathcal{E} = t + t_{\text{external}}$. Assuming $t$ and $t_{\text{external}}$ are contact-type forces, zero unless boundary contact is made, a theorem of Gurtin and Williams shows that $t_{\text{external}}$ is zero. Let $A$ denote the acceleration relative to a rigid framing, let $i = A - \mathcal{A}$, the “coordinate body force density,” and let $b = \beta + i$ denote the “apparent body force density.” Since $A$ is frame dependent, so is $b$ and $b - A = \mathcal{B} - \mathcal{A}$. Substituting this into the balance of forces now gives the standard balance of momentum equation. One also concludes from 3.10 that the traction $T$ transforms as a vector. Noll now defines an inertial frame as one in which $i = 0$ and assumes as an inertia axiom that one exists.\textsuperscript{13} For further details on this approach, see Noll [1973], Wang and Truesdell [1973], and Truesdell [1977].

\textsuperscript{13}These definitions seem to depend on the initial choice of the “great system.” It is not clear to the authors how this works in practice. For example, what if you are ignorant of electromagnetic forces and don’t include them in your great system? Surely strange inertial systems can result! Another approach to inertial systems, based on the classic work of Cartan [1923] is explained in the next section.
Box 3.4 Summary of Important Formulas for Section 2.3

Balance of Energy (Spatial)
\[
\begin{align*}
\frac{d}{dt} \int_{\phi_t(u)} \rho (e + \frac{1}{2} \langle v, v \rangle) \, dv &= \int_{\partial \phi_t(u)} \rho (b, v) \, dv + \int_{\partial \phi_t(u)} (\langle t, v \rangle + h) \, da \\
\frac{d}{dt} \int_{\phi_t(u)} \rho (g_{ab} b^a v^b + r) \, dv &= \int_{\partial \phi_t(u)} (g_{ab} v^a t^b + r) \, da
\end{align*}
\]

Heat Flux Vector
\[
h = -\langle q, n \rangle = -g_{ab} q^a n^b
\]

Localization
\[
\rho \dot{e} + \text{div} \, q = \sigma : d + \rho r
\]

Balance of Energy (Material)
\[
\begin{align*}
\frac{d}{dt} \int_{\Omega} \rho \text{Ref} (E + \frac{1}{2} \langle V, V \rangle) \, dV &= \int_{\Omega} \rho \text{Ref} (g_{ab} b^a V^b + R) \, dV \\
\frac{d}{dt} \int_{\partial \Omega} \rho \text{Ref} (\sigma_{ab} \delta_{ab} + \rho r) \, dV &= \int_{\partial \Omega} (G_{AB} N^A P^{ab} V^b g_{ab}) \, dA
\end{align*}
\]

Piola Transformations of Heat Flux Vector
\[
\begin{align*}
Q = JF^{-1} q \\
Q^A = J(F^{-1})^A q^a
\end{align*}
\]

Localization
\[
\rho \text{Ref} \frac{\partial E}{\partial t} + \text{DIV} \, Q = P : \frac{\partial F}{\partial t} + \rho \text{Ref} R = \rho \text{Ref} \frac{\partial E}{\partial t} + Q^A |_A = P^A \frac{\partial F^A}{\partial t} + \rho \text{Ref} R = S^{AB} D_{AB} + \rho \text{Ref} R
\]

Rigid Heat Conductor (Classical Fourier Theory)
\[
\begin{align*}
\rho \text{Ref} \frac{\partial \Theta}{\partial t} &= \rho \text{Ref} R + k \Delta \Theta \\
\rho \text{Ref} \frac{\partial \Theta}{\partial t} &= \rho \text{Ref} R + k (G^{AB} \frac{\partial \Theta}{\partial X^B}) |_A
\end{align*}
\]

2.4 CLASSICAL SPACETIMES, COVARIANT BALANCE OF ENERGY, AND THE PRINCIPLE OF VIRTUAL WORK*

Any theory (relativistic or nonrelativistic) that purports to be fundamental ought to be generalizable so the underlying physical space is a manifold and not just Euclidean (or Newtonian) space. This is a basic message we receive.

*We thank Mort Gurtin and John Pierce for helpful discussions on this material.
from Einstein. In fact, he says more: when regarded as a relativistic theory, it should couple to general relativity and be generally "covariant" under all transformations, not just rigid body motions.

Dyson’s comments, which follow, apply just as well to a large body of continuum mechanics literature as to quantum mechanics:

“The most glaring incompatibility of concepts in contemporary physics is that between Einstein’s principle of general coordinate invariance and all the modern schemes for a quantum-mechanical description of nature. Einstein based his theory of general relativity on the principle that God did not attach any preferred labels to the points of space-time. This principle requires that the laws of physics should be invariant under the Einstein group $E$, which consists of all one-to-one and twice-differentiable transformations of the coordinates. By making full use of the invariance under $E$, Einstein was able to deduce the precise form of his law of gravitation from general requirements of mathematical simplicity without any arbitrariness. He was also able to reformulate the whole of classical physics (electromagnetism and hydrodynamics) in $E$-invariant fashion, and so determine unambiguously the mutual interactions of matter, radiation and gravitation within the classical domain. There is no part of physics more coherent mathematically and more satisfying aesthetically than this classical theory of Einstein based upon $E$-invariance.

On the other hand, all the currently viable formalisms for describing nature quantum-mechanically use a much smaller invariance group. The analysis of Bacry and Lévy–Leblond indicates the extreme range of quantum-mechanical kinematical groups that have been contemplated. In practice all serious quantum-mechanical theories are based either on the Poincaré group $P$ or the Galilei group $G$. This means that a class of preferred inertial coordinate-systems is postulated a priori, in flat contradiction to Einstein’s principle. The contradiction is particularly uncomfortable, because Einstein’s principle of general coordinate invariance has such an attractive quality of absoluteness. A physicist’s intuition tells him that, if Einstein’s principle is valid at all, it ought to be valid for the whole of physics, quantum-mechanical as well as classical. If the principle were not universally valid, it is difficult to understand why Einstein achieved such deeply coherent insights into nature by assuming it to be so.” (From Dyson [1972]).

A number of prevalent concepts in mechanics cannot be fundamental in this sense. (This does not mean they are not useful in the context of $\mathbb{R}^3$). For example, the total momentum or total force acting on a body do not directly make sense if the containing space $S$ is curved. However, energy balance does make sense on manifolds and can be used as a covariant basis for elasticity.

In this section we begin by giving the basic properties of classical spacetimes. Secondly, we present a covariant treatment of energy balance; the generalization
from rigid motions to arbitrary ones gives a richer structure to the theory.\(^1\) As an application, we show in Box 4.1 how to obtain the principle of virtua work directly from energy balance in its covariant form. Box 4.2 discusses another approach to stress and equilibrium which is also covariant, based on the theory of manifolds of maps.

We begin then with a discussion of classical spacetimes. (Relativistic spacetimes are discussed in Section 5.7.) The main features of classical spacetimes were first abstracted in the form we will use by Cartan [1923], and were later extended by Trautman [1965] and Misner, Thorne, and Wheeler [1973]. Classically spacetimes that possess affine structures have been used in continuum mechanics by Noll [1973], Wang and Truesdell [1973], and Truesdell [1977]. However, for our purposes here, this affine structure, while allowable, only confuses the issues under consideration. It is for this reason we go back and base our development on the older classic work of Cartan.

### 4.1 Definitions

Let \(\mathcal{U}\) be a four-dimensional manifold and \(S\) a three-dimensional manifold. A slicing of \(\mathcal{U}\) by \(S\) is a diffeomorphism

\[ i: S \times \mathbb{R} \to \mathcal{U}. \]

We write \(i_t : S \to \mathcal{U}\) for the map \(i_t(x) = i(x, t)\). Inversely, a diffeomorphism \(f : \mathcal{U} \to S \times \mathbb{R}\) is called a framing of \(\mathcal{U}\). See Figure 2.4.1.

We call \(\mathcal{U}\) a classical spacetime (based on \(S\)) if it has the following properties:

\[ \text{Covariance may be explained in general terms as follows. Suppose we have a theory described by a number of (tensor) fields } u, v, \ldots \text{ on space (or spacetime) } S \text{ and the equations of our theory take the form } F(u, v, \ldots) = 0. \text{ These may be partial differential equations, integral equations, etc.) The equations are called covariant (or form invariant) when for any diffeomorphism } \phi : S \to S, \phi^*(F(u, v, \ldots)) = F(\phi^*u, \phi^*v, \ldots). \]
1. There is a surjective smooth map (called a universal time function) \( \tau : \mathcal{U} \to \mathbb{R} \) with nowhere-zero derivative such that for each \( t \in \mathbb{R} \), \( S_t = \tau^{-1}(t) \) is diffeomorphic to \( S \).

2. There is a slicing \( i : S \times \mathbb{R} \to \mathcal{U} \) such that \( \tau(i(x, t)) = t \) for all \( x \in S \) and \( t \in \mathbb{R} \). (Such a slicing will be called *Newtonian*.)

3. There is a symmetric connection \( \nabla \) on \( \mathcal{U} \) such that \( \nabla(d\tau) = 0 \).

4. For each \( t \in \mathbb{R} \), \( \nabla \) restricts to a connection \( \nabla_t \) on \( S_t \); that is, if \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are tangent to \( S_t \), so is \( \nabla_\mathbf{v}_1 \mathbf{v}_2 \). Moreover, each \( S_t \) carries a Riemannian metric \( g \), whose Levi-Civita connection is \( \nabla_t \).

A classical spacetime should be denoted by the quintuple \((\mathcal{U}, S, \tau, \nabla, g)\), although when no confusion will arise, we will just denote it by \( \mathcal{U} \).

The basic example of a classical spacetime is \( \mathcal{U} = \mathbb{R}^3 \times \mathbb{R} \) with \( \tau \) the projection on the last factor, \( \nabla \) the trivial connection associated with the vector space structure of \( \mathcal{U} \), (so \( \nabla_\mathbf{w} \mathbf{v} = D\mathbf{w} \cdot \mathbf{v} \)), and with \( g \), the Euclidean metric on \( S_t = \mathbb{R}^3 \times \{t\} \) which is identified as \( \mathbb{R}^3 \). We will call this the *standard* classical spacetime.

Note that \( \nabla \) is also the connection of the Minkowski metric on \( \mathcal{U} \); the thing that distinguishes classical from relativistic spacetimes is that in the former we select a time function and base constructions on it. In Minkowski space a basic point is that there is nothing special about the coordinate time \( \tau \).

**Problem 4.1** Show that condition 3 in Definition 4.1 implies that \( \nabla \) is restrictable.

We will usually think of a slicing \( i : S \times \mathbb{R} \to \mathcal{U} \) as being an "observer." Different "observers" will measure spacetime quantities, such as accelerations, in different ways. Two of the basic quantities associated with observers are the metric and connection. This idea leads us to make the following:

**4.2 Definition** Let \( \mathcal{U} \) be a classical spacetime and let \( i : S \times \mathbb{R} \to \mathcal{U} \) be a Newtonian slicing. The *metric observed by \( i \) on \( S \) at time \( t \) is* \( g^i_t = i^*g \). Likewise, the *connection observed by \( i \) at time \( t \) is* \( \nabla^i_t = i^*\nabla_t \) (defined by \((i^*\nabla_t)_\mathbf{v}\mathbf{w} = (\nabla_t)_\mathbf{u} \mathbf{v}(i^*_t \mathbf{w})) \).

**Problem 4.2** Show that \( \nabla^i_t \) is the Levi-Civita connection of \( g^i_t \).

**Warning on Notation:** The superscript \( i \) does not refer to tensorial components, but rather to the representation of the given object in the slicing \( i \).

If \( S \) has a fixed Riemannian structure \( g \), then a Newtonian slicing \( i \) is called *rigid* if \( g^i_t = g \) for all \( t \in \mathbb{R} \).

**Remarks** In the literature, spacetimes are often restricted to be affine and slicings restricted to be rigid. To understand elasticity in the covariant context, such a point of view is abandoned.
If one wishes to construct classical analogues of Fermi–Walker transport for gyroscopes, then additional restrictions on the curvature of the connection \( \mathbf{V} \) must be made. See Misner, Thorne, and Wheeler [1973] for details, as well as Section 5.7. For this section, however, this extra structure is not needed.

Now we turn to the kinematics of a body moving in spacetime. The spacetime version of a motion is called a world tube, defined as follows:

**4.3 Definition** Let \( \mathcal{U} \) be a classical spacetime and \( \mathfrak{B} \) a reference manifold. A world tube for \( \mathfrak{B} \) is a mapping \( \Phi: \mathfrak{B} \times \mathbb{R} \rightarrow \mathcal{U} \) such that

1. For each \( t \in \mathbb{R} \), and \( X \in \mathfrak{B} \), \( \tau(\Phi(x, t)) = t \), and
2. For each \( t \in \mathbb{R} \), the map \( \Phi_t: \mathfrak{B} \rightarrow \mathcal{S} \) given by \( \Phi_t(X) = \Phi(X, t) \) is an embedding.

For fixed \( X \in \mathfrak{B} \) (a material point), the curve \( t \mapsto \Phi(X, t) \) is called the world line of \( X \). The velocity and acceleration of these curves define vector fields over the map \( \Phi \) as follows: (a) four velocity,

\[
V^\Phi: \mathfrak{B} \times \mathbb{R} \rightarrow T\mathcal{U}, \quad V^\Phi(X, t) = \frac{\partial}{\partial t} \Phi(X, t);
\]

(b) four acceleration,

\[
A^\Phi: \mathfrak{B} \times \mathbb{R} \rightarrow T\mathcal{U}, \quad A^\Phi(X, t) = \frac{DV^\Phi}{Dt}(X, t),
\]

where \( D/Dt \) is the covariant derivative for the spacetime connection \( \mathbf{V} \). See Figure 2.4.2. (These are "absolute" concepts, independent of any framing.) The spatial velocity and acceleration fields are defined by \( v^\Phi = V^\Phi \Phi^{-1} \) and \( a^\Phi = A^\Phi \Phi^{-1} \); these are vector fields on \( \Phi(\mathfrak{B} \times \mathbb{R}) \).

If \( i: \mathcal{S} \times \mathbb{R} \rightarrow \mathcal{U} \) is a Newtonian slicing, we can view \( i \) as a world tube for \( \mathfrak{B} = \mathcal{S} \). Its frame velocity and frame accelerations are the associated four
velocities and accelerations; these are denoted \( V^i, A^i \) materially and \( v^i, a^i \) spatially, so that

\[
v^i = V^i w^{-1} \quad \text{and} \quad a^i = A^i w^{-1}.
\]

The concept of world tube is the spacetime way of viewing a motion. In fact, if \( \phi: \mathcal{B} \to \mathcal{S} \) is a motion of \( \mathcal{B} \) in \( \mathcal{S} \), the map \( \Phi: \mathcal{B} \times \mathbb{R} \to \mathcal{S} \times \mathbb{R} \), \( \Phi(X, t) = (\phi(X, t), t) \) is an associated world tube if we choose \( \mathcal{U} = \mathcal{S} \times \mathbb{R} \).

**Problem 4.3** Show that the frame velocity of a Newtonian slicing satisfies \( d \tau \cdot v^i = 1 \). Use property 3 of Definition 4.1 to deduce that \( d \tau \cdot a^i = 0 \).

**Problem 4.4** Let a coordinate chart on \( \mathcal{S} \) be given and let \( \mathcal{U} \) inherit a chart via \( i: \mathcal{S} \times \mathbb{R} \to \mathcal{U} \). If \( e_j \) \((j = 1, 2, 3)\) are coordinate tangent vectors on \( \mathcal{U} \) corresponding to the chart on \( \mathcal{S} \), show that they are tangent to \( \mathcal{S} \), and that the fourth coordinate tangent vector is \( e_0 = v^i \). Let \( \alpha, \beta, \ldots \) range from 0 to 3 and let \( \Gamma^\alpha_{\beta \gamma} \) be the Christoffel symbols for \( \mathbf{V} \), that is, \( \nabla_\alpha e_\beta = \Gamma^\gamma_{\alpha \beta} e_\gamma \). Show that (1) \( \Gamma^i_{jk} = g^i_{lm} \Gamma^l_{mjk} \) are the Christoffel symbols for \( g^i \), (2) \( \Gamma^0_{jk} e_j = 0 \), and (3) \( \Gamma^0_{0j} e_j \) is \( a^i \), the frame acceleration. (Note: The interpretation of \( \Gamma^0_{0j} \) is related to Fermi-Walker transport. See Misner, Thorne and Wheeler [1973].)

**4.4 Definitions** Let \( \mathcal{U} \) be a classical spacetime, \( \Phi: \mathcal{B} \times \mathbb{R} \to \mathcal{U} \) a world tube, and \( i: \mathcal{S} \times \mathbb{R} \to \mathcal{U} \) a (Newtonian) slicing.

The motion of \( \mathcal{B} \) in \( \mathcal{S} \) relative to \( i \) is the motion \( \phi': \mathcal{B} \times \mathbb{R} \to \mathcal{S} \) defined by \( \Phi(X, t) = i(\phi(X, t), t) \). The velocity field of \( \phi' \) will be called the apparent velocity of the world tube \( \Phi \) relative to the slicing \( i \) and will be denoted \( V^\phi i \) materially and \( v^\phi i \) spatially.

We now relate the velocity of the world tube \( v^\phi \), the apparent velocity of the world tube \( v^\phi i \) and the frame velocity \( v^i \) (see Figure 2.4.3).
4.5 Proposition  Let $X \in \mathcal{B}$, $t \in \mathbb{R}$, and let $p \in \mathcal{U}$ be given by $p = \Phi(X, t)$. Let $p = i(x, t)$ so that $\Phi(i(X, t)) = x$. Then

(a) $v^0(p) - v^i(p)$ is tangent to $S$, at $p$

and

(b) $T_i(x) \cdot v^{\Phi,i}(x, t) = v^0(p) - v^i(p)$.

Proof (a) Since $T_pS = \ker d\tau(p)$, we need to check that $d\tau(p) \cdot [v^0(p) - v^i(p)] = 0$. But $d\tau(p) \cdot v^0(p) = 1 = d\tau(p) \cdot v^i(p)$ by Problem 4.3.

(b) If we differentiate the defining relationship $\Phi(X, t) = i(\Phi((X, t), t)$ in $t$ we get $V^\phi(x, t) = T_i(x, t) \cdot V^{\Phi,i}(X, t) + V^i(X, t)$ by the chain rule. But $V^\phi(X, t) = v^0(p), V^{\Phi,i}(X, t) = v^{\Phi,i}(x, t)$, and $V^i(x, t) = v^i(p)$, so the result follows.

In words, the result 4.5(b) says that:

(Apparent velocity of body relative to observer $i$) = (Absolute velocity of body in spacetime) - (Absolute velocity of observer in spacetime)

We can alternatively interpret this as follows: for $p \in \mathcal{U}$, we can decompose $T_p\mathcal{U} = T_pS \oplus \text{span } v^i(p)$. The component of $v^\phi(p)$ tangent to $S$, at $p$ is thus just $v^\phi(p) - v^i(p)$. We can identify $T_pS$, with $T_xS$, where $i(x, t) = p$ via $T_i$. Decomposing $v^\phi(p)$ into its spatial and temporal parts then produces a vector tangent to $S$ at $x$. Thus 4.5 says that this vector is just the material velocity of the motion relative to the slicing $i$. (In general, tensor fields on $\mathcal{U}$ can be decomposed into spatial, temporal, and mixed parts relative to any slicing. The various pieces may be regarded as tensor fields on $S$ by way of pull-back by the slicing.)

Given a world tube $\Phi$, its four velocity $V^\phi$ is well defined, independent of any (Newtonian) slicing. If $i_1$ and $i_2$ are two Newtonian slicings, we can compare the velocities relative to them in terms of the change of framing: $\xi : S \times \mathbb{R} \to S$ defined by $i_2^{-1} \circ i_1(x, t) = (\xi(x, t), t)$. Regarding $\xi$ as a motion of $S$ in $S$, let $w$ be its spatial velocity field and write $\xi : S \to S, \xi(x) = \xi(x, t)$.

4.6 Proposition  (Transformation of motions and velocities under a change of framing.) Using the notation in the previous paragraph,

(a) $\Phi^{i_2} = \xi \circ \Phi^{i_1}$ and

(b) $V^{\Phi,i_1}(X, t) = T_\xi(\Phi^{i_1}(X, t)) \cdot V^{\Phi,i_1}(X, t) + w(\xi(\Phi^{i_1}(X, t))).$ (Or, briefly, $v^{\Phi,i_1} = \xi \cdot v^{\Phi,i_1} + w$.

Proof (a) follows directly from the definitions and (b) follows by differentiating (a) in $t$. One may alternatively derive (b) from 4.5(b).

Problem 4.5  Regard $i_1$ as a world tube. Show that $w$ is its velocity field relative to the slicing $i_2$. 

---

**Problem 4.5** Regard $i_1$ as a world tube. Show that $w$ is its velocity field relative to the slicing $i_2$. 

---
Thus, under a change of framing, the observed velocities in the two framings “differ” by the relative velocities of the two frames.

Now we turn to acceleration.

4.7 Definitions Let \( U \) be a classical spacetime, \( \Phi \) a world tube, and \( i \) a Newtonian slicing. The apparent acceleration of \( \Phi \) relative to \( i \) is the acceleration of the motion \( \phi^i \) of \( \Phi \) relative to \( i \), written \( A^{\phi,i} \) materially and \( a^{\phi,i} \) spatially. This acceleration is computed at the same time using the connection observed by \( i \). (Thus, the coordinate formulas are the same as those found in Chapter 1, Section 1.2, except now the Christoffel symbols might be time dependent.\(^{15}\))

Again we wish to compute the relationship between the absolute accelerations \( a^\phi, a^i \) and the apparent acceleration \( a^{\phi,i} \). The result will be of the following form:

\[
\begin{align*}
\text{Apparent acceleration} & = \text{Absolute acceleration} - \text{Absolute acceleration} + \text{Fictitious accelerations} \\
\text{of body relative to} & \quad \text{of body in spacetime} - \text{of observer in space} \\
\text{observer} i & \quad \text{time} \\
& \\
\end{align*}
\]

The “fictitious” accelerations include the usual centrifugal and Coriolis accelerations one “sees” from a rotating frame (see Problem 4.6 below and Section 7 of Chapter 5 for more information.)

4.8 Proposition Using the notation of 4.5, we have

\[
T_i(x, t) \cdot a^{\phi,i}(x, t) = a^\phi(p) - a^i(p) - 2(\nabla_{\sigma^\phi} v^i)(p).
\]

Proof By definition we have

\[
a^{\phi,i}(x, t) = \frac{\partial v^{\phi,i}}{\partial t}(x, t) + (\nabla_\sigma (v^\phi,i))(x, t). \tag{1}
\]

Thus, by definition of the observed connection and 4.5(b), (1) gives

\[
T_i(x, t) \cdot a^{\phi,i}(x, t) = T_i(x, t) \frac{\partial v^{\phi,i}}{\partial t}(x, t) + (\nabla_{\sigma^\phi} (v^\phi - v^i))(p). \tag{2}
\]

However, we claim that

\[
T_i(x, t) \frac{\partial v^{\phi,i}}{\partial t}(x, t) = [v^i, v^\phi - v^i](p). \tag{3}
\]

Indeed, each side equals

\[
\left. \frac{d}{ds} F^i_{\gamma,i}(v^\phi - v^i) \right|_{s=t}
\]

\(^{15}\)They will be time independent if the slicing is rigid.
where \( F_s: \mathbb{S}_t \rightarrow \mathbb{S}_s \) is given by \( F_{s,t} = i_{s,i}^{-1} \) (the reader should fill in the details of this step).

Since \( \nabla \) on \( \mathcal{U} \) is symmetric (torsion-free) we have
\[
[v', v^\phi - v'] = \nabla_v(v^\phi - v') - \nabla_{v^\phi - v}v'.
\] (4)

Also, we have
\[
a' = \nabla_{v'}v' \quad \text{and} \quad a^\phi = \nabla_v v^\phi.
\] (5)

Substituting (4), (5), and (3) into (2) gives the proposition (observe that a cancellation of \( \nabla_v v^\phi \) occurs).

**Problem 4.6** Let \( \mathcal{U} = \mathbb{R}^3 \times \mathbb{R} \) be the standard classical spacetime and \( i \) is the rigid slicing \( i(x, t) = (Q(t)(x - x_0), t) \), where \( Q(t) \) is a rotation, \( Q(t) = e^{i\alpha} \), where \( \Omega \) is a constant skew matrix. Let \( \omega(v) \) be the angular velocity; that is, \( \Omega v = \omega \times v \). Show that 4.5(b) and 4.8 reduce to the classical formulas for the velocity and acceleration in a rotating frame (Goldstein [1980], p. 177), namely
\[
v_r = v_s - \omega \times r \quad \text{and} \quad a_r = a_s - \omega \times (\omega \times r) - 2\omega \times v_r.
\]

(\( v_r = \) velocity in the rotating frame, \( v_s = \) velocity in space, etc.) Modify these formulas for \( i(x, t) = (Q(t)(x - x_0) + c(t), t) \), where \( Q(t) \) is an arbitrary curve in \( \text{SO}(3) \) and \( c(t) \) is a curve in \( \mathbb{R}^3 \).

Just as with velocities, we can compute the transformation of accelerations under a change of framing.

**4.9 Proposition** Let \( i_1 \) and \( i_2 \) be two framings of \( \mathcal{U} \) and let \( \xi: \mathbb{S} \times \mathbb{R} \rightarrow \mathbb{S} \) be the change of framing, as defined preceding 4.6. Then at \( (x, t) \in \mathbb{S} \times \mathbb{R} \) we have
\[
a^{\xi,i_2} = \xi_* a^{\phi,i_1} + a^{\xi,i_2} + 2\nabla_{a^{\xi,i_2}(\xi)}(w),
\]
where \( a^{\xi,i_2} \) is the acceleration of \( \xi \) computed using \( \nabla_{i_2} \).

The proof proceeds as in 4.8, so is left for the reader.

**Problem 4.7** (a) Prove 4.9. (b) For \( \mathcal{U} = \mathbb{R}^3 \times \mathbb{R} \) and \( i_1 \) the identity slicing and \( i_2 = i \) an arbitrary one, show that 4.9 and 4.8 coincide.

Next we consider *inertial* slicings.

**4.10 Definition** A (Newtonian) slicing \( i \) of a classical spacetime \( \mathcal{U} \) is called *inertial* if the spatial velocity field of \( i \) is covariant constant: \( \nabla v' = 0 \).

The acceleration of an inertial slicing vanishes since \( a' = \nabla_{v'} v' = 0 \). Thus for each \( x \in \mathbb{S} \), the curve \( t \mapsto i(x, t) \) is a geodesic in \( \mathcal{U} \). From 4.8 we see at once that for an inertial slicing, \( T_{i,1}(x) \cdot a^{\phi,i}(x, t) = a^\phi(p) \). That is, we say the apparent acceleration equals the absolute acceleration. If this is to hold for any world tube, choosing \( \Phi = i \) gives \( a' = 0 \), and then in 4.8 \( v^\phi - v' \) is arbitrary, so \( \nabla v' = 0 \). Thus we have proved:
4.11 Proposition  A (Newtonian) slicing is inertial if and only if the apparent and absolute accelerations of any world tube coincide.

The axiom of inertia states that an inertial slicing exists. We view forces as vector fields on $\mathcal{S}$ given relative to an inertial slicing. Viewing Newton's law for test particles in different slicings then allows us to deduce the transformation properties of forces. These will be stated and used below.

Now we turn to our covariant treatment of balance of energy. Let us assume that a rigid inertial frame is specified $i_0: \mathcal{S} \times \mathbb{R} \rightarrow \mathcal{V}$ and that $g$ is the corresponding fixed Riemannian metric on $\mathcal{S}$. Let $\phi_t$ be a regular motion of $\mathcal{B}$ in $\mathcal{S}$. If we wish, we can imagine that a world tube $\Phi$ is given and that $\phi_t$ is the motion of $\mathcal{B}$ relative to our inertial slicing $i_0$. The spatial velocity of $\phi_t$ is denoted $v_t$ and the spatial acceleration $a_t$, as usual.

Let $\rho(x, t), b(x, t), h(x, t, n), t(x, t, n), e(x, t)$, and $r(x, t)$ be given functions defined for $x \in \phi_t(\mathcal{B})$ and $n \in T_x \mathcal{S}$.

As in the previous section, these functions are said to satisfy the balance of energy principle if, for all nice $\mathcal{U} \subset \mathcal{B}$,

$$\frac{d}{dt} \int_{\phi_t(\mathcal{U})} \rho(e + \frac{1}{2} \langle v, v \rangle) dv = \int_{\phi_t(\mathcal{U})} \rho(\langle b, v \rangle + r) dv + \int_{\partial \phi_t(\mathcal{U})} \langle t, v \rangle + h \rangle da,$$

where $t$ and $h$ are evaluated on the unit outward normal $n$ of $\partial \phi_t(\mathcal{U})$.

4.12 Definition  Let $\xi_t: \mathcal{S} \rightarrow \mathcal{S}$ be a one-parameter family of regular mappings of $\mathcal{S}$ (interpreted either as a superposed motion or as a change of Newtonian slicing). Define the primed quantities as follows:

$$x' = \xi_t(x), \quad dv' = \xi_t^* dv \quad (\text{i.e., } J(\xi_t) dv' = dv),$$

$$\rho'(x', t) = \rho(x, t), \quad r'(x', t) = r(x, t), \quad e'(x', t) = e(x, t),$$

where $n \in T_x \mathcal{S}$, and $n'$ is the unit normal to the range of the orthogonal complement of $n$ under $T_x \xi_t(x)$,

$$h'(x', t, n') = h(x, t, n), \quad t'(x', t, n') = T_x \xi_t(x) \cdot t(x, t, n),$$

$$\phi'_t = \xi_t \circ \phi_t, \quad v'_t = \text{spatial velocity of } \phi'_t, \quad a'_t = \text{spatial acceleration of } \phi'_t,$$

$$b' = b + a'_t + 2 \nabla_{\xi_t^* w} w_t \quad \text{("the apparent body force")},$$

where $w_t$ and $a'_t$ are the velocity and acceleration of $\xi_t$.

Our transformation of forces has been arranged so that $b' - a' = \xi_t^* (b - a)$ by 4.9.

At this stage there has been no physical justification for the transformation law for the Cauchy stress vector: $t' = \xi_t^* t$. If $\xi_t$ is rigid, it is "clear" that this is appropriate for all continuum theories. However, for nonrigid slicings, it is less apparent. In fact, a few examples involving shearing will convince the reader that...
it is reasonable for elasticity, but not necessarily for other continuum theories. Viscous or plastic materials might be characterized by different transformation laws for the stress. Thus, we are only proposing the following covariant treatment for pure elasticity. It needs to be modified for other theories.\textsuperscript{16} This point will be explored further in Section 3.3 on covariant constitutive theory.

One may be tempted to demand that the primed quantities satisfy balance of energy for every superposed motion. However, it will follow from the arguments used to prove Theorem 4.13 below that this can occur if and only if the Cauchy traction vector is identically zero! The additional object that must be transformed is the metric tensor.

The first assumptions of the covariant theory are as follows.

\textit{Assumption 1} Let $(\mathcal{S}, g)$ be a given Riemannian manifold and $\phi_i: \mathcal{B} \to \mathcal{S}$ a motion of $\mathcal{B}$ in $\mathcal{S}$. Let $\rho(x, t), e(x, t), \ldots$ be given functions which satisfy balance of energy.

Given a change of Newtonian slicings, we get maps $\xi_i: \mathcal{S} \to \mathcal{S}$. The representation of the old metric $g$ on $\mathcal{S}$ in the new slicing is $\xi_i^*g = g'$ and our "observer" does the calculations using the new metric $g'$. See Figure 2.4.4.

\textsuperscript{16}It is possible, however, that the use of "internal variables" will enable a single theory to be developed, valid for a larger class of continua.
Since changes of metrics on $S$ from $g$ to say $\tilde{g}$ affect the accelerations of particles, the internal energy must depend parametrically on the metric $g$. Write $e(x, t, g)$ for the dependence. The observer $\xi_t$ also wishes to use the correct internal energy associated with the "true" metric $g$ on space; that is, $e'(x', t, g)$. It is natural to suppose that $e$ transforms tensorally:

$$e(x, t, \tilde{g}) = e'(x', t, \xi_t^*\tilde{g}).$$

Thus we must choose

$$e'(x', t, g) = e(x, t, \xi_t^*g).$$

The metric $\xi_t^*g$ is "equivalent" to $g$ in the sense that their Riemannian geometries are naturally related by $\xi_t$ (i.e., curvature, geodesics, etc.). Let the collection of all metrics of the form $\eta^*g$ on $S$, where $\eta: S \to S$ is a diffeomorphism, be denoted $\Theta_g$ and be called the orbit of $g$; thus

$$\Theta_g = \{\eta^*g | \eta: S \to S \text{ is a diffeomorphism}\}.$$ 

This discussion leads to our second assumption:

**Assumption 2** Assume there are functions $e, \rho, \ldots$ depending on the variables $x, t, \tilde{g} \in \Theta_g$ coinciding with those in Assumption 1 when $\tilde{g} = g$. Given a Newtonian slicing and associated maps $\xi_t: S \to S$, define the representatives of $e, \rho, \ldots$ in that slicing by

$$e'(x', t) = e(x, t, \xi_t^*g),$$

etc. Assume that for each such slicing, balance of energy holds.

Using the methods of Chapter 3 one can prove that if $e$ is a differentiable function of $\tilde{g} \in \Theta_g$, then $e$ is a function only of the point values of $\tilde{g}$. That is to say, there is a function also denoted $e$, of $x, t$ and symmetric positive-definite two-tensors at $x$, such that

$$e(x, t, \tilde{g}) = e(x, t, \tilde{g}(x)) \text{ for each } \tilde{g} \in \Theta_g.$$ 

Let us take this for granted in what follows (or make it part of Assumption 2 if this is preferred).\(^{18}\)

**4.13 Theorem** If Assumptions 1 and 2 hold, then the following hold: there exist $\sigma$ and $q$ such that $t = \sigma \cdot n$ and $h = -q \cdot n$, and

(i) conservation of mass,
(ii) balance of momentum,
(iii) balance of moment of momentum,
(iv) balance of energy, and
(v) $\sigma = 2\rho(\partial e/\partial g)$.

---

\(^{17}\)One can show that $\Theta_g$ is a smooth infinite-dimensional manifold, although we shall not go into these technical points; see Box 4.2 below and Ebin [1970].

\(^{18}\)The dependence of $e$ only on point values of $g$ (and not on derivatives) corresponds in general relativity to what is called *minimal coupling* of a field theory to gravity. In this more general context, $g$ will be time dependent and $e$ defined for all metrics, not just those in the orbit of a fixed one. (See Section 5.7).
Conversely, if (i)–(v) hold, then balance of energy is covariant; that is, Assumptions 1 and 2 hold.

Equation (v) relating the internal energy and stress is the additional condition needed to relax the rigidity assumptions of the slicing. Some additional benefits of this point of view are described in the following box and in Box 3.3.

As we shall see in Chapter 3, formula (v) is equivalent to formulas derived by completely different methods. As far as we know, a formula like (v) first appeared in the elasticity literature in Doyle and Ericksen [1956], and subsequently was overlooked. Doyle and Ericksen took a passive point of view, regarding points of $\Theta_g$ as different representations of the same metric. (This situation is similar to the distinction between the Green–Naghdi–Rivlin and Noll points of view.) In general relativity this formula is commonly associated to variational principles and may be found in standard textbooks such as Hawking and Ellis [1973], p. 66.

**Proof of 4.13** Balance of energy for the primed and unprimed motions are:

\[
\frac{d}{dt} \int_{\phi_t(\mathbb{U})} \rho (e + \frac{1}{2} \langle v, v \rangle) \, dv = \int_{\phi_t(\mathbb{U})} \rho (\langle b, v \rangle + r) \, dv \\
+ \int_{\hat{\partial}_\theta(\mathbb{U})} (t \cdot v + h) \, da,
\]

\[
\frac{d}{dt} \int_{\phi'_t(\mathbb{U})} \rho'(e' + \frac{1}{2} \langle v', v' \rangle) \, dv' = \int_{\phi'_t(\mathbb{U})} \rho' (\langle b', v' \rangle + r') \, dv' \\
+ \int_{\hat{\partial}_\theta'(\mathbb{U})} (t' \cdot v' + h') \, da'.
\]

We shall evaluate (2) at $t = t_0$ when $\xi_{t_0}$ = identity. The definition of material time derivative and the Lie derivative gives

\[(e')' = \dot{e} + \frac{\partial e}{\partial g} : \mathcal{L}_w g\]

where $w$ is the velocity of $\xi_t$ (at time $t_0$). We also have (at $t = t_0$) $v' = w + v$.

Using the transport theorem,\(^\text{19}\)

\[
\frac{d}{dt} \int_{\phi_t(\mathbb{U})} f \, dv = \int_{\phi'_t(\mathbb{U})} (f + f \, \text{div} \, v) \, dv',
\]

and evaluating at $t = t_0$, (2) becomes

\[
\int_{\phi_t(\mathbb{U})} (\dot{\rho} + \rho \, \text{div} \, v) (e + \frac{1}{2} \langle v + w, v + w \rangle) \, dv \\
+ \int_{\phi_t(\mathbb{U})} \rho (\dot{e} + \frac{\partial e}{\partial g} : \mathcal{L}_w g + \langle a', v + w \rangle) \, dv \\
= \int_{\phi_t(\mathbb{U})} \rho (\langle b', v + w \rangle + r) \, dv + \int_{\hat{\partial}_\theta(\mathbb{U})} (t \cdot (v + w) + h) \, da.
\]

\(^{19}\) There is no div $w$ term because $dv'$, and not $dv$, is used.
Since \( \xi = \text{Identity} \), we have \( a' - b' = a - b \). Substituting this in (3) and arranging terms yields

\[
\int_{\phi(t)} \left\{ (\rho + \rho \text{ div } v)(\epsilon + \frac{1}{2}\langle v, v \rangle) + \rho (\epsilon + \langle a - b, v \rangle) \right\} dv \\
+ \int_{\phi(t)} (\dot{\rho} + \rho \text{ div } v) \cdot \frac{1}{2} \langle w, w \rangle dv + \int_{\phi(t)} (\dot{\rho} + \rho \text{ div } v)(\langle v, w \rangle) dv \\
+ \int_{\phi(t)} \rho \left\{ \frac{\partial e}{\partial g} \mathcal{E}_w g + \langle a - b, w \rangle \right\} dv = \int_{\phi(t)} \rho r \ dv + \int_{\partial \phi(t)} (t \cdot v + h) \ da \\
+ \int_{\partial \phi(t)} t \cdot w \ da. \quad (4)
\]

Subtracting (1) and (4) gives the identity

\[
0 = \int_{\phi(t)} (\rho + \rho \text{ div } v) \cdot \frac{1}{2} \langle w, w \rangle dv + \int_{\phi(t)} (\dot{\rho} + \rho \text{ div } v)(\langle v, w \rangle) dv \\
+ \int_{\phi(t)} \rho \left( \frac{\partial e}{\partial g} : \mathcal{E}_w g + \langle a - b, w \rangle \right) dv - \int_{\partial \phi(t)} t \cdot w \ da. \quad (5)
\]

Cauchy's theorem applied to (5) shows that \( t \cdot w = w \cdot \sigma \cdot n \) for a two-tensor \( \sigma \). Cauchy's theorem applied to (1) then shows \( h = -q \cdot n \) for a vector field \( q \).

Since \( w \) is arbitrary, (5) is equivalent to the two equations \( \dot{\rho} + \rho \text{ div } v = 0 \) and

\[
0 = -\int_{\phi(t)} \rho \left( \frac{\partial e}{\partial g} : \mathcal{E}_w g + \langle a - b, w \rangle \right) dv + \int_{\partial \phi(t)} t \cdot w \ da. \quad (6)
\]

Applying the divergence theorem to the last term using

\[
\text{div}(w \cdot \sigma) = (\text{div } \sigma) \cdot w + \sigma : \omega + \sigma : k,
\]

where

\[
\omega_{ab} = \frac{1}{2}(w_{a|b} - w_{b|a}) \quad (\text{the spin}),
\]

and

\[
k_{ab} = \frac{1}{2}(w_{a|b} + w_{b|a}) \quad (k = \frac{1}{2} \mathcal{E}_w g),
\]

equation (6) becomes

\[
0 = -\int_{\phi(t)} \left[ \rho \left( \frac{\partial e}{\partial g} - \frac{1}{2} \sigma \right) : \mathcal{E}_w g - \sigma : \omega \right] dv - \int_{\phi(t)} \langle \rho a - \rho b - \sigma, \text{ div } w \rangle dv.
\]

Since \( \mathcal{U} \) is arbitrary and at any point \( \mathcal{E}_w g, \omega, \) and \( w \) can be chosen independently, we have separately,

\[
2\rho \frac{\partial e}{\partial g} = \sigma, \quad \sigma \text{ is symmetric, and } \rho a - \rho b - \text{ div } \sigma = 0.
\]

This proves the first part of the theorem. The reader can prove the converse by similar methods. 

**Problem 4.8** Redo these calculations in material coordinates.
Box 4.1  The Principle of Virtual Work

The principle of virtual work is often derived in the following way.

(1) Start with the integral balance law of momentum (see Section 2.1).

(2) Localize to give the differential equations in, say, material form:

$$\rho \text{Ref} A = \rho \text{Ref} B + \text{DIV} P.$$  

(3) Contract these equations with a vector function $W$ (over the motion), and integrate over the body:

$$\int_\Omega \rho \text{Ref} A \cdot W \, dV = \int_\Omega \rho \text{Ref} B \cdot W \, dV + \int_\Omega W \cdot \text{DIV} P \, dV.$$  

In the classical literature, $W$ is often called a *virtual displacement* and denoted $\delta \phi$.

(4) Integrate the last term by parts:

$$\int_\Omega \rho \text{Ref} A \cdot W \, dV = \int_\Omega \rho \text{Ref} B \cdot W \, dV - \int_\Omega P : \nabla W \, dV$$

$$+ \int_{\partial \Omega} W \cdot P \cdot N \, dA.$$  

If $w$ is the spatial form of $W$, and $\tau^{ab} = P^{ab} F^b$ is the Kirchhoff stress, note that $P : \nabla W = \tau : \nabla w = \frac{1}{2} \tau : \varepsilon_{w} g$, by symmetry of $\tau$.

The validity of (1) for all variations $W = \delta \phi$ is called the principle of virtual work. This principle must be modified, as we shall see in Chapter 5, if boundary conditions are prescribed.

The importance of the principle of virtual work rests on three facts.

(a) It is very useful numerically. (cf. Oden and Reddy [1976a].)

(b) It is believed to remain valid under conditions for which differential equations do not necessarily make sense.\(^{20}\)

(c) Equation (1) coincides with the weak form of the differential equations for which there are many relevant mathematical theorems.

The paper of Antman and Osborn [1979] shows how to by-pass steps (2) and (3) above and thus show the equivalence of the integral balance laws and the principle of virtual work under conditions for which both are meaningful.

In the remainder of this box we shall show how to directly obtain the

\(^{20}\)For this purpose the material version is a bit simpler, as there is no convective term $v \cdot \nabla v$ in the acceleration.
principle of virtual work from balance of energy. In doing so it is crucial to use the covariant version. Indeed it has often been noted as a defect of the "rigid" version of balance of energy, that one cannot directly get the principle of virtual work (see, e.g., Sewell [1966a]).

First of all, one should carry out the program of Theorem 4.13 in material coordinates (see Problem 4.8). Conservation of mass now merely reads $\rho_{\text{Ref}} = \text{constant in time}$, and is derivable from Assumptions 1 and 2. As in the proof of 4.13 (see Equation (6)), the condition of covariance leads directly to the following:

$$0 = -\int_{\Omega} \rho_{\text{Ref}} \left( \frac{\partial E}{\partial g} \epsilon_{w} g + \langle A - B, W \rangle \right) dV + \int_{\partial \Omega} W \cdot P \cdot N dA. \quad (2)$$

Arbitrariness of $\mathcal{U}$ gives the identity $\tau = 2\rho_{\text{Ref}} \frac{\partial E}{\partial g}$. Substituting this into (2) and choosing $\mathcal{U} = \emptyset$, we obtain exactly (1), written in terms of the Kirchhoff stress.

With an additional constitutive assumption (see Chapter 3) one can directly relate $E$ and $P$, avoiding the necessity of using $\tau$. The covariant approach is compatible with such assumptions, as we shall see in Section 3.3.

Box 4.2 *An Invariant Theory of Stress and Equilibrium*\(^{21}\)

In this box we present an invariant formulation of some basic notions of continuum mechanics, including stress, equilibrium, and the principle of virtual work using the theory of manifolds of maps, which is summarized below. Manifolds of maps will also be useful in our discussion of Hamiltonian structures in Chapter 5.

A basic concept in any physical theory is that of its configuration space: i.e., the set of all possible states of the system. If the configuration space is a differentiable manifold, a *virtual displacement* may be defined to be an element of its tangent bundle. A *generalized force* is an element of the cotangent bundle, and its evaluation on a virtual displacement has the meaning of virtual work.

The placements of bodies in space are described by introducing two different mathematical models, the global model and the local model, and the fact that both ultimately serve to represent the same physical

\(^{21}\)The material for this box was kindly communicated by Reuven Segev and Marcelo Epstein and is based on the ideas of Epstein and Segev [1980] and Segev [1981].
phenomenon is accounted for by imposing compatibility conditions. The global model deals with configurations \( \phi: \mathcal{B} \to \mathcal{S} \) from the point of view of analyzing the space \( \mathcal{C} \) of configuration as a whole. In the local model a fiber space is attached to each point of the body \( \mathcal{B} \) and the space \( \mathcal{S} \). These spaces provide a framework for the representation of the internal structure of the body. If these spaces are the tangent spaces, we recover the usual theory: the Piola-Kirchhoff stress represents the local force, and compatibility with the global force yields the equilibrium and boundary conditions. Higher order and Cosserat theories (see Box 2.3, Chapter 2) may be dealt with by suitable choices of fiber spaces.

For each model we have a configuration space and corresponding sets of virtual displacements and forces. The local force is a generalization of the classical notion of stress field. The compatibility between the models is specified in terms of a map from the global to the local configuration space. This compatibility condition between local and global forces is a generalization of the principle of virtual work.

We now summarize some results from the theory of manifolds of maps that are needed. Some useful references for this subject are Palais [1968] Eliasson [1967] and Ebin and Marsden [1970]. For this box the technical proofs of the following results are not needed, so are omitted.

(i) Let \( \mathcal{M} \) be a compact \( C^\infty \) manifold (possibly with boundary) and \( \mathcal{K} \) a \( C^\infty \) manifold without a boundary. Then, the set \( C^k(\mathcal{M}, \mathcal{K}) \) of \( C^k \) mappings \( \mathcal{M} \to \mathcal{K}, 0 \leq k < \infty \), can be given a structure of a \( C^\infty \) manifold modelled on a Banach space. (Similar results hold for other function spaces discussed in Chapter 6).

(ii) Let \( \phi \in C^k(\mathcal{M}, \mathcal{K}) \); then the tangent space to \( C^k(\mathcal{M}, \mathcal{K}) \) at \( \phi \) is given by \( T_\phi C^k(\mathcal{M}, \mathcal{K}) = \{ V \in C^k(\mathcal{M}, T\mathcal{K}) \mid \tau \circ V = \phi \} \), where \( \tau: T\mathcal{K} \to \mathcal{K} \) is the projection. This result should be plausible from our discussions of material velocity.

(iii) The set \( \mathcal{C} \) of \( C^k \) embeddings is open in \( C^k(\mathcal{M}, \mathcal{K}) \) for \( k \geq 1 \). This follows directly from the implicit function theorem.

(iv) Let \( \pi: \mathcal{E} \to \mathcal{M} \) and \( \rho: \mathcal{F} \to \mathcal{K} \) be \( C^\infty \) vector bundles where \( \mathcal{M} \) and \( \mathcal{K} \) are as in (i) and \( r \leq k \). Then the set \( C^r(\mathcal{E}, \mathcal{F}) \) of \( C^r \) vector bundle maps of \( \mathcal{E} \) to \( \mathcal{F} \) covering \( C^k \) base maps has a \( C^\infty \) vector bundle structure \( C^k(\mathcal{E}, \mathcal{F}) \to C^k(\mathcal{M}, \mathcal{K}) \) and the projection map assigns to each vector bundle morphism its base map. (See Verona [1970]).

(v) For \( f \in C^k(\mathcal{E}, \mathcal{F}) \), \( T_\phi C^k(\mathcal{E}, \mathcal{F}) = \{ g \in C^k(\mathcal{E}, T\mathcal{F}) \mid \tau_\phi \circ g = f \} \), where \( \tau_\phi: T\mathcal{F} \to \mathcal{F} \) and \( T\rho: T\mathcal{F} \to T\mathcal{K} \) is the vector bundle.
structure used on $T\mathcal{F}$. The tangent bundle projection is given by $h \mapsto \tau_\mathcal{F} \circ h$ for $h \in TC_k^1(\mathcal{E}, \mathcal{F})$. In particular, the set of all $C^{k-1}$ vector bundle morphisms of the tangent bundles is a vector bundle $C^{k-1}_k(TM, TM) \to C^k(M, \mathcal{N})$, and each $h \in TC^{k-1}_k(TM, TM)$ is identified with a vector bundle map from the bundle $\tau_M: TM \to \mathcal{N}$ to the bundle $T\tau_M: TTM \to T\mathcal{N}$.

(iii) Let $\lambda_T: C^k(M, \mathcal{N}) \to C^{k-1}_k(TM, TM)$ be the operation of taking the tangent on elements of the manifold of maps; i.e., $\lambda_T(f) = T\mathcal{F}$. Then $\lambda_T$ is a $C^\infty$ section of the vector bundle $C^{k-1}_k(TM, TM) \to C^k(M, \mathcal{N})$. The tangent map $T\lambda_T: TC^k(M, \mathcal{N}) \to TC^{k-1}_k(TM, TM)$ is given by $T\lambda_T(v) = \omega \circ Tv$, where $Tv$ is the tangent to the map $\mathcal{N} \to \mathcal{N}$ with which $v$ is identified and where $\omega$ is the canonical involution $T^2\mathcal{N} \to T^2\mathcal{N}$: if $(x, a, b, c)$ is the representative of an element in $T^2\mathcal{N}$ with respect to a natural chart, then the local representative of $\omega$ with respect to this chart is given by $(x, a, b, c) \mapsto (x, b, a, c)$.

Since we are presently concerned with the geometric aspects only, we shall work with smooth maps for simplicity (see Chapter 6 for the function space setting needed for analysis).

The *global model* consists of the following:

GM1 *Physical space* is an $m$-dimensional differentiable manifold $\mathcal{S}$ without a boundary.

GM2 A *body* is an $n$-dimensional compact differentiable manifold $\mathcal{B}$ which may have a boundary, with $n \leq m$.

GM3 A *global configuration* is a (smooth) embedding $\phi: \mathcal{B} \to \mathcal{S}$. By the results above, the configuration space $\mathcal{C}$ is an infinite dimensional differentiable manifold.

GM4 Let $\tau_\mathcal{C}: T\mathcal{C} \to \mathcal{C}$ be the tangent bundle of the configuration space. A *global virtual displacement* is an element $\delta \phi \in T\mathcal{C}$.

GM5 A *global force* is an element $f \in T^*\mathcal{C}$. The evaluation $f(\delta \phi)$ for $f \in T^*\mathcal{C}$, $\delta \phi \in T\mathcal{C}$ is called the *virtual work* of the force $f$ on the virtual displacement $\delta \phi$.

By GM5, forces are linear functionals on the vector space of vector fields (virtual displacements) over the image of the body in space. For linear functionals continuous in the $C^0$ topology, a global force can be represented by a vector measure over the image of the body (as in the definition of forces in general given in Truesdell and Toupin [1960] and Truesdell [1977].) In the more general case of the $C^k$ topology, a global force will consist of distributions.
In the *local model*, configurations, virtual displacements, and forces are defined independent of the global model.

**LM1** In the local model the *space* is a vector bundle $\rho: \mathcal{F} \to \mathcal{S}$.

**LM2** The *body* is a vector bundle $\pi: \mathcal{E} \to \mathcal{B}$.

**LM3** A *local configuration* is a (smooth) vector bundle map $F: \mathcal{E} \to \mathcal{F}$ such that the induced base map $\phi: \mathcal{B} \to \mathcal{S}$, is an embedding. By the properties of manifolds of maps, the local configuration space $\mathcal{R}$, consisting of all such embeddings, has a structure of a vector bundle $\pi_\mathcal{R}: \mathcal{R} \to \mathcal{E}$ over the global configuration space.

**LM4** Let $\tau_\mathcal{R}: T\mathcal{R} \to \mathcal{R}$ be the tangent bundle of the local configuration space. The *local virtual displacement* is an element $\delta F$ of the tangent bundle: $\delta F \in T\mathcal{R}$.

The relation between the configuration spaces and their tangent bundles can be represented by the following commutative diagram

![Diagram](https://via.placeholder.com/150)

and when we make the identification of $\delta F$ with a vector bundle morphism from $\pi: \mathcal{E} \to \mathcal{B}$ to $Tp: T\mathcal{F} \to T\mathcal{R}$, we have

$$
\tau_\mathcal{R}(\delta F) = F \\
\pi_\mathcal{E}(\delta F) = \phi \\
T\pi_\mathcal{E}(\delta F) = \delta \phi \\
\tau_\mathcal{E}(\delta F) = \delta \phi
$$

such that $F$, $\delta \phi$ and $\phi$ make the following diagram commutative.

---

22 For many applications, such as Cosserat continua, these should be fiber bundles. However we use vector bundles for simplicity. The generalization is not difficult.
LM5 A local force is an element $\sigma \in T^*\mathcal{R}$. The evaluation $\sigma(\delta F)$ for $\sigma \in T^*\mathcal{R}$, $\delta F \in T_r\mathcal{R}$ is called the virtual work of the local force $\sigma$ on the local virtual displacement $\delta F$.

The link between the global and the local models is provided by the compatibility conditions.

**CC1** Let $\lambda$ associate to each manifold $\mathfrak{M}$ a vector bundle $\lambda(\mathfrak{M})$ over it and to each map between manifolds a corresponding vector bundle map. We write $\lambda(S) = \mathfrak{E}$, $\lambda(S) = S$, and if $f$ is a map of $\mathfrak{B}$ to $S$, $\lambda(f)$ is a vector bundle map covering $f$. We may thus regard $\lambda: \mathcal{C} \to \mathcal{R}$ as a section of $\pi_\mathcal{C}$ (assumed to be differentiable). We call $\lambda$ a compatibility operation.

**CC2** A local configuration $F$ is called compatible with the global configuration if $F = \lambda(\phi)$.

**CC3** A local virtual displacement $\delta F$ is called compatible with the global virtual displacement $\delta\phi$ if $\delta F = T\lambda(\delta\phi)$.

**CC4** A global force $f$ is compatible with the local force $\sigma$ if $f = T^*\lambda(\sigma)$, where $T^*\lambda: T^*\mathcal{R} | \lambda(\mathcal{C}) \to T^*\mathcal{C}$ is the adjoint map of $T\lambda$.

The last compatibility condition is a generalization of the equilibrium equations of classical continuum mechanics, as we shall see later. The compatibility of the global force $f$ with the local force $\sigma$ implies $f(\delta\phi) = (T^*\lambda(\sigma))(\delta\phi)$ for all $\delta\phi \in T_\phi\mathcal{C}$. However, by the definition of the adjoint map $(T^*\lambda(\sigma))(\delta\phi) = \sigma(T\lambda(\delta\phi))$ and, using CC2, we obtain the equivalent form $f(\delta\phi) = \sigma(\delta F)$ for all compatible pairs $\delta\phi, \delta F$, which, as we shall see below, is the statement of the principle of virtual work.

Vector bundles are now constructed that allow us to relate the local configuration, the local virtual displacement, and the local force to
the classical concepts of deformation gradient tensor field, its variation, and the Piola-Kirchhoff stress.

Given a configuration \( \phi \), consider the vector bundle \( \mathcal{L}(\mathcal{E}, \phi^*\mathcal{F}) \to \mathcal{B} \), whose fiber over \( X \in \mathcal{B} \) is \( \mathcal{L}(\mathcal{E}, \phi^*\mathcal{F})_X = \mathcal{L}(\mathcal{E}_X, \mathcal{F}_{\phi(x)}) \), the set of linear maps of \( \mathcal{E}_X \) to \( \mathcal{F}_{\phi(x)} \). The space \( C^\infty(\mathcal{L}(\mathcal{E}, \phi^*\mathcal{F})) \) of \( C^\infty \) sections of \( \mathcal{L}(\mathcal{E}, \phi^*\mathcal{F}) \) can be identified with \( \mathcal{R}_\phi \). An element of \( C^\infty(\mathcal{L}(\mathcal{E}, \phi^*\mathcal{F})) \) has the nature of a two-point field \( F \), just as in Section 1.4.

Recall that \( T_F\mathcal{R} \) is the set of vector bundle maps \( \delta \mathcal{F} : \mathcal{E} \to T \mathcal{F} \) satisfying \( T_F \circ \delta \mathcal{F} = \mathcal{F} \). The elements \( \delta \mathcal{F} \) satisfying \( T_F \circ \delta \mathcal{F} = 0 \) are called vertical, and this set is denoted \( T_{F, \text{vert}}\mathcal{R} \). We can identify \( \mathcal{R}_\phi \) with \( T_{F, \text{vert}}\mathcal{R} \) by mapping \( F \in \mathcal{R}_\phi \) to the tangent to the curve \( t \mapsto F + t \tilde{F} \) at \( t = 0 \). Thus, vertical vectors are variations \( \delta \mathcal{F} \) of the values of \( F \) only, keeping the base map \( \phi \) fixed. If the bundle \( \mathcal{F} \) has a symmetric connection, or we choose local charts, any variation \( \delta \mathcal{F} \in T_F\mathcal{R} \) can be split into the element \( T_F \circ \delta \mathcal{F} \) of \( C^\infty(T \mathcal{B}, \phi^*T \mathcal{S}) \) and a vertical variation, which we denote \((\delta \mathcal{F})_{\text{vert}}\).

Elements \( P \) of \( C^\infty(\mathcal{L}(\phi^*\mathcal{F}, \mathcal{E})) \) may be regarded as elements of \( T_{F, \text{vert}}\mathcal{R} \) by

\[
(\delta \mathcal{F})_{\text{vert}} \mapsto \int_{\mathcal{B}} \text{trace}[P \circ (\delta \mathcal{F})_{\text{vert}}] \, dV
\]

The two-point field \( P \) is a generalization to bundles of the first Piola-Kirchhoff stress.

Let us turn now to the case of tangent bundles and assume \( \mathcal{B} \) and \( \mathcal{S} \) carry metrics \( G \) and \( g \) respectively (and so have corresponding connections).

By the local model of tangent bundles we mean:

LMT1 The vector bundle which models the space is the tangent bundle \( \tau_\mathcal{S} : T \mathcal{S} \to \mathcal{S} \).

LMT2 The body is modelled by \( \tau_\mathcal{B} : T \mathcal{B} \to \mathcal{B} \).

LMT3 The local configuration space \( \mathcal{R} \) consists of vector bundle maps \( F : T \mathcal{B} \to T \mathcal{S} \).

Choose \( \lambda = \lambda_T \) by \( \lambda_T(\mathcal{M}) = T\mathcal{M} \) and \( \lambda_T(\phi) = T\phi \). Thus the compatibility conditions become

CCT1 The local configuration \( F \) is compatible with the global configuration \( \phi \) if \( F = \lambda_T(\phi) = T\phi \); i.e., if \( F \) is the deformation gradient of \( \phi \).

CCT2 The local virtual displacement \( \delta \mathcal{F} \) is compatible with the global virtual displacement \( \delta \) if \( \delta \mathcal{F} = T\lambda_T(\delta \phi) \); i.e., \( \delta \mathcal{F} = \omega \circ T \delta \phi \), where \( \omega \) is the canonical involution.
CCT3 The local force $\sigma$ is compatible with the global force $f$ if $f(\delta \phi) = \sigma(\delta F)$ for compatible pairs $\delta \phi$ and $\delta F$.

Let us write $V = \delta \phi$ for the variation of $\phi$, so $V$ is a material vector field over $\phi$. Then one can check that (CCT2) is the same as saying

\[
\begin{align*}
(\delta F)_{\text{vert}} &= \nabla V \\
(\delta F)_{\text{hor}} &= F
\end{align*}
\]  

(2)

The second of these equations says we are not free to vary the horizontal part. Thus, vertical variations are the important ones. Consistent with this, suppose the local force is given by the element $P$ in (1). Then CCT3 is the same as saying

\[f(V) = \int _{\Omega} \text{trace}[P(\nabla V)] \, dV\]

(3)

If $f(V) = \int _{\Omega} B \cdot V \, dV + \int _{\partial \Omega} \tau \cdot V \, dV$ is the usual form for a given global force, then (3) is just the statement of the principle of virtual work for equilibrium solutions, which is equivalent to the balance laws, and boundary conditions if solutions are smooth enough (see the previous box and Chapter 5).

If we work on spacetime rather than space, a similar construction yields the dynamic equations. If we chose different local bundles, one may obtain higher order or Cosserat theories.

---

**Box 4.3 Summary of Important Formulas for Section 2.4**

**Slicing of a Classical Spacetime $\mathcal{U}$ by Space $\mathcal{S}$**

$s: \mathcal{S} \times \mathbb{R} \to \mathcal{U}, \quad s(x, t) = p$

*Velocity:* $v^i(p) = \frac{\partial}{\partial t} s(x, t)$

*Acceleration:* $a^i(p) = (\nabla_v v^i)(p)$

The inverse of a slicing is a framing.

A *world tube* is a map $\Phi: \mathbb{R} \times \mathbb{R} \to \mathcal{U}, \quad \Phi(x, t) = p$.

*Velocity:* $v^a(p) = \frac{\partial}{\partial t} \Phi(x, t)$

*Acceleration:* $a^a(p) = (\nabla_v v^a)(p)$

**Motion of $\Phi$ relative to $s$: $\phi^i$ = first component of $s^{-1} \circ \Phi$**

(velocity of $\phi^i$) = $v^{\phi, i} = \text{apparent velocity}$

(acceleration of $\phi^i$) = $a^{\phi, i} = \text{apparent acceleration}$
Apparent vs. Absolute Velocities and Accelerations

\[ i_\nu \mathbf{v}^{\nu, i} = \mathbf{v}^\nu - \mathbf{v}^i \]
\[ i_\nu \mathbf{a}^{\nu, i} = \mathbf{a}^\nu - \mathbf{a}^i - 2 \nabla_{\mathbf{v}^\nu - \mathbf{v}^i} \mathbf{v}^i \]

Transformation under a Change of Framing \( \xi: \mathcal{S} \rightarrow \mathcal{S} \)

\[ \mathbf{v}^{\xi, i} = \xi_{\nu} \mathbf{v}^{\nu, i} + \mathbf{w} \]
\[ \mathbf{a}^{\xi, i} = \xi_{\nu} \mathbf{a}^{\nu, i} + \mathbf{a}^{\xi, i} + 2 \nabla^{\xi}_{\xi_{\nu} \mathbf{v}^{\nu, i}} \mathbf{w} \]

where \( \mathbf{w} \) = velocity field of \( \xi \) and \( \mathbf{a}^{\xi, i} \) is its acceleration field.

Inertial Frame

\( \nabla \mathbf{v}^i = 0 \), or, equivalently, \( i_\nu \mathbf{a}^{\nu, i} = \mathbf{a}^\nu \) for all world tubes \( \Phi \).

Covariance and Balance of Energy

If balance of energy holds under all changes of slicings (or equivalently under all superposed motions, not necessarily rigid), then in addition to the usual consequences of the Green–Naghdi–Rivlin–Noll results we have the Doyle–Ericksen formula

\[ \sigma = 2 \rho \frac{\partial e}{\partial g}, \quad \tau = 2 \rho_{\text{Ref}} \frac{\partial e}{\partial g} \]
\[ \sigma^{ab} = 2 \rho \frac{\partial e}{\partial g_{ab}}, \quad \tau^{ab} = 2 \rho_{\text{Ref}} \frac{\partial e}{\partial g_{ab}} \]

Principle of Virtual Work

\[ \int_{\mathcal{S}} \rho_{\text{Ref}} \mathbf{A} \cdot \mathbf{W} \, dV = \int_{\mathcal{G}} \rho_{\text{Ref}} A^a W_a \, dV \]
\[ = \int_{\mathcal{G}} \rho_{\text{Ref}} \mathbf{B} \cdot \mathbf{W} \, dV - \int_{\mathcal{G}} \rho_{\text{Ref}} \mathbf{A} \cdot \mathbf{W} \, dV \]
\[ - \int_{\mathcal{G}} \mathbf{P} \cdot \nabla \mathbf{W} \, dV + \int_{\mathcal{G}} \mathbf{W} \cdot \mathbf{P} \cdot \mathbf{N} \, dA \]

for all variations \( \mathbf{W} \).

2.5 THERMODYNAMICS II; THE SECOND LAW

The second law of thermodynamics is frequently shrouded in mysterious physical jargon and less than adequate mathematical treatment. The authors’ education was no exception. Our own frustration is consistent with the following quotation from Truesdell [1969], pp. 1–23: “The difference [between mechanics and thermodynamics] is that thermodynamics never grew up.”

The results we shall need are given a concise mathematical treatment below. We make no attempt at detailed physical justification. In addition to Truesdell’s work, the reader can profitably consult the texts Malvern [1969] and Sommerfeld [1964b] in which entropy is regarded as a measure of disorder and its origins in statistical mechanics via the Boltzmann’s equation are described.23

23For more advanced mathematical treatments, consult, for example Ruelle [1969, 1978], Arnold and Avez [1971], Hermann [1975], and Souriau [1975].
Let \( \phi(X, t) \) be a \( C^1 \) regular motion of a simple body \( \mathcal{B} \subset \mathbb{S} \). In addition to the functions \( \rho(x, t), \nu(x, t), r(x, t), \) and \( h(x, t) \) introduced earlier, assume there are functions \( \eta(x, t) \), the specific (per unit mass) entropy and \( \theta(x, t) > 0 \), the absolute temperature.

5.1 Definition The above functions are said to obey the entropy production inequality or the Clausius–Duhem inequality\(^{24} \) if, for all nice \( \mathcal{U} \subset \mathcal{B} \), we have

\[
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} \rho \eta \, dv \geq \int_{\phi_t(\mathcal{U})} \frac{\rho r}{\theta} \, dv + \int_{\partial \phi_t(\mathcal{U})} \frac{h}{\theta} \, da.
\]

This inequality is often called the second law of thermodynamics, although there is some controversy over this nomenclature.

If \( r = 0 \) (no heat sources) and \( h = 0 \) (no heat flux), we get

\[
\frac{d}{dt} \int_{\phi_t(\mathcal{U})} \rho \eta \, dv \geq 0,
\]
that is, total entropy is nondecreasing.

5.2 Theorem Assume \( \phi_t \) is a \( C^1 \) regular motion, \( r \) is continuous, \( h(x, t, n) = -\langle q(x, t), n \rangle \), where \( q \) is a \( C^1 \) vector field, \( \theta \) is \( C^1 \), and that conservation of mass holds. Then

\[
\rho \eta \geq \frac{\rho r}{\theta} - \text{div}\left(\frac{q}{\theta}\right) = \frac{\rho r}{\theta} - \frac{1}{\theta} \text{div} q + \frac{1}{\theta^2} \langle q, \nabla \theta \rangle.
\]

Proof This is a direct consequence of the master balance inequality; see Equation (4) of Section 2.1.

We call \( \gamma = \rho \eta - \rho r/\theta + \text{div}(q/\theta) \) the rate of entropy production. Thus the Clausius–Duhem inequality asserts that \( \gamma \geq 0 \).

To obtain the material form, let

\[
x = \phi(X, t), \quad \Theta(X, t) = \theta(x, t), \quad N(X, t) = \eta(x, t), \quad R(X, t) = r(x, t),
\]

\[
Q(X, t) = JF^{-1} \cdot q(x, t), \quad \text{and} \quad \rho_{\text{Ref}}(X) = \rho(X, O).
\]

5.3 Theorem The material form of the entropy production inequality is

\[
\frac{d}{dt} \int_\mathcal{U} \rho_{\text{Ref}} N \, dV \geq \int_\mathcal{U} \rho_{\text{Ref}} \frac{R}{\Theta} \, dV + \int_{\partial \mathcal{U}} \frac{Q \cdot N}{\Theta} \, dA,
\]

\(^{24}\)There has been much controversy over how one should set the basic principles of thermodynamics. In fact, several criticisms have been lodged against the general use of the Clausius–Duhem inequality (see Rivlin [1977], Day and Silhavy [1977], and Green and Naghdi [1977, 1978a]). For accounts of alternative theories not subject to these criticisms, and recent developments, see Green and Naghdi [1977, 1978a, 1978b], Serrin [1979] and Naghdi [1981].
or, in localized form,

$$\rho_{\text{Ref}} \frac{\partial N}{\partial t} \geq \rho_{\text{Ref}} \frac{R}{\Theta} - \text{DIV}(Q).$$

The reader can supply the proof in routine fashion by employing the material master inequality of Section 2.1.

It is convenient to recast the entropy production inequality into a slightly different form by using the internal energy $e(x, t)$ introduced in the previous section.

5.4 Definition The free energy is defined by $\psi = e - \theta \eta$, or, materially, $\Psi = E - \Theta N$.

Later we shall see how to interpret the transformation of $e$ to $\psi$ as a Legendre transformation and how to regard $\theta$ and $\eta$ as conjugate variables.

5.5 Theorem Assume conservation of mass, balance of momentum, moment of momentum, energy and the entropy production inequality hold. Then

$$\rho(\eta \dot{\theta} + \psi) - \sigma : d + \frac{1}{\theta} \langle q, \nabla \theta \rangle \leq 0,$$

or, materially,

$$\rho_{\text{Ref}} \left( N \frac{\partial \Theta}{\partial t} + \frac{\partial \Psi}{\partial t} \right) - P : \frac{\partial F}{\partial t} + \frac{1}{\Theta} \langle Q, \text{GRAD} \Theta \rangle \leq 0.$$

These inequalities are called the reduced dissipation inequalities.

Proof From 5.4,

$$\psi = \dot{e} - \theta \dot{\eta} - \dot{\theta} \eta; \quad \text{that is,} \quad \theta \dot{\eta} = \dot{e} - \dot{\theta} \eta - \psi.$$

Combining this with 5.2 gives

$$\rho(\dot{e} - \theta \dot{\eta} - \psi) \geq \rho r - \text{div} \ q + \frac{1}{\theta} \langle q, \nabla \theta \rangle.$$

From 3.4, $\rho \dot{e} = \rho r - \text{div} \ q + \sigma : d$, so substitution gives the spatial result.

The material form is proved in exactly the same way, using 5.3 in place of 5.2.

Problem 5.1 Prove the identity

$$\frac{J}{\theta} \langle q, \text{grad} \ \theta \rangle = \frac{1}{\Theta} \langle Q, \text{GRAD} \ \Theta \rangle$$

directly in coordinates. Use it to prove the material reduced dissipation inequality by multiplying the spatial form by $J$. 

5.6 Example Assume we have a system in equilibrium; that is, \( \partial \Theta / \partial t = 0 \), \( \partial \Psi / \partial t = 0 \), and \( \partial F / \partial t = 0 \). Since \( \Theta > 0 \), the reduced dissipation inequality becomes \( \langle Q, \text{GRAD} \Theta \rangle \leq 0 \); that is, heat flows from hot to cold.

5.7 Terminology Processes for which the following hold are given the accompanying name.

(a) \( q = 0 \): adiabatic;  
(b) \( \dot{\eta} = 0 \): isentropic;  
(c) \( \text{GRAD} N = 0 \): homentropic;  
(d) \( \theta = \text{constant} \): isothermal.

Problem 5.2 (Covariance and the Second Law) Suppose that \( \eta, r, \theta \), and so on can depend on the metric \( g \in \Theta \), as in Box 3.3. Assume that the rate of entropy production \( \gamma \) transforms as a scalar under slicings of spacetime. Prove that \( \partial \eta / \partial g = 0 \); that is, \( \eta \) is independent of \( g \). (Further discussions of covariance and thermodynamics are given in Section 3.3.)

---

Box 5.1 Summary of Important Formulas for Section 2.5

Entropy Production Inequality (Clausius–Duhem Inequality)

(a) Spatial: \[ \frac{d}{dt} \int_{\phi_{\nu}(U)} \rho \eta \, dv \geq \int_{\phi_{\nu}(U)} \rho \frac{\rho r}{\theta} \, dv + \int_{\phi_{\nu}(U)} \langle q, n \rangle \, da \]

(b) Material: \[ \frac{d}{dt} \int_{U} \rho_{\text{Ref}} N \, dV \geq \int_{U} \rho_{\text{Ref}} \frac{R}{\Theta} \, dV + \int_{\phi_{\nu}} \langle Q, N \rangle \, dA \]

Localized Entropy Production Inequality

(a) Spatial: \[ \rho \dot{\eta} \geq \frac{\rho r}{\theta} - \frac{1}{\theta} \text{div} \, q + \frac{1}{\theta^2} \langle q, \text{grad} \theta \rangle \]

(b) Material: \[ \rho_{\text{Ref}} \frac{\partial N}{\partial t} \geq \rho_{\text{Ref}} \frac{R}{\Theta} - \frac{1}{\Theta} \text{DIV} \, Q \]

\[ + \frac{1}{\Theta^2} \langle Q, \text{GRAD} \Theta \rangle \]

Free Energy

(a) Spatial: \( \psi(x, t) = e(x, t) - \theta(x, t) \eta(x, t) \)

(b) Material: \( \Psi(X, t) = E(X, t) - \Theta(X, t) N(X, t) \)

Reduced Dissipation Inequality

(a) Spatial: \[ \rho(\dot{\eta} \theta + \psi) - \sigma : d + \frac{1}{\theta} \langle q, \text{GRAD} \theta \rangle \leq 0 \]

(b) Material: \[ \rho_{\text{Ref}} \left( N \frac{\partial \Theta}{\partial t} + \frac{\partial \Psi}{\partial t} \right) - P : \frac{\partial F}{\partial t} \]

\[ + \frac{1}{\Theta} \langle Q, \text{GRAD} \Theta \rangle \leq 0, \quad P : \frac{\partial F}{\partial t} = S : D \]

---

Suggested by M. Gurtin.
Constitutive theory gives functional form to the stress tensor, free energy, and heat flux vector in terms of the motion and temperature. This accomplishes two things. First, different general functional forms distinguish various broad classes of materials (elastic, fluid, materials with memory, etc.) and specific functional forms determine specific materials. Secondly, these additional relationships make the equations formally well-posed; that is, there are as many equations as unknowns.

In Section 3.1, we describe the features of constitutive theory in rather general terms. At this stage the functional form is very broad; the key objective is to isolate what should be a function of what. We can be more specific by making more hypotheses. Proceeding towards the traditional theories of elasticity, we specialize further in Section 3.2. We see that the hypothesis of locality restricts us to functions of the point values of the deformation gradient and temperature and their derivatives. The dependence on higher derivatives is then eliminated by way of the entropy production inequality. Finally, the assumption of invariance under rigid body motions—that is, material frame indifference—allows us to reduce the dependence on the deformation gradient $F$ to dependence on the deformation tensor $C$ (i.e., on the strain).

Section 3.3 treats constitutive theory using ideas of covariance and links this with our covariant treatment of energy balance in Section 2.3. The formula for the Cauchy stress $\sigma = 2\rho(\partial \psi / \partial g)$ is shown to be equivalent to the standard formula $S = 2\rho_{\text{Ref}}(\partial \Psi / \partial C)$. An application to the identification problem for thermoelastic and inelastic materials is given as well. Additional links with the Hamiltonian structure and conservation laws will be made in Chapter 5. The constitutive information is inserted into the basic balance laws in Section 3.4;
there we summarize the equations of a thermoelastic solid. Section 3.5 makes a further specialization by considering the restrictions that arise when the material possesses some symmetry. Special attention is given to isotropic solids.

3.1 THE CONSTITUTIVE HYPOTHESIS

From the previous chapter, we have a number of basic equations expressed in the material picture as follows:

(i) \( \rho_{\text{Ref}} = \rho J \) (conservation of mass);
(ii) \( \rho_{\text{Ref}} \frac{\partial \mathbf{V}}{\partial t} = \text{DIV} \mathbf{P} + \rho_{\text{Ref}} \mathbf{R} \) (balance of momentum);
(iii) \( \mathbf{S} = \mathbf{S}^T \) (balance of moment of momentum);
(iv) \( \rho_{\text{Ref}} \frac{\partial \mathbf{E}}{\partial t} + \text{DIV} \mathbf{Q} = \rho_{\text{Ref}} \mathbf{R} + \mathbf{S} : \mathbf{D} \) (balance of energy);
(v) \( \rho_{\text{Ref}} N \frac{\partial \mathbf{\Theta}}{\partial t} + \frac{\partial \mathbf{\Psi}}{\partial t} - \mathbf{S} : \mathbf{D} + \frac{1}{\Theta} \langle \mathbf{Q}, \text{GRAD} \mathbf{\Theta} \rangle \leq 0 \) (reduced dissipation inequality);
(vi) \( E = \Psi + N \Theta \) (relation between internal energy and free energy).

These equations are formally ill-posed in the sense that there are not enough equations to determine the evolution of the system. The situation is analogous to Newton’s second law \( m \ddot{x} = F \); one cannot solve this equation without specifying how \( F \) depends on \( x \) and \( \dot{x} \).

Generally one treats the motion \( \phi(X, t) \) and the temperature \( \Theta(X, t) \) as the unknowns and attempts to solve for them from equations (ii) and (iv). Condition (i) determines \( \rho \) in terms of \( \rho_{\text{Ref}} \) (usually given) and \( \phi \), so we can eliminate condition (i). We often regard \( \mathbf{R} \) and \( \mathbf{R} \) as given externally. Thus, if we are going to determine \( \phi \) and \( \Theta \), we must specify \( \mathbf{S}, \mathbf{Q} \), and \( E \) as functions of \( \phi \) and \( \Theta \). Since \( E \) is related to \( \Psi \) by (vi), we might also ask for \( N \) and \( \Psi \) to be functions of \( \phi \) and \( \Theta \). These functions must be related in such a way that (iii) and (v) are satisfied. A particular functional form given to \( \mathbf{S}, \mathbf{Q}, N, \) and \( \Psi \) is supposed to characterize a particular material; these same functional forms are associated with any body made from that same material. As we shall see in the next section, the reduced dissipation inequality can be used in delineating the possible functional forms and their interrelationships. Section 3.3 shows how to derive the same basic relationships using covariance as an axiom in place of the second law of thermodynamics.

These ideas can be made more precise using the following terminology.

1.1 Definition Let \( r \) be a positive integer or \(+\infty\). The set of all past motions up to time \( T \) is

\[ \mathcal{M}_T = \{ \phi : \mathcal{B} \times (-\infty, T) \rightarrow \mathcal{S} | \phi \text{ is a } C^r \text{ regular motion of } \mathcal{B} \text{ in } \mathcal{S} \text{ for } -\infty < t \leq T \} \]
and the set of all *past temperature fields* up to time $T$ is

$$\mathcal{J}_T = \{\Theta: \mathcal{B} \times (-\infty, T] \longrightarrow (0, \infty) | \Theta \text{ is a } C^r \text{ function} \}.$$ 

Let $\mathcal{C} = \bigcup_{T \in \mathbb{R}} (\mathcal{M}_T \times \mathcal{J}_T \times \{T\})$, the set of *past histories*.

Here our notation is the same as in previous chapters; $\mathcal{B}$ is a reference configuration of the body and $\mathcal{S}$ is the containing space.

1.2 Definition By a *constitutive equation* for the second Piola–Kirchhoff stress tensor $\mathcal{S}$ we mean a mapping

$$\hat{\mathcal{S}}: \mathcal{C} \longrightarrow S_2(\mathcal{B}),$$

where $S_2(\mathcal{B})$ denotes the space of $C^s$ symmetric contravariant two-tensor fields on $\mathcal{B}$ (for some suitable positive integer $s$). The second Piola–Kirchhoff stress tensor *associated* with $\hat{\mathcal{S}}$, a motion $\phi(X, t)$, and a temperature field $\Theta(X, t)$ is

$$\mathcal{S}(X, t) = \hat{\mathcal{S}}(\phi_{[t]}, \Theta_{[t]}, t)(X),$$

where $\phi_{[t]} \in \mathcal{M}_t$ and $\Theta_{[t]} \in \mathcal{J}_t$ are defined to be $\phi$ and $\Theta$ restricted to $(-\infty, t]$.

Similarly, constitutive equations for $Q$, $\Psi$, and $N$ are defined to be mappings:

$$\hat{Q}: \mathcal{C} \longrightarrow \mathfrak{X}(\mathcal{B}) \quad (\mathfrak{X} \text{ denotes the } C^r \text{ vector fields on } \mathcal{B}),$$

$$\hat{\Psi}: \mathcal{C} \longrightarrow \mathfrak{F}(\mathcal{B}) \quad (\mathfrak{F} \text{ denotes the } C^r \text{ scalar fields on } \mathcal{B}),$$

$$\hat{N}: \mathcal{C} \longrightarrow \mathfrak{F}(\mathcal{B}).$$

One sometimes sees the relationship between $\mathcal{S}$ and $\hat{\mathcal{S}}$ written as

$$\mathcal{S}(X, t) = \hat{\mathcal{S}}(\phi(X', t'), \Theta(X', t'), X, t).$$

This is a way of trying to say that $\hat{\mathcal{S}}$ is a function of the functions $\phi$ and $\Theta$ as a whole. For instance, $\hat{\mathcal{S}}$ can depend on spatial or temporal derivatives of $\phi$ and $\Theta$.

So far the definition of constitutive equation is general enough to include rate effects, that is, dependence on velocities, and memory effects, that is, dependence on past histories. Such generality is important for the study of fluids, viscoelastic, or plastic materials. Our emphasis in this book is on the case of pure elasticity. To make this specialization, we eliminate rate and memory effects as follows.

1.3 Definition By a *thermoelastic constitutive equation* for $\mathcal{S}$ we mean a mapping

$$\hat{\mathcal{S}}: \mathcal{E} \times \mathcal{J} \longrightarrow S_2(\mathcal{B}),$$

where $\mathcal{E} = \{\phi: \mathcal{B} \longrightarrow \mathcal{S} | \phi \text{ is a regular } C^r \text{ configuration} \}$, the configuration space, and $\mathcal{J} = \{\Theta: \mathcal{B} \longrightarrow (0, \infty) | \Theta \text{ is a } C^r \text{ function} \}$. We assume that $\hat{\mathcal{S}}$ is differentiable (in the Fréchet sense; see Box 1.1 below).

The second Piola–Kirchhoff stress tensor *associated* with $\hat{\mathcal{S}}$, a configuration $\phi$, and a temperature field $\Theta$ is given by

$$\mathcal{S}(X) = \hat{\mathcal{S}}(\phi, \Theta)(X).$$
If $\phi$ and $\Theta$ depend on time, we write

$$S(X, t) = \hat{S}(\phi, \Theta)(X),$$

where, as usual, $\phi(X) = \phi(X, t)$ and $\Theta(X) = \Theta(X, t)$.

Thermoelastic constitutive equations for $Q$, $\Psi$, and $N$ are defined similarly.

In the next section we shall impose requirements on our constitutive functions $\hat{S}$, $\hat{Q}$, $\hat{N}$, and $\hat{\Psi}$ that will drastically simplify how they can depend on $\phi$ and $\Theta$ and that will establish key relationships between them.

Constitutive theory is given most conveniently in the material picture because the domain $\mathcal{B}$ of the functions remains fixed. However, it can all be done spatially as well. To do so properly, one needs considerations of covariance and dependence on the metric tensor $g$ of $\mathcal{S}$. We shall take up this issue in Section 3.3.

**Box. 1.1  The Fréchet Derivative**

In Section 1.1 we reviewed a bit of differential calculus in $\mathbb{R}^n$; the main point was familiarization with the idea that the derivative of a map $f: \mathcal{U} \subset \mathbb{R}^n \rightarrow \mathbb{R}^n$ at a point $x \in \mathcal{U}$ is a linear map $Df(x): \mathbb{R}^n \rightarrow \mathbb{R}^m$. This box will generalize those ideas to Banach spaces. It will be in the nature of a review with a number of quite easy proofs omitted. (Consult standard texts such as Dieudonné [1960] or Lang [1971] for proofs.) However, in Section 4.1 we shall present a complete proof of the inverse mapping theorem for mappings between Banach spaces.

If $\mathcal{X}$ and $\mathcal{Y}$ are Banach spaces, a linear mapping $A: \mathcal{X} \rightarrow \mathcal{Y}$ is called *bounded* if there is a constant $M > 0$ such that $\|Ax\|_Y \leq M\|x\|_X$ for all $x \in \mathcal{X}$. Here $\| \cdot \|_Y$ denotes the norm on $\mathcal{Y}$ and $\| \cdot \|_X$ that on $\mathcal{X}$. (The subscripts are dropped if there is no danger of confusion.) A linear operator is bounded if and only if it is continuous. (The proof is not hard: if $A$ is continuous at 0, then for any $\epsilon > 0$ there is a $\delta > 0$ such that $\|Ax\|_Y < \epsilon$ if $\|x\|_X < \delta$. Let $M = \epsilon/\delta$.) Let $\mathcal{B}(\mathcal{X}, \mathcal{Y})$ denote the set of all bounded linear operators of $\mathcal{X}$ to $\mathcal{Y}$. Define

$$\|A\| \equiv \|A\|_{\mathcal{X}, \mathcal{Y}} = \inf_{x \neq 0} \frac{\|Ax\|}{\|x\|}.$$

A straightforward check shows that this makes $\mathcal{B}(\mathcal{X}, \mathcal{Y})$ into a Banach space; we call the topology associated with the preceding norm the *norm topology*. If $\mathcal{X}$ and $\mathcal{Y}$ are finite dimensional, $\mathcal{B}(\mathcal{X}, \mathcal{Y})$ coincides with $\mathcal{L}(\mathcal{X}, \mathcal{Y})$, the space of all linear mappings of $\mathcal{X}$ to $\mathcal{Y}$.

**Problem 1.1** For a linear map $A: \mathbb{R}^n \rightarrow \mathbb{R}^m$, show that $\|A\|$ is the largest eigenvalue of the symmetric operator $A^T A$. 
1.4 Definition Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces, $\mathcal{U} \subset \mathcal{X}$ be open, and $f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y}$. We say $f$ is differentiable at $x_0 \in \mathcal{U}$ if there is a bounded linear operator $Df(x_0) \in \mathcal{B}(\mathcal{X}, \mathcal{Y})$ such that for each $\epsilon > 0$ there is a $\delta > 0$ such that $\|h\|_\mathcal{X} < \delta$ implies

$$\|f(x_0 + h) - f(x_0) - Df(x_0) \cdot h\|_\mathcal{Y} < \epsilon \|h\|_\mathcal{X}.$$ 

(This uniquely determines $Df(x_0)$.)

We say that $f$ is $C^1$ if it is differentiable at each point of $\mathcal{U}$ and if $x \mapsto Df(x)$ is continuous from $\mathcal{U}$ to $\mathcal{B}(\mathcal{X}, \mathcal{Y})$, the latter with the norm topology. (Recall that in Euclidean spaces, $Df(x_0)$ is the linear map whose matrix in the standard bases is the matrix of partial derivatives of $f$.) Also note that if $A \in \mathcal{B}(\mathcal{X}, \mathcal{Y})$ then $\partial A(x) = A$.

The concept "$f$ is of class $C^r$" ($0 \leq r \leq \infty$) is defined inductively. For example, $f$ is $C^2$ if it is $C^1$ and $x \mapsto D^2f(x) \in \mathcal{B}(\mathcal{X}, \mathcal{B}(\mathcal{X}, \mathcal{Y}))$, the derivative of $x \mapsto Df(x)$, is norm continuous. The space $\mathcal{B}(\mathcal{X}, \mathcal{B}(\mathcal{X}, \mathcal{Y}))$ is isomorphic to $\mathcal{B}^2(\mathcal{X}, \mathcal{Y})$, the space of all continuous bilinear maps $b: \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{Y}$. An isomorphism between these spaces is $b \mapsto \partial b$, $\partial b(x_1) \cdot x_2 = b(x_1, x_2)$. Thus $D^2f(x)$ is usually regarded as a bilinear map of $\mathcal{X} \times \mathcal{X}$ to $\mathcal{Y}$. Its value at $(u, v) \in \mathcal{X} \times \mathcal{X}$ will be denoted $D^2f(x) \cdot (u, v)$.

1.5 Proposition If $f$ is $C^2$, then $D^2f(x)$ is symmetric; that is,

$$D^2f(x) \cdot (u, v) = D^2f(x) \cdot (v, u).$$

For $f: \mathbb{R}^n \rightarrow \mathbb{R}$, the matrix of $D^2f(x)$ is the matrix of second derivatives of $f$, so 1.5 generalizes the usual notion of symmetry of the second partial derivatives.

If $f$ is a function of two (or more) variables, say $f: \mathcal{U} \subset \mathcal{X}_1 \times \mathcal{X}_2 \rightarrow \mathcal{Y}$, then the partial derivatives are denoted by $D_1f$ and $D_2f$ (or sometimes $D_{x_1}f$, etc.). If we identify $\mathcal{X}_1 \times \mathcal{X}_2$ with $\mathcal{X}_1 \oplus \mathcal{X}_2$, $(u, 0)$ with $u$, and $(0, v)$ with $v$, then we can write $Df$ as the sum of its partial derivatives: $Df(x) = D_1f(x) + D_2f(x)$.

1.6 Definition Suppose $f: \mathcal{U} \subset \mathcal{Y} \rightarrow \mathcal{Y}$ is differentiable. Define the tangent of $f$ to be the map

$$Tf: \mathcal{U} \times \mathcal{X} \rightarrow \mathcal{Y} \times \mathcal{Y} \quad \text{given by} \quad Tf(x, u) = (f(x), Df(x) \cdot u),$$

where $Df(x) \cdot u$ means $Df(x)$ applied to $u \in \mathcal{X}$ as a linear map.

From the geometric point of view developed in Chapter 1, $T$ is more natural than $D$. If we think of $(x, u)$ as a vector with base point $x$, then $(f(x), Df(x) \cdot u)$ is the image vector with its base point. See Figure 3.1.1. Another reason for favoring $T$ is its behavior under composition, as given in the next theorem.
1.7 Proposition (Chain Rule) Suppose \( f: \mathcal{U} \subset \mathcal{X} \to \mathcal{V} \subset \mathcal{Y} \) and \( g: \mathcal{V} \subset \mathcal{Y} \to \mathcal{Z} \) are \( C^1 \) maps. Then the composite \( g \circ f: \mathcal{U} \subset \mathcal{X} \to \mathcal{Z} \) is also \( C^1 \) and

\[
T(g \circ f) = Tg \circ Tf.
\]

In terms of \( D \), this formula is equivalent to the usual chain rule

\[
D(g \circ f)(x) \cdot u = Dg(f(x)) \cdot (Df(x) \cdot u).
\]

For a proof, see Dieudonné [1960], p. 145, or Marsden [1974a], p. 168. For the validity of this chain rule, \( f \) and \( g \) need only be differentiable.

We will now show how the derivative \( Df \) is related to the usual directional derivative. A \( C^1 \) curve in \( \mathcal{X} \) is a \( C^1 \) map from \( \mathcal{S} \) into \( \mathcal{X} \), \( e: \mathcal{S} \to \mathcal{X} \), where \( \mathcal{S} \) is an open interval of \( \mathbb{R} \), Thus, for \( t \in \mathcal{S} \) we have \( De(t) \in \mathcal{B}(\mathbb{R}, \mathcal{X}) \), by definition. We identify \( \mathcal{B}(\mathbb{R}, \mathcal{X}) \) with \( \mathcal{X} \) by associating \( De(t) \) with \( De(t) \cdot 1 \) (1 is the real number "one"). Let

\[
\frac{dc}{dt}(t) = De(t) \cdot 1.
\]

For \( f: \mathcal{U} \subset \mathcal{X} \to \mathcal{Y} \) of class \( C^1 \) we consider \( f \circ e \), where \( c: \mathcal{S} \to \mathcal{U} \). It follows from the chain rule that we have the very useful formula

\[
Df(x) \cdot u = \frac{d}{dt} [f(x + tu)]_{t=0}.
\]

1.8 Definition We call \( Df(x) \cdot u \) the directional derivative of \( f \) in the direction of \( u \). A map for which all the directional derivatives (defined by the preceding formula) exist at \( x \) is called Gâteaux differentiable at \( x \).
On Euclidean space, \( \frac{d}{dt} \) defined this way coincides with the usual directional derivative. More specifically, suppose we have \( f: \mathbb{U} \subset \mathbb{R}^m \rightarrow \mathbb{R}^n \) of class \( C^1 \). Now \( Df(x) \) is a linear map from \( \mathbb{R}^m \rightarrow \mathbb{R}^n \) and so it is represented by its components relative to the standard basis \( e_1, \ldots, e_m \) of \( \mathbb{R}^m \). By the above formula we see that

\[
Df(u) \cdot e_i = \left( \frac{\partial f^1}{\partial x^i}(u), \ldots, \frac{\partial f^n}{\partial x^i}(u) \right).
\]

Thus \( Df(u) \) is represented by the usual Jacobian matrix.

If we fix \( x, y \in \mathbb{X} \) and apply the fundamental theorem of calculus to the map \( t \mapsto f(tx + (1 - t)y) \), assume \( f \) is \( C^1 \), and

\[
\| Df(tx + (1 - t)y) \| \leq M,
\]
we obtain the mean value inequality:

**1.9 Proposition** If \( f: \mathbb{U} \subset \mathbb{X} \rightarrow \mathbb{Y} \) is \( C^1 \), \( x, y \in \mathbb{U} \), the line joining \( x \) to \( y \) lies in \( \mathbb{U} \) and \( \| Df(z) \|_{\mathbb{X}, \mathbb{Y}} \leq M \) on this line, then

\[
\| f(x) - f(y) \|_{\mathbb{Y}} \leq M \| x - y \|_{\mathbb{X}}.
\]

The tangent is very convenient for dealing with higher derivatives. For example, the \( r \)th-order chain rule is obtained inductively to be \( T^r(g \circ f) = T^r g \circ T^r f \), while a corresponding statement in terms of \( D \) is a good deal more complicated. Higher derivatives also occur in Taylor’s theorem:

**1.10 Proposition** (Taylor’s Theorem) Suppose \( f: \mathbb{U} \subset \mathbb{X} \rightarrow \mathbb{Y} \) is \( C^{r+1} \). Then (for \( h \) sufficiently small)

\[
f(x + h) = f(x) + Df(x) \cdot h + \frac{1}{2} D^2 f(x)(h, h) + \cdots + \frac{1}{r!} D^r f(x)(h, \ldots, h) + R_r(x, h),
\]

where

\[
R_r(x, h) = \frac{1}{r!} \int_0^1 (1 - t)^r D^{r+1} f(x + th)(h, \ldots, h) \, dt
\]

satisfies \( \| R_r(x, h) \|_{\mathbb{Y}} \leq C \| h \|_{\mathbb{X}}^{r+1} \) for \( \| h \|_{\mathbb{X}} \) small enough.

The proof proceeds in the same manner as in elementary calculus.

**1.11 Proposition** Suppose \( f: \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{Z} \) is a continuous bilinear mapping (i.e., \( \| f(x, y) \|_{\mathbb{Z}} \leq M \| x \|_{\mathbb{X}} \| y \|_{\mathbb{Y}} \) for some constant \( M > 0 \). Then \( f \) is \( C^\infty \) and

\[
Df(x, y)(u, v) = f(u, y) + f(x, v).
\]
The verification of this Leibniz rule is straightforward.

Constitutive functions define mappings between Banach spaces of functions. To be able to use differential calculus on them we need to know how to differentiate them. The rest of this box will develop such skills. We begin with a simple example.

1.12 Example Let \( X \) be the Banach space of continuous functions \( \phi: [0, 1] \to \mathbb{R} \) with \( \| \phi \| = \sup_{x \in [0,1]} |\phi(x)| \). Define
\[
f: X \to X \quad \text{by} \quad f(\phi)(x) = [\phi(x)]^2,
\]
that is, \( f(\phi) = \phi^2 \). Then \( f \) is \( C^\infty \) and \( Df(\phi) \cdot \psi = 2\phi \psi \).

To see this, note that the map \( f_1: \phi \mapsto (\phi, \phi) \) from \( X \) to \( X \times X \) is continuous linear and \( f_2: X \times X \to X; (\phi, \psi) \mapsto \phi \cdot \psi \) is continuous bilinear. Now apply 1.11 and the chain rule to \( f = f_2 \circ f_1 \).

Problem 1.2 Let \( X \) be the set of \( C^1 \) functions on \([0, 1]\) and \( Y \) be the set of \( C^0 \) functions. Define \( f: X \to Y \) by \( f(\phi) = (\phi')^3 \). Prove that \( f \) is \( C^\infty \) and find \( Df \) and \( D^2f \).

What about examples like \( f(\phi) = e^{\phi^2} \)? The next theorem shows us how to differentiate such maps. Results of this type go back at least to Sobolev in the 1930s. (See also Abraham and Smale [1960].) For simplicity, we work in \( C^k \) spaces, but the same thing works in a variety of function spaces (such as Sobolev spaces \( W^{s,p} \) that will be developed in Chapter 6). We stick to a special case that is relevant for elasticity.

1.13 Theorem (\( \omega \)-lemma) Let \( \Omega \subset \mathbb{R}^n \) be a region with smooth boundary; let \( X \) be the Banach space of \( C^k \) maps \( u: \Omega \to \mathbb{R}^m \); let \( Y \) be the Banach space of \( C^{k-1} \) maps \( g: \Omega \to \mathbb{R}^p \) \((1 \leq k < \infty)\). Let
\[
W: \Omega \times \mathcal{C}^1(\mathbb{R}^n, \mathbb{R}^m) \to \mathbb{R}^p
\]
be \( C^r \) \((r \geq k - 1 - l)\), and define
\[
f: X \to Y, \quad f(u)(x) = W(x, Du(x)).
\]
Then \( f \) is of class \( C^1 \) and
\[
(Df(u) \cdot v)(x) = D_2W(x, Du(x)) \cdot [Dv(x)];
\]
that is,
\[
(Df(u) \cdot v)^i = \frac{\partial W^i}{\partial (\partial u^j/\partial x^l)} \frac{\partial v^l}{\partial x^j}.
\]

\(^1\)A map \( u: \tilde{\Omega} = \Omega \cup \partial \Omega \to \mathbb{R}^m \) is called \( C^k \) when it has a \( C^k \) extension to an open set containing \( \tilde{\Omega} \). The norm of \( u \) is defined by
\[
\|u\| = \sup_{x \in \Omega} ||D^k u(x)||
\]
and this norm can be shown to make the \( C^k \) maps into a Banach space. (See Abraham and Robbin [1967], for example.)
Proof Induction reduces the argument to the case \( r = 1, k = 1 \). The following computation and the finite-dimenional chain rule shows that \( f \) is Gâteaux differentiable with derivative as stated in the theorem:

\[
[Df(u) \cdot v](x) = \frac{d}{de} f(u + \epsilon v)(x) \big|_{\epsilon=0} = \frac{d}{de} W(x, Du(x) + \epsilon Dv)) \big|_{\epsilon=0}.
\]

A straightforward uniform continuity argument shows that \( u \mapsto Df(u) \in \mathcal{B}(\mathcal{X}, \mathcal{Y}) \) is norm continuous. The proof is now completed using the following:

1.14 Lemma Let \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) be Gâteaux differentiable and assume \( u \mapsto Df(u) \in \mathcal{B}(\mathcal{X}, \mathcal{Y}) \) is continuous. Then \( f \) is \( C^1 \).

Proof By the fundamental theorem of calculus,

\[
[f(u_0 + h) - f(u_0)] - Df(u_0) \cdot h = \left[ \int_0^1 \frac{d}{d\lambda} f(u_0 + \lambda h) \, d\lambda \right] - Df(u_0) \cdot h = \int_0^1 [Df(u_0 + \lambda h) \cdot h - Df(u_0) \cdot h] \, d\lambda.
\]

By continuity of \( Df \), for any \( \epsilon > 0 \) there is a \( \delta > 0 \) such that \( \| Df(u) - Df(u_0) \| < \epsilon \) if \( \| u - u_0 \| < \delta \). Then \( \| h \| < \delta \) implies:

\[
\| f(u_0 + h) - f(u_0) - Df(u_0) \cdot h \| \leq \int_0^1 \| Df(u_0 + \lambda h) - Df(x_0) \| \cdot \| h \| \, d\lambda \leq \epsilon \| h \|.
\]

Since \( f \) is continuous and linear in \( W \), this shows that in fact \( f \) is \( C^1 \) as a function of the pair \((u, W)\).

Problem 1.3 Let \( f \) be defined by composition with \( W \) as above. Show that if we assume that \( f \) maps \( C^k \) to \( C^{k-1} \) and is \( C^l \), then \( W \) is \( C^r \), \( r = k - 1 + l \) as well.

Box 1.2 Summary of Important Formulas for Section 3.1

Thermoelastic Constitutive Equation for \( S \)

\[
\hat{S}: \mathcal{C} \times \mathcal{X} \rightarrow \mathcal{S}_2(\mathcal{B}); \quad S^{AB}(X, t) = \hat{S}^{AB}(\phi^a(X', t), \Theta(X', t), X)
\]

\[
S(X, t) = \hat{S}(\phi, \Theta)(X)
\]

for \( \mathcal{Q} \):

\[
\hat{Q}: \mathcal{C} \times \mathcal{X} \rightarrow \mathcal{X}(\mathcal{B}); \quad Q^A(X, t) = \hat{Q}^A(\phi^a(X', t), \Theta(X', t), X)
\]

\[
Q(X, t) = \hat{Q}(\phi, \Theta)(X)
\]
for $\Psi$:
\[ \Psi: \mathbb{R} \times \mathcal{E} \rightarrow \mathcal{S}(\mathcal{B}); \]
\[ \Psi(X, t) = \Psi(\phi, \Theta)(X) \]

for $N$:
\[ N: \mathbb{R} \times \mathcal{E} \rightarrow \mathcal{S}(\mathcal{B}); \]
\[ N(X, t) = N(\phi, \Theta)(X) \]

**Derivative of a Function-Space Mapping Defined by Composition**
\[ f(u)(x) = W(x, Du(x)) \]
\[ (Df(u) \cdot v)(x) = Df(u) \cdot v = \frac{\partial W}{\partial (Du/\partial x^j)} \cdot \frac{\partial v^j}{\partial x^j} \]
\[ = D_2W(x, Du(x)) \cdot Dv(x) \]

### 3.2 CONSEQUENCES OF THERMODYNAMICS, LOCALITY, AND MATERIAL FRAME INDIFFERENCE

We now simplify the constitutive functions $\mathcal{S}, \mathcal{Q}, \mathcal{N}, \Psi$ as follows. From an axiom of locality and the entropy production inequality, we shall deduce that $\mathcal{S}$ and $\mathcal{N}$ can be expressed in terms of $\Psi$ and that $\Psi$ depends only on points in $\mathcal{B}$, point values of $F$ and $\Theta$ and not on $\phi$ or higher derivatives of $F$ or $\Theta$. Then, we postulate an axiom of material frame indifference to deduce that the dependence of $\Psi$ on $F$ is only through the Cauchy–Green tensor $C$.

#### 2.1 Definition

A constitutive function for thermoelasticity
\[ \Psi: \mathbb{R} \times \mathcal{E} \rightarrow \mathcal{S}(\mathcal{B}) \]
is called **local** if for any open set $\mathcal{U} \subset \mathcal{B}$ and $\phi_1, \phi_2 \in \mathcal{E}$, which agree on $\mathcal{U}$, and $\Theta_1, \Theta_2 \in \mathcal{B}$, which agree on $\mathcal{U}$, then $\Psi(\phi_1, \Theta_1)$ and $\Psi(\phi_2, \Theta_2)$ agree on $\mathcal{U}$.

The idea of using locality as a basic postulate is due to Noll [1958]. It must be emphasized, however, that one sometimes may wish to impose nonlocal constraints, such as incompressibility (see Chapter 5). If the value of $\Psi$ at $X$ depends only on the values of $\phi$ and $\Theta$ and their derivatives up to order, say, $k$, at $X$, then $\Psi$ is local. This is because knowledge of a mapping on an open set entails a knowledge of all its derivatives on that set. A constitutive function $\Psi$ defined by a composition of this form is called a (nonlinear) differential operator. A simple example of a nonlocal operator is given by letting $\mathcal{X} = C^0$ functions on $[0, 1]$ and defining $f: \mathcal{X} \rightarrow \mathcal{X}$ by $f(\phi)(x) = \int_0^x \phi(s) \, ds$.

While it is trivial that a differential operator is local, the converse is not so elementary. For linear operators, this is true and is due to Peetre [1959]. For nonlinear operators (satisfying some technical conditions), this is also true but is a deeper fact; see Epstein and Thurston [1979] (and for earlier versions, Dom-
browski [1966] and Palais and Terng [1977]). Fortunately, we can bypass this theory in the present context, but it may be useful for higher-order materials.

We can summarize the situation as follows:

2.2 Axiom of Locality  Constitutive functions for thermoelasticity are assumed to be local.

We next investigate the consequences of assuming the entropy production inequality. We wish to assume that it holds for all regular motions of the body. The momentum balance and energy balance are not taken into account, because any motion is consistent with them for a suitable choice of body force $B$ and heat source $R$; that is, balance of momentum and energy define what $B$ and $R$ have to be. This is not unreasonable since we are supposed to be able to allow any choice of $B$ and $R$.

2.3 Axiom of Entropy Production  For any (regular) motion of $\mathcal{B}$, the constitutive functions for thermoelasticity are assumed to satisfy the entropy production inequality:

$$
\rho_{\text{Ref}}\left(\dot{N} \frac{\partial \Theta}{\partial t} + \frac{\partial \mathcal{P}}{\partial t}\right) - \dot{\mathcal{P}} : \frac{\partial F}{\partial t} + \frac{1}{\Theta} \langle \dot{\mathcal{Q}}, \text{GRAD} \Theta \rangle \leq 0.
$$

2.4 Theorem (Coleman and Noll [1963])  Suppose the axioms of locality and entropy production hold. Then $\dot{\mathcal{P}}$ depends only on the variables $X, F,$ and $\Theta$. Moreover, we have

$$
\dot{N} = -\frac{\partial \mathcal{P}}{\partial \Theta} \quad \text{and} \quad \dot{\mathcal{P}} = \rho_{\text{Ref}} g : \frac{\partial \mathcal{P}}{\partial F},
$$

that is, $\dot{\mathcal{P}}_{A} = \rho_{\text{Ref}} \frac{\partial \mathcal{P}}{\partial F_{A}}$.

and the entropy production inequality reduces to

$$
\langle \mathcal{Q}, \text{GRAD} \Theta \rangle \leq 0.
$$

Remarks  (1) One can allow the constitutive functions to depend on derivatives of higher order than the first derivative $F$ and still be consistent with the entropy production inequality provided one postulates the existence of higher-order stresses. This is the "multipolar" or "higher-order" theory. (See Green and Rivlin [1964b].)

(2) The precise meaning of "$\dot{\mathcal{P}}$ depends only on the variables $X, F,$ and $\Theta$" is that for any configuration $\phi: \mathcal{B} \rightarrow S$, there is a mapping (also denoted $\dot{\mathcal{P}}$)

$$
\dot{\mathcal{P}}: \mathcal{B} \times \mathcal{L}_{\phi}(T \mathcal{B}, T S) \times \mathcal{R} \rightarrow \mathcal{R}
$$

such that $\dot{\mathcal{P}}(\phi, \Theta)(X) = \dot{\mathcal{P}}(X, F(X), \Theta(X))$, where $\mathcal{L}_{\phi}(T \mathcal{B}, T S)$ denotes the bundle over $\mathcal{B}$ of (1, 1) two-point tensors; that is, the fiber of $\mathcal{L}_{\phi}(T \mathcal{B}, T S)$ at $X \in \mathcal{B}$ consists of all linear maps $F: T_{x} \mathcal{B} \rightarrow T_{\phi(x)} S$.

(3) If $S$ is a linear space and if one is willing to identify all the tangent spaces $T_{x}$ with $S$, then one can identify $\mathcal{L}_{\phi}(T \mathcal{B}, T S)$ with $\mathcal{L}(T \mathcal{B}, S)$, the bundle of linear maps of $T_{x} \mathcal{B}$ to $S$. In this way, the apparent dependence on $\phi$ itself disappears.
(4) If $\bar{\Psi}$ is independent of $X$, the body is called homogeneous. This is a special case of a material symmetry, a topic treated in Section 3.5.

**Proof of 2.4** (See Gurtin [1972b].) Given $\bar{\Psi}: \mathcal{E} \times \mathcal{J} \to \mathcal{F}$, we consider a motion $\phi, \in \mathcal{E}$, a temperature field $\Theta, \in \mathcal{J}$, and form the composition $f(t) = \bar{\Psi}(\phi, t, \Theta) \in \mathcal{F}$. By the chain rule,

$$\frac{df}{dt} = D_\phi \bar{\Psi} \cdot V + D_{\Theta} \bar{\Psi} \cdot \dot{\Theta},$$

where $D_\phi \bar{\Psi}$ is the partial derivative of $\bar{\Psi}$ in the Frechet sense (see Box 1.1 of this Chapter). Note that for an arbitrary function $k(X, t), \dot{k} \equiv \partial k / \partial t$.

Substituting the preceding equation into the entropy production inequality gives

$$\rho_{\text{Ref}} \left( \hat{\Theta} + \rho_{\text{Ref}}(D_\phi \bar{\Psi} \cdot V + D_{\Theta} \bar{\Psi} \cdot \dot{\Theta}) - \bar{P} : \frac{\partial F}{\partial t} + \frac{1}{\Theta} \langle Q, \text{GRAD} \Theta \rangle \right) \leq 0.$$

By assumption, this holds for all processes $(\phi, \Theta)$. First of all, choose $\phi$ independent of time $t$; then we must have

$$\rho_{\text{Ref}}(\hat{\Theta} + D_{\Theta} \bar{\Psi} \cdot \dot{\Theta}) + \frac{1}{\Theta} \langle Q, \text{GRAD} \Theta \rangle \leq 0.$$

Suppose $\rho_{\text{Ref}}(\hat{\Theta} + D_{\Theta} \bar{\Psi} \cdot \dot{\Theta})$ did not vanish for some $\phi$ and all $\Theta$. Then we can alter $\Theta$ to a new one $\tilde{\Theta}$ so that $\tilde{\Theta}_t = \Theta_t$ and $\tilde{\Theta}_t = \alpha \Theta_t$, where $\alpha$ is any prescribed constant. We can then choose the constant $\alpha$ to violate the assumed inequality. Therefore, we deduce our first identity

$$\rho_{\text{Ref}}(\hat{\Theta} + D_{\Theta} \bar{\Psi} \cdot \dot{\Theta}) = 0. \quad (1)$$

Similarly, fixing $\Theta$ and altering $\phi$, we get a second identity

$$\rho_{\text{Ref}} D_\phi \bar{\Psi} \cdot V = \bar{P} : \dot{F}. \quad (2)$$

Consider now this second identity. Fix $X_0 \in \mathcal{B}$ and fix $\Theta$. Let $\phi_0$ and $\phi_1$ be two configurations with $\phi_0(X_0) = \phi_1(X_0)$ and $F_0(X_0) = F_1(X_0)$. In a chart on $\mathcal{S}$, let $\phi(X, t) = \phi_0(X) + t(\phi_1(X) - \phi_0(X))$ define a motion $\phi$ for $X$ near $X_0$ and small $t$. Extend $\phi$ outside this neighborhood in a regular but otherwise arbitrary way. (This can be done by first extending the governing velocity field, for example.) By the axiom of locality, the way in which this extension is done does not affect $\bar{\Psi}$ in the neighborhood. This motion has a velocity field $V_t$ and a deformation gradient $F_t$ that satisfies

$$V_t(X_0) = \phi_1(X_0) - \phi_0(X_0) = 0 \quad \text{and} \quad \dot{F}_t(X_0) = 0.$$

[Note that we cannot conclude that $(D_\phi \bar{\Psi} \cdot V_t)(X_0) = 0$ from $V_t(X_0) = 0$ alone, since $D_\phi \bar{\Psi} \cdot V_t$ is a linear operator on $V_t$ and could depend on higher derivatives of $V_t$, for example.] Thus, from the second identity (2) above,

$$\rho_{\text{Ref}}(D_\phi \bar{\Psi} \cdot V_t)(X_0) = 0.$$

Therefore,

$$\frac{d}{dt} \left[ \rho_{\text{Ref}}(X_0) \bar{\Psi}(\phi_t, \Theta)(X_0) \right] = 0$$

and so

$$\rho_{\text{Ref}}(X_0)[\bar{\Psi}(\phi_1, \Theta)](X_0) = \rho_{\text{Ref}}(X_0)[\bar{\Psi}(\phi_0, \Theta)](X_0).$$
Thus, \( \hat{\Psi} \) depends on \( \phi \) only through \( F \). In a similar way, the first identity implies that \( \hat{\Psi} \) depends only on the point values of \( \Theta \). Substituting this information back into the two identities (and using the results of Box 1.1) yields

\[
\rho_{\text{Ref}} \left( \hat{N} \dot{\Theta} + \frac{\partial \hat{\Psi}}{\partial \Theta} \dot{\Theta} \right) = 0 \quad \text{and} \quad \rho_{\text{Ref}} \frac{\partial \hat{\Psi}}{\partial F} : \dot{F} = P : \dot{F}.
\]

Arbitrariness of \( \dot{\Theta} \) and \( \dot{F} \) then yields the stated identities. \( \square \)

The relationships

\[
P_{a}^{A} = \rho_{\text{Ref}} \frac{\partial \hat{\Psi}}{\partial F^{a}_{A}} \quad \text{and} \quad N = -\frac{\partial \hat{\Psi}}{\partial \Theta}
\]

can be used to simplify the first law (energy balance). Indeed, balance of energy reads

\[
\rho_{\text{Ref}} \frac{\partial E}{\partial t} + \text{DIV } \mathbf{Q} = P : \dot{F} + \rho_{\text{Ref}} R.
\]

Write \( \dot{E} = \hat{\Psi} + \hat{N} \Theta \) so that

\[
\frac{\partial E}{\partial t} = \frac{\partial \hat{\Psi}}{\partial F} : \dot{F} + \frac{\partial \hat{\Psi}}{\partial \Theta} \dot{\Theta} + \frac{\partial \hat{N}}{\partial t} \Theta + \hat{N} \dot{\Theta} = \frac{\partial \hat{\Psi}}{\partial F} : \dot{F} + \frac{\partial \hat{N}}{\partial t} \Theta
\]

using \( \frac{\partial \hat{\Psi}}{\partial \Theta} = -N \). Substituting this expression into balance of energy and using \( \rho_{\text{Ref}} \left( \frac{\partial \hat{\Psi}}{\partial F} \right) = P \) yields \( \rho_{\text{Ref}} \Theta \left( \frac{\partial N}{\partial t} \right) + \text{DIV } \mathbf{Q} = \rho_{\text{Ref}} R \). In summary, we have proved:

\[2.5 \text{ Proposition} \quad \text{Assuming the identities in 2.4, balance of energy reduces to}
\]

\[
\rho_{\text{Ref}} \Theta \left( \frac{\partial N}{\partial t} \right) + \text{DIV } \mathbf{Q} = \rho_{\text{Ref}} R.
\]

For pure elasticity (ignoring all thermal effects), the above constitutive conclusions may be obtained from balance of energy alone. Indeed, if \( \mathbf{Q} \) and \( R \) are omitted from balance of energy, then we must have \( \rho_{\text{Ref}} (\partial E/\partial t) = P : \dot{F} \) for all processes. Thus \( \partial E/\partial F \) and \( P \) must balance. We list the axioms special to this situation as follows:

Axiom 0. \( \dot{E} : \mathcal{C} \rightarrow \mathfrak{F} \) is a given differentiable map.
Axiom 1. \( \dot{E} \) is local.
Axiom 2. There is a map \( \hat{P} : \mathcal{C} \rightarrow \) two-point \( (0, 2) \) tensors such that for all motions \( \phi_{t} \in \mathcal{C} \), balance of energy holds:

\[
\rho_{\text{Ref}} \frac{\partial \dot{E}}{\partial t} = P : \dot{F}.
\]

\[2.6 \text{ Theorem} \quad \text{Under Axioms 0, 1, and 2, } \dot{E} \text{ depends only on the point values of } X \text{ and } F \text{ and we have the identity}
\]

\[
\rho_{\text{Ref}} \delta^{a} \frac{\partial \dot{E}}{\partial F} = \hat{P}, \quad \text{that is,} \quad P_{a}^{A} = \rho_{\text{Ref}} \frac{\partial \dot{E}}{\partial F^{a}_{A}}.
\]
This is proved by the same techniques that were used to prove 2.4.

We now return to the thermoelastic context. From 2.4 we can draw no conclusion about the dependence of $Q$ on $\phi$ and $\Theta$; it could conceivably depend on many derivatives. It is often assumed that $\hat{Q}$ depends only on the point values of $X$, $C$, $\Theta$, and $\nabla \Theta$; in this case, we say we have a grade $(l, l)$ material. In any case, one can generally say the following:

2.7 Proposition $\hat{Q}$ vanishes when its argument $\nabla \Theta$ vanishes.

Proof Fixing all other arguments, let $f(\alpha) = \langle \hat{Q}(\alpha \nabla \Theta), \nabla \Theta \rangle$. Thus $\alpha f'(\alpha) \leq 0$, so $f$ changes sign at $\alpha = 0$. Since $f$ is continuous, $f(0) = 0$. Thus $\langle \hat{Q}(0), \nabla \Theta \rangle = 0$, so $\hat{Q}(0) = 0$.

Taylor’s theorem implies that for $\nabla \Theta$ small, $Q$ is well approximated by a matrix that is negative semi-definite times $\nabla \Theta$: fixing all arguments but $\nabla \Theta$,

$$\hat{Q}(\nabla \Theta) = K \cdot \nabla \Theta,$$

where

$$K = \int_0^1 \frac{\partial \hat{Q}}{\partial (\nabla \Theta)} (s \nabla \Theta) \, ds$$

by the fundamental theorem of calculus. The inequality $\langle \hat{Q}, \nabla \Theta \rangle \leq 0$ means $K$ is negative semi-definite—that is, dissipative. If $K$ were assumed constant one would recover the Fourier law (see Example 3.6, Chapter 2).

2.8 Example (Rigid Heat Conductor) The rigid heat conductor (cf. 3.6, Chapter 2) makes the assumption that the motion is fixed, say $\phi = $ identity, for all time. We also assume that $Q$ depends only on $X$, $\Theta$, and $\nabla \Theta$. Then the evolution of $\Theta$ in time is determined from balance of energy:

$$\rho_{Ref} \frac{\partial \hat{N}}{\partial t} + \text{DIV} \hat{Q} = \rho_{Ref} R.$$

Since $\hat{N}$ depends only on $X$ and $\Theta$, we get

$$\left( \rho_{Ref} \Theta \frac{\partial \hat{N}}{\partial \Theta} \right) \frac{\partial \Theta}{\partial t} = -(\hat{\Theta}^A)_{lA} + \rho_{Ref} R$$

$$= -(\frac{\partial \hat{\Theta}^A}{\partial \Theta})_{lA} \Theta_{lA} - \frac{\partial \hat{\Theta}^A}{\partial \Theta} \Theta_{lA} + \rho_{Ref} R - R_l,$$

where $R_l = \text{DIV}_x \hat{Q}$, the divergence of $\hat{Q}$ with $\Theta$ and $\nabla \Theta$ fixed. As was observed above, the matrix $\partial \hat{\Theta}^A/\partial \Theta_{lA}$ is negative semi-definite. We also assume the scalar function $\partial N/\partial \Theta = -\partial^2 \hat{\Psi}/\partial \Theta^2$ (= specific heat at constant volume) is positive, so the equation is formally parabolic. (3) is the general form of a nonlinear heat equation. Notice, finally, that positivity of $\partial^2 \hat{\Psi}/\partial \Theta^2$ means that $\hat{\Psi}$ is a convex function of $\Theta$.\(^2\)

\(^2\)The theory of monotone operators is applicable here [if $\rho_{Ref} \Theta (\partial \hat{N}/\partial \Theta)$ is not a constant, one presumably uses a weighted norm] to yield an existence and uniqueness theorem for $\Theta(X, t)$ for all time, given $\Theta$ at time $t = 0$ and given $\Phi, \hat{N}$. The extra assumption of positivity of $\partial^2 \hat{\Psi}/\partial \Theta^2$ may be regarded as formally equivalent to well-posedness of the equations (see Crandall and Nohel [1978] for details).
Now we turn to our final constitutive axiom, material frame indifference.

2.9 Axiom of Material Frame Indifference Let $\Psi$ be a thermoelastic constitutive function satisfying the above axioms, so that $\Psi$ is a function of $X, F,$ and $\Theta$. Assume that if $\xi: S \rightarrow S$ is a regular, orientation-preserving map taking $x$ to $x'$ and $T_\xi$ is an isometry from $T_x S$ to $T_{x'} S$, then

$$\Psi(X, F, \Theta) = \Psi(X, F', \Theta),$$

that is, $\Psi(X, F, \Theta) = \Psi(X, \xi_* F, \Theta)$,

where $F: T_x S \rightarrow T_x S$, $F': T_{x'} S \rightarrow T_{x'} S$, and $F' = T_\xi \cdot F = \xi_* F$. See Figure 3.2.1.

Stated loosely, this axiom means that our constitutive functions are invariant under rotations of the ambient space $S$ in which our body moves. One sometimes says that $T_\xi$ "rotates observer frames." One can interpret $\xi$ either actively (superposed motion) or passively (change of framing) as explained in Boxes 3.1 and 3.2 of Chapter 1.

2.10 Theorem Let $\Psi$ satisfy the above axioms. Then $\Psi$ depends only on $X, C,$ and $\Theta$. By abuse of notation we shall write $\Psi(X, C, \Theta)$.

Remarks (1) Equally well, we could say $\Psi$ is a function only of $X, \Theta$, and the right stretch tensor $U = C^{1/2}$ (see 3.11 and 3.13, Chapter 1).

(2) By abuse of notation we shall write $C$ for both $C$ and $C^*$ when there is little danger of confusion.

(3) One can also state as an axiom the corresponding transformation law for the first Piola–Kirchhoff stress $\hat{P}$; that is, for any $\xi$ as above, $\xi_* \{ \hat{P}(X, F, \Theta) \} = \hat{P}(X, \xi_* F, \Theta)$, where $\xi_* \hat{P}$ means push-forward the spatial index of $\hat{P}$. This axiom is a consequence of the axiom for $\Psi$. In Euclidean space, material frame indifference for the stress reads:
for any proper orthogonal matrix $R^a_b$.

(4) Note that in $\mathbb{R}^3$, material frame indifference is the same as objectivity for orthogonal transformations (see Box 6.1, Chapter 1, for a discussion of objectivity).

**Proof of 2.10** Suppose $F_1: T_x\mathcal{B} \rightarrow T_{x_1}\mathcal{S}$ and $F_2: T_x\mathcal{B} \rightarrow T_{x_2}\mathcal{S}$ and $F_1^TF_1 = F_2^TF_2$; that is, $F_1$ and $F_2$ give rise to the same $C$ tensor. We have to show that $\hat{\Psi}(X, F_1, \Theta) = \hat{\Psi}(X, F_2, \Theta)$. Then $\hat{\Psi}(X, C, \Theta)$ will be well defined if we let it be this common value.

Choose a regular map $\xi: \mathcal{S} \rightarrow \mathcal{S}$ with $\xi(x_1) = x_2$ and such that $T\xi(x_1)F_1 = F_2$. This is possible since $F_1$ and $F_2$ are assumed to be invertible. The assumption $F_1^TF_1 = F_2^TF_2$ implies that $T\xi(x_1)$ is an isometry. Indeed,

$$\langle T\xi(x_1)F_1 \cdot V_1, T\xi(x_1)F_1 \cdot V_2 \rangle = \langle F_2 \cdot V_1, F_2 \cdot V_2 \rangle$$

$$= \langle F_2^TF_2 V_1, V_2 \rangle = \langle F_1^TF_1 V_1, V_2 \rangle = \langle F_1 V_1, F_1 V_2 \rangle.$$

Therefore, by our axiom, $\hat{\Psi}(X, F_1, \Theta) = \hat{\Psi}(X, F_2, \Theta)$. □

The last part of the proof can also be seen in coordinates as follows:

$$C_{AB} = g_{ab}F^a_{1A}F^b_{1B} \quad (C = F^TF_1)$$

$$= g_{ab}F^a_{2A}F^b_{2B} \quad (F_1^TF_1 = F_2^TF_2)$$

$$= g_{ab}\frac{\partial \xi^a}{\partial x^c}F^c_{1A}\frac{\partial \xi^b}{\partial x^d}F^d_{1B} \quad (T\xi \cdot F_1 = F_2).$$

Thus, comparing the first and third lines, $g_{ab} = g_{cd}(\partial \xi^c/\partial x^a)(\partial \xi^d/\partial x^b)$ (evaluated at $x_1$) so $\xi$ is an isometry—that is, leaves the metric tensor $g_{ab}$ invariant.

**Problem 2.1** What becomes of this proof for shells?

**Problem 2.2** Show that even though $\dot{\mathbf{P}}$ is materially frame indifferent, $\partial \dot{\mathbf{P}}/\partial t$ need not be.

If we write the axiom of entropy production in terms of $S$ and $C$ by writing

$$\mathbf{P}: \frac{\partial \mathbf{F}}{\partial t} = \mathbf{S}; \quad \mathbf{D} = \frac{1}{2}\mathbf{S}^i \frac{\partial C}{\partial t}$$

and repeat the argument of 2.4, Chapter 3 (or 2.6, Chapter 3 for pure elasticity), we find, instead of $\dot{\mathbf{P}} = \rho_{\text{Ref}} g'(\partial \hat{\Psi}/\partial \mathbf{F})$, the important identity

$$S = 2\rho_{\text{Ref}} \frac{\partial \hat{\Psi}}{\partial C}.$$

This identity may also be proved by the chain rule as follows: regarding $C$ as a function of $\mathbf{F}$ through $C = F^T F$—that is, $C_{AB} = g_{ab}F^a_{A}F^b_{B}$—the chain rule gives

$$S = F^{-1}\dot{\mathbf{P}} = F^{-1}\rho_{\text{Ref}} g'(\partial \hat{\Psi}/\partial \mathbf{F}) = F^{-1}\rho_{\text{Ref}} g'(\partial \hat{\Psi}/\partial C \frac{\partial C}{\partial \mathbf{F}}).$$
Noting that
\[ \frac{\partial C_{AB}}{\partial F^a_C} = g_{ab} \delta_A^C F^b_B + g_{ca} F^c_A \delta^c_B, \]
we get
\[ S_{DC} = \rho_{\text{Ref}} (F^{-1})^d_d \frac{\partial \bar{\Psi}}{\partial F^a_C} \frac{\partial C_{AB}}{\partial F^a_C} g^{ad} \]
\[ = \rho_{\text{Ref}} (F^{-1})^d_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} (g_{ab} \delta_A^C F^b_B + g_{ca} F^c_A \delta^c_B) g^{ad} \]
\[ = \rho_{\text{Ref}} (F^{-1})^d_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} \left( \delta^b_d \delta^c_A F^b_B + \delta^c_d \delta^b_A F^b_B \right) \]
\[ = \rho_{\text{Ref}} (F^{-1})^d_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} \delta^b_d \delta^c_A F^b_B + \rho_{\text{Ref}} (F^{-1})^d_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} \delta^c_d \delta^b_A F^b_B \]
\[ = \rho_{\text{Ref}} \delta^b_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} + \rho_{\text{Ref}} \delta^c_d \frac{\partial \bar{\Psi}}{\partial C_{AB}} \]
\[ = \rho_{\text{Ref}} \left( \frac{\partial \bar{\Psi}}{\partial C_{CD}} + \frac{\partial \bar{\Psi}}{\partial C_{DC}} \right) = 2 \rho_{\text{Ref}} \frac{\partial \bar{\Psi}}{\partial C_{DC}} . \]

Thus, we have:

2.11 Proposition Under the axioms for constitutive theory listed above, the second Piola–Kirchhoff stress is given by

\[ S = 2 \rho_{\text{Ref}} \frac{\partial \bar{\Psi}}{\partial C}; \quad \text{that is,} \quad S^{AB} = 2 \rho_{\text{Ref}} \frac{\partial \bar{\Psi}}{\partial C^{AB}} . \]

Problem 2.3 (J. Ball; cf. Wang and Truesdell [1973]). Show that frame indifference of \( P \) and symmetry of \( S \) implies frame indifference of \( \Psi \). Also, show that frame indifference of \( \Psi \) implies symmetry of \( S \) [assuming \( P = \rho_{\text{Ref}} (\partial \bar{\Psi}/\partial F) \) ]. [Hint: Let \( Q \) be a proper orthogonal matrix; write \( Q = e^\Omega \), where \( \Omega \) is skew, and join \( F \) to \( QF \) along the curve \( F(t) = e^{i\theta} F (0 \leq t \leq 1) \). Consider \( (d/dt) \bar{\Psi}(F(t)) \).]

So far we have formulas for the first and second Piola–Kirchhoff stress tensors in terms of the free energy \( \bar{\Psi} \). What about the Cauchy stress tensor \( \sigma \)? Since \( C = \phi^* g \), we can regard \( C \) as a function of the point values of \( F \) and the spatial metric \( g \). Therefore, \( \bar{\Psi} \) becomes a function of \( X, F(X), g(x), \) and \( \Theta(X) \). Set
\[ \bar{\Psi}(x, F(X), g(x), \Theta(X)) = \bar{\Psi}(X, C(F(X), g(x)), \Theta(X)). \]

By the chain rule,
\[ \frac{\partial \bar{\Psi}}{\partial g_{ab}} = \frac{\partial \bar{\Psi}}{\partial C_{AB}} \frac{\partial C_{AB}}{\partial g_{ab}} = \frac{\partial \bar{\Psi}}{\partial C_{AB}} F^a_A F^b_B = (\phi^* \frac{\partial \bar{\Psi}}{\partial C})^{ab} . \]
Therefore,

\[ \sigma^{ab} = \frac{1}{J} (\phi^{*} S)^{ab} = \frac{1}{J} \left( \phi^{*} \left( 2 \rho_{\text{Ref}} \frac{\partial \Psi}{\partial C} \right) \right)^{ab} = 2 \rho \left( \phi^{*} \frac{\partial \Psi}{\partial C} \right)^{ab} = 2 \rho \frac{\partial \Psi}{\partial g_{ab}}. \]

Thus, we have proved:

2.12 Proposition  Defining the function \( \Psi \) as above, the equation \( S = 2 \rho_{\text{Ref}} (\partial \Psi / \partial C) \) is equivalent to

\[ \sigma = 2 \rho \frac{\partial \Psi}{\partial g}. \]

Thus, the equation for the Cauchy stress that we derived in Box 3.3, Chapter 2, is in agreement with and indeed is equivalent to the standard deduction 2.11 in constitutive theory. (See Box 2.1 below for the relation between \( \partial \Psi / \partial g \) and \( \partial \sigma / \partial g \).) As we noted in Box 3.3, Chapter 2, the formula in Proposition 2.12 was first given (in a slightly different from) by Doyle and Ericksen [1956].

Problem 2.4 Consider a stored energy function of the form \( \mathcal{E} = h(J) \). Verify, using \( P = \rho_{\text{Ref}} g'(\partial \mathcal{E}/\partial F) \) and \( \sigma = 2 \rho (\partial \mathcal{E}/\partial g) \) that the same formula for the Cauchy stress results:

\[ \sigma = \rho h' g'. \]

Box 2.1  Entropy and Temperature as Conjugate Variables

Recall that given a Lagrangian \( L(q', \dot{q}') \), one defines the momentum by \( p_j = \partial L / \partial \dot{q}^j \) and the energy by \( H(q', p_j) = p_j \dot{q}^j - L(q', \dot{q}') \), assuming \( p_j = \partial L / \partial \dot{q}^j \) defines a legitimate change of variables \( (q', \dot{q}') \mapsto (q', p_j) \). The relationship \( N = -\partial \Psi / \partial \Theta \) is analogous to \( p_j = \partial L / \partial \dot{q}^j \).

Suppose \( \Psi \) is regarded as a function of \( \phi \) and \( \Theta \), and the change of variables from \( (\phi, \Theta) \) to \( (\phi, N) \) given by \( \Theta \mapsto \Theta(\phi, N) \) is legitimate (invertible). Then the formula

\[ \mathcal{E} = \Theta N + \Psi \tag{1} \]

for the internal energy is a partial Legendre transform, so \( \mathcal{E} \) is now a function of \( \phi \) and \( N \). (If \( \Psi \) is \( -L \) above, then \( H \) is \( \mathcal{E} \) so an overall sign is off; but this is convention.) We claim that our formula

\[ \hat{P}^A_a = \rho_{\text{Ref}} \frac{\partial \Psi}{\partial F^A_a} \tag{2} \]

is equivalent to

\[ \hat{P}^A_a = \rho_{\text{Ref}} \frac{\partial \mathcal{E}}{\partial F^A_a} \tag{3} \]
Indeed, from (1), with $\Theta$ a function of $(\phi, N)$, we get

$$\frac{\partial \hat{E}}{\partial F_A^a} = \frac{\partial \Theta}{\partial F_A^a} N + \left( \frac{\partial \hat{\Psi}}{\partial F_A^a} + \frac{\partial \hat{\Psi}}{\partial \Theta} \frac{\partial \Theta}{\partial F_A^a} \right).$$

The first and last terms cancel since $N = -\partial \hat{\Psi}/\partial \Theta$, so $\partial \hat{E}/\partial F_A^a = \partial \hat{\Psi}/\partial F_A^a$. Thus (2) and (3) are equivalent.

In the same way we have the spatial form, $\partial \hat{\Psi}/\partial g = \partial \hat{\psi}/\partial g$, where $\hat{\Psi}$ is a function of $g, \phi$ and $\theta$ and $\hat{\psi}$ is a function of $g, \phi$ and $\eta$. Thus, Proposition 2.12 is consistent with the results of Box 3.3, Chapter 2; in that box, if constitutive assumptions are added, the basic variables should be $g, \phi$ and $\eta$.

**Problem 2.5** Prove that $\Theta = \partial \hat{E}/\partial N$ and $\theta = \partial \hat{\psi}/\partial \eta$.

The fact that $\Theta$ and $N$ are analogous to velocity and momentum indicates that results of symplectic geometry are relevant in thermodynamics. See Box 6.1, Chapters 1 and 5, and, for example, Oster and Perelson [1973].

---

**Box 2.2 Summary of Important Formulas for Section 3.2**

If the constitutive function $\hat{\Psi}$ satisfies the axioms of locality, entropy production, and material frame indifference, then $\hat{\Psi}$ is a function only of $X, C$, and $\Theta$.

**Constitutive Identities**

$$\hat{N} = -\frac{\partial \hat{\Psi}}{\partial \Theta}$$

$$\hat{S} = 2\rho_{Ref} \frac{\partial \hat{\Psi}}{\partial C}$$

$$\hat{P} = \rho_{Ref} g^t \frac{\partial \hat{\Psi}}{\partial F} = F \hat{S}$$

$$\hat{\sigma} = 2\rho \frac{\partial \hat{\psi}}{\partial g}$$

**Entropy Production Inequality**

$$\langle \hat{Q}, \text{GRAD} \Theta \rangle \leq 0$$

$$\hat{Q}^A_{\theta A} \leq 0$$

$\hat{Q}$ vanishes when its argument GRAD $\Theta$ does.

**Balance of Energy** ($\dot{E} = \hat{\Psi} + \hat{N} \Theta$)

$$\rho_{Ref} \frac{\partial \hat{\Psi}}{\partial t} + \text{DIV} \hat{Q} = \rho_{Ref} R$$

$$\rho_{Ref} \frac{\partial \hat{\Psi}}{\partial t} + \hat{Q}^A_{\theta A} = \rho_{Ref} R$$
CONSTITUTIVE THEORY

Rigid Heat Conductor \((C = 0)\)
\[
\left( \rho_{\text{Ref}} \frac{\partial \hat{N}}{\partial \Theta} \right) \frac{\partial \Theta}{\partial t} + \text{DIV} \hat{Q} = \rho_{\text{Ref}} R
\]
\[
\left( \rho_{\text{Ref}} \Theta \frac{\partial \hat{N}}{\partial \Theta} \right) \frac{\partial \Theta}{\partial t} = - \left( \frac{\partial \hat{Q}^A}{\partial \Theta_{bA}} \right) \Theta_{bA} + \rho_{\text{Ref}} R - R_t
\]

Material Frame Indifference
If \( \xi \) is an isometry, then
\[
\xi^* \hat{P}(X, F, \Theta) = \hat{P}(\xi(X, F, \Theta), \Theta).
\]
This implies \( \hat{P} \) depends only on \( X, C, \) and \( \Theta. \)

Legendre Transformation: \( \Theta \rightarrow \Theta(\phi, N) \)
\[
\frac{\partial \hat{E}}{\partial \varphi} = \frac{\partial \hat{E}}{\partial \varphi}, \frac{\partial \hat{E}}{\partial \varphi} = \frac{\partial \hat{E}}{\partial \varphi}
\]
\[
\frac{\partial \hat{E}}{\partial F_A} = \frac{\partial \hat{E}}{\partial F_A}, \frac{\partial \hat{E}}{\partial C_{AB}} = \frac{\partial \hat{E}}{\partial C_{AB}}
\]
\[
\frac{\partial \hat{E}}{\partial g} = \frac{\partial \hat{E}}{\partial g}, \frac{\partial \hat{E}}{\partial g} = \frac{\partial \hat{E}}{\partial g}
\]

3.3 COVARIANT CONSTITUTIVE THEORY

We shall now obtain the principal theorems of constitutive theory by using a different set of axioms. The idea is to reproduce the theorems of Section 3.2 from a point of view that is covariant, not relying on the rigid Euclidean structure of \( \mathbb{R}^3. \) (The results therefore directly generalize to manifolds, but this is not our main motivation.) In Section 3.2 and in Box 3.3, Chapter 2, we derived the basic relationship between stress and free energy: \( \sigma = 2p(\partial \hat{E}/\partial g). \) This relationship enables us to obtain a covariant description of constitutive theory, as well as of balance of energy. As in the previous section, the hypotheses here are intended to be relevant for thermoelasticity. For other continuum theories they must be modified using more general assumptions as indicated in Section 3.1.

We shall begin by discussing pure elasticity. This will involve combining Theorem 2.6 with a covariant version of material frame indifference. Secondly, we discuss thermoelasticity. Covariance assumptions allow one to make the conclusions of the Coleman–Noll Theorem (2.4) from balance of energy alone, without invoking the Clausius–Duhem inequality.

3.1 Covariant Constitutive Axioms (Elasticity) Let \( \hat{E}: \Theta \rightarrow \Theta \) be a given differentiable map. Assume:

1. \( \hat{E} \) is local.
2. There is a map \( \hat{P}: \Theta \rightarrow \) two-point tensors, such that for all motions \( \phi, \)
balance of energy holds (see 3.5 of Chapter 2):

\[ \rho_{Ref} \frac{\partial \tilde{E}}{\partial t} = \tilde{\mathbf{F}}. \]

3. Let \( g \) be a given metric on \( S \) and let \( \Theta_g \) denote the set of metrics of the form \( \xi_*g \), where \( \xi: S \to S \) is a diffeomorphism. Assume there is a map \( \hat{E}: \mathbb{C} \times \Theta_g \to \mathbb{R} \) such that

\[ \hat{E}(\phi) = \hat{E}(\xi \circ \phi, \xi_* g) \]

for all diffeomorphisms \( \xi: S \to S \). (Taking \( \xi = \text{identity} \), note that \( \hat{E}(\phi) = \hat{E}(\phi, g) \).)

Axioms 1 and 2 were discussed in the previous section. Axiom 3 may be interpreted as follows: think of \( \xi \) as being either a coordinate chart for \( S \), or a framing at one instant (see Box 4.1, Chapter 1). Axiom 3 states that one can compute \( \hat{E}(\phi) \) in terms of the representative of \( \phi \) and the representative of the metric in the framing \( \xi \).

The following remarks are intended to make Axiom 3 plausible:

3.2 Thought Experiment to Justify Axiom 3 Imagine that \( \xi \) is a (nonlinear) coordinate chart. The representation of a configuration \( \phi \) is \( \xi \circ \phi \). (For example, if \( \phi \) is given in Cartesian coordinates, \( \xi \) might be the coordinate change to spherical coordinates and \( \xi \circ \phi \) becomes \( \phi \) written in spherical coordinates.) How can the observer \( \xi \) determine the internal energy in the configuration he sees to be \( \xi \circ \phi \)? He could, for example, perform some experiment to see how much work this configuration can do, such as in Figure 3.3.1. The measurement of the magnitude of velocity uses the observers metric—namely, \( \xi_* g \). Thus, the internal energy also should require a knowledge of \( \xi \circ \phi \) and \( \xi_* g \) for its measurement.

![Diagram of a thought experiment](image)

Figure 3.3.1 An observer \( \xi \) measuring the energy in a configuration.

3.3 Theorem Assume Axioms 1, 2, and 3. Then

(i) \( \hat{E} \) depends on \( \phi \) only through the point values of \( C = \phi_* g \) and
(ii) \( 2\rho_{Ref}(\partial \hat{E}/\partial C) = S \); in particular, \( S \) is symmetric.

Proof Suppose that \( \phi^* g = \phi_*^2 g \). Letting \( \xi = \phi_2 \circ \phi_1^{-1} \), we see that \( \xi_* g = g \) and so

\[ \hat{E}(\phi_1) = \hat{E}(\xi \circ \phi_1, \xi_* g) = \hat{E}(\phi_2, g) = \hat{E}(\phi_2). \]
Thus $\hat{E}$ depends on $\phi$ only through $C$. Axiom 2 shows that $\hat{E}$ depends only on the point values of $C$ and that $2\rho_{\text{ref}}(\partial \hat{E}/\partial C) = S$ holds, by the same argument as in Theorem 2.4 (cf. Theorem 2.6).

Axiom 3 is equivalent to the usual form of material frame indifference. Indeed, if $\hat{E}$ depends only on $\phi^*g = C$, then $\hat{E}(\xi \circ \phi, \xi^*g) = \hat{E}(\phi)$ is well defined, for $(\xi \circ \phi)^*(\xi^*g) = \phi^*g = C$; so from $\xi \circ \phi$ and $\xi^*g$ we can construct $C$.

Once $\hat{E}$ is a function of $C$, it is reasonable to ask how it depends on the representation of the reference configuration. In order to form a scalar from $C$, the metric $G$ on $\mathcal{B}$ is needed. Relative to various representations $\Xi: \mathcal{B} \to \mathcal{B}$ of $\mathcal{B}$, $G$ will look different. In fact, under such a change of reference configuration, $G$ changes to $\Xi^*G$ and $\phi$ changes to $\phi \circ \Xi^{-1}$, so $C$ changes to $\Xi^*C$. The assertion that $\hat{E}$ changes correspondingly is the content of the next concept.

3.4 Definition We say that $\hat{E}$ is materially covariant if there is a function $\hat{E}: \mathcal{G} \times C \to \mathcal{F}$ such that $\hat{E}(\phi) = \hat{E}(G, \phi)$ and $\hat{E}(\Xi^*G, \phi \circ \Xi) = \hat{E}(G, \phi) \circ \Xi$ for every diffeomorphism $\Xi: \mathcal{B} \to \mathcal{B}$.

When these axioms hold, we say that $\hat{E}$ is a tensorial function of $G$ and $C$. Material covariance is essentially equivalent to isotropy of the material. The precise situation is given in Section 5.

The overall situation is indicated in Figure 3.3.2.

Problem 3.1 Define the neo-hookean constitutive function by

$$E(G, C) = \lambda_1^2 + \cdots + \lambda_n^2 - n,$$

where $n = \dim \mathcal{B} = \dim \mathcal{S}$ and $\lambda_1, \ldots, \lambda_n$ are the principal stretches—that is, eigenvalues of $\sqrt{C}$ using the metric $G$. Show that this is a materially covariant energy function satisfying Axioms 1–3.

Next we discuss the role of covariance in thermoelasticity. There are numerous ways of modifying the axioms in Section 3.2 to take into account the extra information covariance gives (see Problems 3.3, 3.4, and 3.5). We shall bypass the Clausius–Duhem inequality and derive all the relations in 2.4 by making reasonable covariance assumptions and assuming balance of energy. As in the covariant approach in Box 3.3, Chapter 2, we focus not on all processes, but rather on all transformations of a given process. Comparing the original and transformed process enables us to cancel out the heat source term $R$ in balance of energy. This was the principal obstacle previously and the reason for the success of the entropy production inequality in 2.4.

If one has obtained the identities $\hat{N} = -\partial \hat{\Psi}/\partial \Theta$ and $P_a^A = \rho_{\text{ref}}(\partial \hat{\Psi}/\partial F^a_A)$ by other means, then the entropy production inequality is equivalent to $\langle Q, \text{GRAD } \Theta \rangle \leq 0$. 


Our axioms involve not only coordinate changes $\xi: \mathcal{S} \to \mathcal{S}$ of space, but also temperature rescalings (i.e., representations of the temperature in various units). This is expressed in terms of the space of monotone increasing diffeomorphisms $r: \mathbb{R}^+ \to \mathbb{R}^+$. For our purposes it is enough to consider linear rescalings.³

3.5 Covariant Constitutive Axioms (Thermoelasticity) Assume $\vec{\Psi}$, $\vec{P}$, $\vec{Q}$, and $\vec{N}$ are given thermoelastic constitutive functions satisfying:

(1) The axiom of locality.

³We could have expressed our axioms in terms of a metric on $\mathcal{S} \times \mathbb{R}^+$ and transformations of the whole space $\mathcal{S} \times \mathbb{R}^+$. This may be important for theories with internal variables, for example, but for thermoelasticity, direct temperature rescalings are easier to understand. The relationship to metrics is as follows: In one dimension a diffeomorphism $r: \mathbb{R}^+ \to \mathbb{R}^+$ can be reconstructed from $r_\ast \delta$, where $\delta$ is the standard metric on $\mathbb{R}$. If we identify metrics with positive functions, then $\delta = 1$ and $r_\ast \delta = (dr/dx)^2$, so $r(x) = \int_0^x \sqrt{r_\ast \delta} \, dx + \text{constant}$. Here $r_\ast \delta$ plays the same role as $\xi_\ast g$. 

![Figure 3.3.2](image)
(2) For a given process \( \phi_t, \Theta_t \), balance of energy\(^4\) holds:

\[
\rho_{\text{Ref}} \frac{\partial E}{\partial t} + \text{DIV} \mathbf{Q} = P : \dot{\mathbf{F}} + \rho_{\text{Ref}} R,
\]

where \( E = \Psi + N \Theta \).

(3) There is a map \( \hat{\Psi} : \mathbb{C} \times \times \Theta \times \Theta \times \mathbb{R}^{+} \rightarrow \mathbb{R} \) such that for any diffeomorphism \( \xi : \mathbb{S} \rightarrow \mathbb{S} \) and any \( r : \mathbb{R}^{+} \rightarrow \mathbb{R}^{+} \),

\[
\hat{\Psi}(\phi, \Theta) = \hat{\Psi}(\hat{\xi} \circ \phi, \xi \circ \Theta, r, \Theta, r)
\]

(4) For curves \( \xi : \mathbb{S} \rightarrow \mathbb{S} \) and \( r(x) \in \mathbb{R}^{+} \), assume that \( \phi_t' = \xi_t \circ \phi_t \) and \( \Theta_t' = r_t \Theta_t \) satisfy balance of energy where we demand the transformation properties in 4.12, Chapter 2, except that \( \Psi \) and \( N \) should transform as scalars, \( \mathbf{Q}_t = r_t \xi_t \mathbf{Q}_t \), and \( (R_t' - \Theta_t' \partial N_t' / \partial t)) = r_t (R_t - \Theta_t \partial N_t / \partial t)) \). (This latter transformation formula accounts for the "apparent heat supply" due to entropy production and is analogous to the transformation formula for body forces in 4.12, Chapter 2, in which there are "apparent body forces" due to the velocity and acceleration of \( \xi_t \).)

3.6 Theorem Under these assumptions, \( \hat{\Psi} \) depends only on the point values of \( C \) and \( \Theta \) and we have

\[
\hat{N} = -\frac{\partial \hat{\Psi}}{\partial \Theta}, \quad S = 2\rho_{\text{Ref}} \frac{\partial \hat{\Psi}}{\partial C} \quad \text{(or equivalently, } P_a^A = \rho_{\text{Ref}} \frac{\partial \hat{\Psi}}{\partial F_a^A})\).
\]

Proof Using the notation of 2.4, balance of energy reads:

\[
\rho_{\text{Ref}} (D_{\hat{\phi}} \hat{\Psi} \cdot \mathbf{V} + D_{\hat{\Theta}} \hat{\Psi} \cdot \dot{\Theta} + \frac{\partial \hat{N}}{\partial t} \Theta + \hat{N} \dot{\Theta}) + \text{DIV} \mathbf{Q} = P : \dot{\mathbf{F}} + \rho_{\text{Ref}} R.
\]

If we write down the corresponding expression for the primed quantities at \( \xi = \) identity, \( \xi = w, r = 1, \dot{r} = u \), and subtract we are led to the identity

\[
\rho_{\text{Ref}} (D_{\hat{\phi}} \hat{\Psi} \cdot w + D_{\hat{\Theta}} \hat{\Psi} \cdot (u \Theta) + \hat{N} \cdot (u \Theta)) = P : \nabla w.
\]

Thus we get the two identities

\[
\rho_{\text{Ref}} (D_{\hat{\phi}} \hat{\Psi} \cdot w) = P : \nabla w \quad \text{(1)}
\]

and

\[
D_{\hat{\Theta}} \hat{\Psi} \cdot (u \Theta) + \hat{N} \cdot (u \Theta) = 0 \quad \text{(2)}
\]

Since \( \nabla w \) and \( u = \dot{r} \) are arbitrary, the identities stated in the Theorem and the dependence on point values now follows by the same argument used to analyze (1) and (2) in the proof of Theorem 2.4. Axiom 3 implies material frame indifference; so, as usual, \( \hat{\Psi} \) depends only on \( C \).

Problem 3.2 (J. Ball) Show that the entropy production inequality for all subregions of \( \mathcal{B} \) follows from that for all of \( \mathcal{B} \) and covariance under all superposed motions \( \xi_t \).

\(^4\) We have written balance of energy in a simplified form in which balance of momentum has been used. Of course one could go back to the primitive form of balance of energy and derive balance of momentum using Box 3.3, Chapter 2.
Problem 3.3 (M. Gurtin) Derive the constitutive identities by assuming an appropriate transformation property of the rate of entropy production

\[ \Gamma = \rho_{\text{Ref}}(N \dot{\Theta} + \Psi) - S : D + \frac{1}{\Theta} \langle Q, \nabla \Theta \rangle. \]

Problem 3.4 Show that preservation of the Clausius–Duhem inequality under superposed motions \( \xi_i(x) \) and temperature rescalings \( r_i(x) \) gives a monotonicity condition on \( Q \). Is this new information?

Box 3.1 The Duhamel–Neumann Hypothesis

The purpose of this box is to prove a decomposition of the rate of deformation tensor, which generalizes the “Duhamel–Neumann hypothesis” (Sokolnikoff [1956], p. 359). This decomposition, often made on an ad hoc basis, has proven to be very useful in the identification of constitutive functions. We shall confine ourselves to thermoelasticity, although more general theories using internal variables can be used as well. We assume the existence of a free energy \( \Psi \), a function of the Cauchy–Green tensor \( C_{AB} \) and the temperature \( \Theta \); that is, i.e. \( \Psi = \Phi(C_{AB}, \Theta) \). We also assume the usual relationship between the second (symmetric) Piola–Kirchhoff stress tensor \( S_{AB} \) and \( \Phi \), derived in this and the previous sections, namely,

\[ S_{AB} = 2\rho_{\text{Ref}} \frac{\partial \Phi}{\partial C_{AB}} \tag{1} \]

Our derivation of the Duhamel–Neumann hypothesis depends on recasting this into an equivalent spatial form, and relating the free energy \( \Phi \) in spatial coordinates and the Kirchhoff stress \( \tau = J\sigma \) (= Jacobian of the deformation \( \times \) Cauchy stress), namely,

\[ \tau = 2\rho_{\text{Ref}} \frac{\partial \Phi}{\partial g} \quad \text{that is,} \quad \tau_{ab} = 2\rho_{\text{Ref}} \frac{\partial \Phi}{\partial g_{ab}} \tag{2} \]

where we take \( \Phi \) to be a function of the spatial metric \( g \), the (left) Cauchy–Green tensor \( c \) and the temperature \( \theta \). We have derived (2) in the first section of this chapter and showed its equivalence to (1). The idea now is to manipulate (2) using the Lie derivative and a Legendre transform. In particular, we recall that the rate of deformation tensor \( d_{ab} = \frac{1}{2}(v_{ai} + v_{bi}) \) is given in terms of the Lie derivative by

\[ d = \frac{1}{2}L_v g, \tag{3} \]

where \( v \) denotes the spatial velocity field of a given motion and \( L_v \) denotes Lie differentiation with respect to \( v \) (see Section 1.6). For a
scalar function $f$ of position and time, $L_v f = f = \frac{\partial f}{\partial t} + v \cdot \nabla f$ is the material derivative. By the chain rule,

$$L_v \frac{\partial \hat{\psi}}{\partial g} = \frac{\partial^2 \hat{\psi}}{\partial g^2} L_v g + \frac{\partial^2 \hat{\psi}}{\partial g \partial c} L_v c + \frac{\partial^2 \hat{\psi}}{\partial g \partial \theta} \dot{\theta}.$$ 

By definition (3) and the simple identity $L_v c = 0$, we get

$$L_v \frac{\partial \hat{\psi}}{\partial g} = 2 \frac{\partial^2 \hat{\psi}}{\partial g^2} d + \frac{\partial^2 \hat{\psi}}{\partial g \partial \theta} \dot{\theta}. \tag{4}$$

Since $\rho_{Ref} = 0$, combining (4) and (3) yields the following:

3.7 Proposition

$$L_v \tau = \rho_{Ref} (a \cdot 2d + m \dot{\theta}), \tag{5}$$

where

$$a = 2 \frac{\partial^2 \hat{\psi}}{\partial g^2} \tag{6}$$

is the tangential mechanical stiffness and

$$m = 2 \frac{\partial^2 \hat{\psi}}{\partial g \partial \theta} \tag{7}$$

are the thermal stress coefficients. Using indices, Equations (5), (6), and (7) read:

$$(L_v \tau)^{ab} = \rho_{Ref} (2a^{abcd} d_{cd} + m^{ab} \dot{\theta}), \tag{5}'$$

$$a^{abcd} = 2 \frac{\partial^2 \hat{\psi}}{\partial g_{ab} \partial g_{cd}}, \tag{6}'$$

and

$$m^{ab} = 2 \frac{\partial^2 \hat{\psi}}{\partial g_{ab} \partial \theta}. \tag{7}'$$

For isothermal deformations we can regard $\theta$ as absent; so (5) reduces to $L_v \tau = \rho_{Ref} a (2d)$, an incremental form of the mechanical constitutive relation.

Now we perform a Legendre transformation to obtain the inverse form of (5). Define the complementary free energy by

$$\chi = \hat{\mathcal{F}}(\tau, c, \theta) = \frac{1}{\rho_{Ref}} \text{tr} (\tau \cdot g) - 2\hat{\psi}(g, c, \theta), \tag{8}$$

We are assuming that the change of variables from $g$ to $\tau$ defined by (2) is invertible.$^6$

---

$^6$This can be justified (locally at least) if we make the usual hypothesis that the material is strongly elliptic; the result then follows from the inverse function theorem. See Chapters 4, 5, and 6 for the necessary background.
In formula (8), \( \text{tr}(\mathbf{t} \cdot \mathbf{g}) = \text{trace}(\tau^{ab} g_{bc}) = \tau^{ab} g_{ab} = \tau : g \), the full contraction of \( \tau \) and \( g \). We then have

\[
\rho_{\text{Ref}} \frac{\partial \mathbf{\tau}}{\partial t} = g + \text{tr} \left( \mathbf{t} \cdot \frac{\partial \mathbf{g}}{\partial \mathbf{\tau}} \right) - 2 \rho_{\text{Ref}} \frac{\partial \mathbf{\omega}}{\partial \mathbf{\tau}} \frac{\partial \mathbf{g}}{\partial \mathbf{\tau}},
\]

that is,

\[
\rho_{\text{Ref}} \frac{\partial \mathbf{\tau}}{\partial t^{ab}} = g_{ab} + \tau^{cd} \frac{\partial g_{cd}}{\partial t^{ab}} - 2 \rho_{\text{Ref}} \frac{\partial \mathbf{\omega}}{\partial g_{cd}} \frac{\partial g_{cd}}{\partial t^{ab}}.
\]

By (2), the last two terms cancel, leaving

\[
g = \rho_{\text{Ref}} \frac{\partial \mathbf{\tau}}{\partial t}.
\]

Operating on (9) with the Lie derivative gives

\[
2 \mathbf{d} = \rho_{\text{Ref}} \frac{\partial^2 \mathbf{\tau}}{\partial t^2} \cdot \mathbf{L}_v \mathbf{\tau} + \rho_{\text{Ref}} \frac{\partial^2 \mathbf{\tau}}{\partial t \partial \theta} \frac{\partial \mathbf{\theta}}{\partial \theta},
\]

by (3) and \( \mathbf{L}_v \mathbf{c} = 0 \). Define the material compliance tensors

\[
r = \frac{\partial^2 \mathbf{\tau}}{\partial t^2} \quad \text{and} \quad s = \frac{\partial^2 \mathbf{\tau}}{\partial t \partial \theta}
\]

so that (10) yields:

3.8 Theorem

\[
2 \mathbf{d} = \rho_{\text{Ref}} (r \cdot \mathbf{L}_v \mathbf{\tau} + s \mathbf{\theta})
\]

In componential form these read

\[
r_{abcd} = \frac{\partial^2 \mathbf{\tau}}{\partial t^{ab} \partial t^{cd}} \quad \text{and} \quad s_{ab} = \frac{\partial^2 \mathbf{\tau}}{\partial t^{ab} \partial \theta},
\]

and

\[
2 d_{ab} = \rho_{\text{Ref}} r_{abcd} (\mathbf{L}_v \mathbf{\tau})^{cd} + \rho_{\text{Ref}} s_{ab} \mathbf{\theta},
\]

where

\[
(\mathbf{L}_v \mathbf{\tau})^{cd} = \frac{\partial t^{cd}}{\partial l} - \tau^{ad} v_{c}^{d} - \tau^{ca} v_{d}^{c},
\]

Equation (12) has the following interpretation:

The total deformation rate = the mechanical rate + the thermal rate. This generalizes the Duhamel-Neumann hypothesis for infinitesimal (linearized) thermoelasticity.

3.9 Remarks

1) Differentiating (9) in \( g \), we have

\[
1 = \rho_{\text{Ref}} \frac{\partial}{\partial \mathbf{g}} \left( \frac{\partial \mathbf{\tau}}{\partial \mathbf{\tau}} \right) = \rho_{\text{Ref}} \frac{\partial^2 \mathbf{\tau}}{\partial t^2} \cdot \frac{\partial \mathbf{\tau}}{\partial \mathbf{\tau}},
\]

where \( 1 \) is the fourth-order Kronecker delta with components \( \delta_{ef} = 1 \) if \((e, f) = (a, b)\) and 0 otherwise. Substituting from (3), (6), and (11), we
get

\[ I = \left( \rho_{\text{Ref}} \frac{\partial^2 \varphi}{\partial t^2} \right) 2 \rho_{\text{Ref}} \frac{\partial^2 \varphi}{\partial g^2} = \left( \rho_{\text{Ref}} \mathbf{a} \right) \cdot \left( \rho_{\text{Ref}} \mathbf{a} \right), \]

that is,

\[ \delta_{ab} = \rho_{\text{Ref}}^{2} \mathbf{f}_{abcd} \mathbf{a}^{cd} \mathbf{a}. \]

In other words, \( \rho_{\text{Ref}} \mathbf{r} \) and \( \rho_{\text{Ref}} \mathbf{a} \) are inverse tensors.

(2) As explained in Box 6.1, Chapter 1, various stress rates in common use can be related to the Lie derivative of tensors associated to \( \mathbf{t} \) or \( \mathbf{a} \). The Lie derivative of \( \mathbf{t} \) (the "Truesdell stress rate", see Box 6.1, Chapter 1) is the most useful for the present context.

**Problem 3.5** Do all this materially.

---

**Box 3.2 Summary of Important Formulas for Section 3.3**

**Internal Energy Under a Change of Spatial Frame**

\[ E(\phi) = \hat{E}(\xi \circ \phi, \xi \circ g), \quad \xi : \mathbb{S} \rightarrow \mathbb{S} \]

**Material Covariance (Change of Reference Frame)**

\[ \hat{E}(\Xi^*G, \phi \circ \Xi) = \hat{E}(G, \phi) \circ \Xi \]

**Covariance**

Covariance of energy balance under superposed motions and temperature recalings implies

\[ \hat{N} = -\frac{\partial \hat{\varphi}}{\partial \Theta} \quad \text{and} \quad \hat{S} = 2\rho_{\text{Ref}} \frac{\partial \hat{\varphi}}{\partial C}. \]

**Kirchhoff Stress**

\( \mathbf{t} = J \mathbf{\sigma} \)

\( \mathbf{t}^{ab} = J \sigma^{ab} \)

**Mechanical Stiffness and Thermal Stress Tensors**

\[ \mathbf{a} = 2 \frac{\partial^2 \varphi}{\partial g^2} \quad \mathbf{m} = 2 \frac{\partial^2 \varphi}{\partial g \partial \theta} \quad \mathbf{a}^{abcd} = 2 \frac{\partial^2 \varphi}{\partial g_{ab} \partial g_{cd}} \quad \mathbf{m}^{ab} = 2 \frac{\partial^2 \varphi}{\partial g_{ab} \partial \theta} \]

**Stress Rate**

\[ L_v \mathbf{t} = \rho_{\text{Ref}} (\mathbf{a} \cdot 2d + m \hat{\theta}) \quad (L_v \mathbf{t})^{ab} = \rho_{\text{Ref}} (2a^{abcd} d_{cd} + m^{ab} \hat{\theta}) \]

**Complementary Free Energy**

\[ \hat{\mathcal{F}}(\mathbf{t}, c, \theta) = \frac{1}{\rho_{\text{Ref}}} \mathbf{t} : \mathbf{g} - 2 \hat{\varphi}(g, c, \theta) \quad \hat{\mathcal{F}} = \frac{1}{\rho_{\text{Ref}}} \mathbf{t}^{ab} g_{ab} - 2 \hat{\varphi} \]

**Compliance Tensors**

\[ \mathbf{r} = \frac{\partial^2 \hat{\mathcal{F}}}{\partial \tau^2}, \quad \mathbf{s} = \frac{\partial^2 \hat{\mathcal{F}}}{\partial \tau \partial \theta} \quad \mathbf{r}^{abcd} = \frac{\partial^2 \hat{\mathcal{F}}}{\partial \tau^{ab} \partial \tau^{cd}}, \quad \mathbf{s}^{ab} = \frac{\partial^2 \hat{\mathcal{F}}}{\partial \tau^{ab} \partial \theta} \]

**Duhamel–Neumann Relation**

\[ 2d = \rho_{\text{Ref}} (\mathbf{r} \cdot L_v \mathbf{t} + s \hat{\theta}) \quad 2d_{ab} = \rho_{\text{Ref}} (r^{abcd} (L_v \mathbf{t})^{cd} + s_{ab} \hat{\theta}) \]
3.4 THE ELASTICITY TENSOR AND THERMOELASTIC SOLIDS

The basic equations of motion for a continuum were derived in Section 2.2:

\[ \rho \frac{\partial \mathbf{V}}{\partial t} + \mathbf{J} \frac{\partial \mathbf{P}}{\partial \mathbf{V}} = \rho \mathbf{F}^{\text{ref}} + \mathbf{P}^{\text{ref}}. \]

If we use the constitutive hypothesis for a thermoelastic material, \( \mathbf{P} \) will be a function \( \hat{\mathbf{P}} \) of \( X, F, \) and \( \Theta \). Then we can compute \( \text{DIV} \hat{\mathbf{P}} \) by the chain rule, as follows:

\[ \text{DIV} \hat{\mathbf{P}} = \frac{\partial \hat{\mathbf{P}}}{\partial F} \cdot \nabla_{\!F} X + \text{DIV}_{\!X} \hat{\mathbf{P}} + \frac{\partial \hat{\mathbf{P}}}{\partial \Theta} \nabla_{\!\Theta} \Theta, \]

where \( \text{DIV}_{\!X} \hat{\mathbf{P}} \) means the divergence of \( \hat{\mathbf{P}} \) holding the variables \( F \) and \( \Theta \) constant. In coordinates, this equation reads as follows:

\[ (\text{DIV} \hat{\mathbf{P}})^{\alpha} = \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}^{\beta}} F^{\beta}_{\!\beta} + \left( \frac{\partial \hat{P}^{\alpha \beta}}{\partial X^{\beta}} + \hat{P}^{\alpha \gamma} \Gamma^{\gamma}_{\beta \alpha} + \hat{P}^{\alpha \gamma} \gamma^{\beta}_{\gamma} F^{\gamma} \right) + \frac{\partial \hat{P}^{\alpha \beta}}{\partial \Theta} \frac{\partial \Theta}{\partial X^{\beta}}. \]

where we have written out \( \text{DIV}_{\!X} \hat{\mathbf{P}} \) explicitly using the formula for the covariant derivative of a two-point tensor from Section 1.4, Chapter 1.7 The covariant derivative of the deformation gradient is

\[ F^{\beta}_{\!\beta} = \frac{\partial^{2} \phi^{\beta}}{\partial X^{\alpha} \partial X^{\beta}} + \frac{\partial \phi^{e}}{\partial X^{\beta}} \frac{\partial \phi^{e}}{\partial X^{\alpha}} - \frac{\partial \phi^{\beta}}{\partial X^{c}} \Gamma^{\alpha}_{\beta \gamma} . \]

Thus the leading term in \( \text{DIV} \hat{\mathbf{P}} \) containing second derivatives of \( \phi \) is

\[ \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}^{\beta}} \frac{\partial^{2} \phi^{\beta}}{\partial X^{\alpha} \partial X^{\beta}} = \frac{1}{2} \left( \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}^{\beta} + \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}^{\beta}} \right) \frac{\partial^{2} \phi^{\beta}}{\partial X^{\alpha} \partial X^{\beta}}. \]

The term \( \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}^{\beta}} \) involved in this calculation is closely related to one of the basic tensors in elasticity theory:

4.1 Definition Let \( \hat{\mathbf{P}} \) be a constitutive function for the first Piola–Kirchhoff stress for thermoelasticity, depending on the point values of \( X, F, \) and \( \Theta \). The (first) elasticity tensor is the two-point tensor \( \mathbf{A} \) defined by

\[ \mathbf{A} = \frac{\partial \hat{\mathbf{P}}}{\partial \mathbf{F}}, \quad \text{that is,} \quad A^{\alpha \beta} = \frac{\partial \hat{P}^{\alpha \beta}}{\partial F^{\beta}_{\!\beta}}. \]

We shall also write \( \mathbf{A}^{\dagger} \) for \( \mathbf{A} \) with its first index lowered — that is, \( A_{\alpha}^{\dagger \beta} \) — and shall write \( \mathbf{A}_{\dagger} \) for \( \mathbf{A} \) symmetrized on its large indices; its components are written as follows:

---

7 Actually there are technical subtleties involved here in understanding this calculation in non-Euclidean spaces. \( \hat{\mathbf{P}} \) is a mapping of vector bundles: \( \hat{\mathbf{P}}: \mathcal{E} \rightarrow \mathcal{F} \), where \( \mathcal{E} \) is the bundle over \( \mathcal{B} \) whose fiber at \( X \in \mathcal{B} \) is the direct sum of the space of linear maps of \( T_{X} \mathcal{B} \) to \( T_{\phi(X)} \mathcal{B} \) and the real numbers (\( \mathbb{R} \)), and \( \mathcal{F} \) is the bundle of two-point tensors over \( \phi \). The fiber derivative \( \partial \hat{\mathbf{P}}/\partial F \) is well defined, but to write \( \text{DIV}_{\!X} \hat{\mathbf{P}} = \text{tr}(\nabla_{\!X} \hat{\mathbf{P}}) \), one has to put a connection on \( \mathcal{E} \) and \( \mathcal{F} \), compute \( \nabla \hat{\mathbf{P}} \), and take its horizontal part. This process is equivalent to the computation given in the text.
\[ A^{a(b)} = \frac{1}{2}(A^{a A} B + A^{a b A}). \]

The tensor \( A^b \) is defined similarly.

**Problem 4.1** Prove that \( A^b = \partial \hat{P}^b / \partial F \), where \( \hat{P}^b \) is the tensor with components \( \hat{P}_a^A \): that is, prove that
\[ A_a^A B = \frac{\partial P_a^A}{\partial F^b B}. \]

To exploit material frame indifference and balance of moment of momentum it is useful to work with the second Piola–Kirchhoff stress tensor. This leads to the following.

**4.3 Definition** Let \( S \) be a constitutive function for the second Piola–Kirchhoff stress depending on \( X, C, \) and \( \Theta \), as in Section 3.2. Then the tensor on the body \( B \) defined by
\[ C = \frac{\partial S}{\partial C} \quad \text{that is,} \quad C^{ABCD} = \frac{\partial S^{AB}}{\partial C^{CD}}, \]
is called the (second) elasticity tensor or the elasticities.

Notice that \( C \) is a fourth-order tensor on \( B \); that is, it is not a two-point tensor. In the previous two sections, we saw that \( S \) and \( \hat{P} \) are related to the free energy \( \hat{\Psi} \) by \( \hat{S}^{AB} = 2 \rho_{\text{Ref}}(\partial \hat{\Psi} / \partial C_{ab}) \) and \( \hat{P}_a^A = \rho_{\text{Ref}}(\partial \hat{\Psi} / \partial F^a_A) \); so we get the following important formula:

**4.4 Proposition**

(a) \[ C^{ABCD} = 2 \rho_{\text{Ref}} \frac{\partial^2 \hat{\Psi}}{\partial C_{AB} \partial C_{CD}}, \]
and so we have the symmetries: \( C^{ABCD} = C^{BACD} = C^{ABDC} = C^{CDAB}. \)

(b) \[ A_a^A B = \rho_{\text{Ref}} \frac{\partial^2 \hat{\Psi}}{\partial F^a_A \partial F^b_B}, \]
so we have the symmetry \( A_a^A B = A_b^A B \).

We can relate \( A \) and \( C \) using the formula \( P = FS \), that is, \( P^{a A} = F^a_B S^{BA} \). The following proposition contains the relevant computations.

**4.5 Proposition** The following formulas hold in general coordinates:

(a) \[ A_a^A B = 2 C^{CADB} F^c_D F^d_E C_{gb} + \hat{S}^{AB} \delta^2_b \]
(b) \[ A_a^A B = 2 C^{CADB} F^c_D F^d_E C_{gb} \delta^2_a + \hat{S}^{AB} \delta^2_{ab} \]

**Proof** The chain rule applied to \( P^{a A} = F^a_B S^{BA} \) gives
\[ \frac{\partial \hat{P}^{a A}}{\partial F^b_B} = \frac{\partial \hat{S}^{CA}}{\partial C_{DE}} \frac{\partial C_{DE}}{\partial F^b_B} + \hat{S}^{CA} \frac{\partial F^c_c}{\partial F^b_B}. \]
From $C_{DE} = F^d_d F^c_c g_{de}$, we have

$$\frac{\partial C_{DE}}{\partial F^b_b} = \delta^b_d F^c_c g_{be} + F^d_d \delta^b_b g_{db}.$$ 

Substituting,

$$\frac{\partial \hat{P}^{ab}}{\partial F^b_b} = C^{CAE} \left( \delta^b_d F^c_c g_{be} + F^d_d \delta^b_b g_{db} \right) F^a_c + \hat{S}^{cA} \delta^b_b \delta^b_c$$

$$= C^{CAEB} F^c_c g_{be} + C^{CAB} F^d_d g_{db} + \hat{S}^{BA} \delta^b_b.$$ 

Using the symmetries $C^{CAE} = C^{CAEB}$ and $S^{AB} = S^{BA}$, (a) follows. Part (b) follows by lowering the first index.

The tensor $A^i$ is not necessarily symmetric in each pair of indices $AB$ and $ab$ separately, but only when both pairs are simultaneously transposed. In three dimensions it is easy to see that the tensors with this symmetry form (pointwise) a space of dimension 45. However the dimension of the space of tensors with the symmetries of the $C$ tensor is only 21. Thus in the second elasticity tensor there is less to keep track of, in principle.

**Problem 4.2** Write out a set of 21 independent components of $C$ explicitly.

Often $\hat{S}$ or $\hat{P}$ are taken as primitive objects and are not necessarily assumed to be derived from a free energy function $\hat{\Psi}$. Notice that even if we don’t assume $\hat{\Psi}$ exists, $C^{ABCD}$ is always symmetric in $AB$ and $CD$ separately and 4.5 holds. From the Poincaré lemma (Box 7.2, Chapter 1) or basic vector calculus, together with the observation that the set of variables $C_{AB}$ is an open convex cone, we see that the symmetry condition $C^{ABCD} = C^{CDAB}$ is equivalent to the existence of a free energy function. Also notice that this symmetry is in turn equivalent to 4.4(b). We summarize:

**4.6 Proposition** If the axiom of entropy production is (temporarily) dropped, the following assertions are equivalent:

(i) There is a function $\hat{\Psi}$ of $X$, $C$, and $\Theta$ such that

$$\hat{S}^{AB} = 2 \rho_{\text{ref}} \frac{\partial \hat{\Psi}}{\partial C_{AB}}.$$ 

(ii) $C^{ABCD} = C^{CDAB}$.

(iii) $A^{AB}_a = A^{BA}_b$.

One sometimes refers to either of these three conditions as defining hyperelasticity. Further discussion of these points occurs in Chapter 5.

**4.7 Notation** In case thermal effects are ignored—that is, if $\Theta$ is omitted—we are in the case of isothermal hyperelasticity. We shall mean this if we just say “elasticity” in the future. In this case the free energy $\hat{\Psi}$ coincides with the internal energy $\hat{E}$ and is sometimes denoted $W$ and is called the stored energy function.
Thus $W$ will be a function of $(X, C)$ and so

$$\dot{\mathbf{p}} = \rho_{\text{Ref}} \mathbf{g} \frac{\partial W}{\partial F}, \quad \dot{\mathbf{S}} = 2 \rho_{\text{Ref}} \frac{\partial W}{\partial C}, \quad \text{etc.}$$

The elasticity tensor $\mathbf{C}$ measures how the stresses $\mathbf{S}$ are changing with the measures of strain $C$. In principle, these are measurable for a given material. However, in general, the fact that $\mathbf{S}$ is a nonlinear function of $C$ makes this problem of identification difficult or impossible in practice. In specific situations, the Duhamel–Neumann hypothesis is sometimes used (see Box 3.1). In the linearized approximation, identification involves measuring 21 numbers—that is, the 21 independent components of $\mathbf{C}$. We shall discuss the process of linearization in Chapter 4.

Now we return to the equations of motion for a thermoelastic material, insert the first elasticity tensor, and formulate the basic boundary value problems. The following notation will be convenient.

4.8 Definition The vector

$$\mathbf{B}_f = \text{DIV}_X \dot{\mathbf{p}}, \quad \text{that is,} \quad B_{fa} = \frac{\partial \dot{p}_{aa}}{\partial X^a} + \dot{p}_{ab} \Gamma^b_{ab} + \dot{p}_{ac} \mathbf{F}^c_A,$$

is called the resultant force due to inhomogeneities. ($\mathbf{B}_f$ is a function of $X, F,$ and $\Theta$.)

The basic equation of motion reads

$$\rho_{\text{Ref}} \dot{\mathbf{V}} = \rho_{\text{Ref}} \mathbf{B} + \text{DIV} \mathbf{P} = \rho_{\text{Ref}} \mathbf{B} + \mathbf{A} \cdot \nabla_X F + \mathbf{B}_f + \frac{\partial \dot{\mathbf{p}}}{\partial \Theta} \cdot \text{GRAD} \Theta.$$

This equation is usually thought of as governing the evolution of the configuration $\phi$ and is coupled to the equation of energy balance that is usually thought of as governing the evolution of $\Theta$. In addition to these evolution equations, some boundary conditions must be imposed. For each of $\phi$ and $\Theta$ there are three types in common use:

4.9 Definition

(I) Boundary conditions for $\phi$:

(a) displacement—$\phi$ is prescribed on $\partial \mathcal{B}$, the boundary of $\mathcal{B}$;
(b) traction—the tractions $\langle P, N \rangle^a = P^{aA} N_A$ are prescribed on $\partial \mathcal{B}$; or
(c) mixed—$\phi$ is prescribed on a part $\partial_d$ of $\partial \mathcal{B}$ and $\langle \dot{\mathbf{p}}, N \rangle$ on part $\partial_\tau$ of $\partial \mathcal{B}$ where $\partial_d \cap \partial_\tau = \emptyset$ and $\partial_d \cup \partial_\tau = \partial \mathcal{B}$.

(II) Boundary conditions for $\Theta$:

(a) prescribed temperature—$\Theta$ is prescribed on $\partial \mathcal{B}$ ($= \text{Dirichlet boundary conditions}$);
(b) prescribed flux—$\langle Q, N \rangle$ is prescribed on $\partial \mathcal{B}$ ($= \text{Neumann boundary conditions}$); or
(c) mixed—$\Theta$ is prescribed on a part $\partial_\mathcal{e}$ of $\partial \mathcal{B}$ and $\langle \dot{\mathbf{Q}}, N \rangle$ on another part $\partial_\mathcal{f}$ of $\partial \mathcal{B}$ where $\partial_\mathcal{e} \cap \partial_\mathcal{f} = \emptyset$, $\partial_\mathcal{e} \cup \partial_\mathcal{f} = \partial \mathcal{B}$. 
Notice that the conditions I(b) and II(b) are, in general, nonlinear boundary conditions because \( \Phi \) and \( \hat{Q} \) are nonlinear functions of \( F \) and \( \Theta \).

Prescribing the traction \( \langle P, N \rangle \) to be constant is an example of dead loading (see Figure 3.4.1). The reason for this is that \( \langle P, N \rangle \) is actually a traction vector that assigns to \( X \in \mathcal{B} \) a vector attached to the new configuration point \( \phi(X, t) = x \). This traction vector is assigned in advance, independent of \( x \). Notice, therefore, that the dead loading boundary condition requires \( \mathcal{S} \) to be, for example, a linear space for it to make sense, since it implicitly identifies vectors at different points.

![Figure 3.4.1](image)

**Problem 4.4** Formulate spatial versions of these boundary conditions.

**4.10 Definition** By the initial boundary value problem for thermoelasticity, we mean the problem of finding \( \phi(X, t) \) and \( \Theta(X, t) \) such that

\[
\begin{align*}
(i) \quad & \rho_{\text{Ref}} \dot{V} = A \cdot \nabla_X F + \rho_{\text{Ref}} B + B_I + (\partial \Phi / \partial \Theta) \cdot \text{GRAD} \Theta, \\
(ii) \quad & \rho_{\text{Ref}} \Theta (\partial N / \partial t) + \text{DIV} \hat{Q} = \rho_{\text{Ref}} R, \\
(iii) \quad & \text{boundary conditions (I) and (II) hold, and} \\
(iv) \quad & \phi, V, \text{ and } \Theta \text{ are given at } t = 0 \text{ (initial conditions)},
\end{align*}
\]

where \( \Phi \) is a given constitutive function depending on \( X, C, \) and \( \Theta \) and \( \hat{N}, \hat{P}, A, \text{ and } B_I \) are given in terms of it as above, where \( B, \rho_{\text{Ref}}, \text{ and } R \) are given and \( \hat{Q} \) is a given function of \( X, C, \Theta, \) and \( \text{GRAD} \Theta \) satisfying \( \langle \hat{Q}, \text{GRAD} \Theta \rangle \leq 0 \).
If the motions are not sufficiently differentiable and shocks can develop, these conditions have to be supplemented by appropriate discontinuity conditions.

Notice that in (ii),

\[
\rho_{\text{Ref}} \frac{\partial \tilde{N}}{\partial t} = \rho_{\text{Ref}} \frac{\partial \tilde{N}}{\partial C} \frac{\partial C}{\partial t} + \rho_{\text{Ref}} \frac{\partial \tilde{N}}{\partial \Theta} \frac{\partial \Theta}{\partial t} = -\rho_{\text{Ref}} \frac{\partial}{\partial C} \frac{\partial \tilde{\Psi}}{\partial C} \cdot 2D - \rho_{\text{Ref}} \frac{\partial^2 \tilde{\Psi}}{\partial \Theta^2} \frac{\partial \Theta}{\partial t}
\]

where \(D\) is the rate of deformation tensor.

4.11 Definition If we omit \(\Theta\), the corresponding equation (ii), the term \((\partial \tilde{P}/\partial \Theta) \cdot \text{GRAD} \Theta\) in (i), and the boundary and initial conditions for \(\Theta\), the resulting problem for determination of \(\phi\) is called the initial boundary value problem for elasticity (or hyperelasticity).

In Chapter 6 we shall study the initial boundary value problem posed here in some detail, as well as the corresponding static problem.

4.12 Definition The boundary value problem for thermoelastostatics consists of finding \(\phi\) and \(\Theta\) as functions of \(X\) alone such that

(i) \(\text{DIV} \tilde{P} + \rho_{\text{Ref}} B = A \cdot \nabla_X F + \rho_{\text{Ref}} B + B_t + (\partial \tilde{P}/\partial \Theta) \cdot \text{GRAD} \Theta = 0\),

(ii) \(\text{DIV} \tilde{Q} = \rho_{\text{Ref}} R\), and

(iii) boundary conditions (I) and (II) hold.

The boundary value problem for elastostatics consists of finding a (regular) deformation \(\phi\) such that (i) holds (with the \(\Theta\) term omitted) and boundary conditions (I) hold.

The static problem is, of course, obtained from the dynamic one by dropping time derivatives. There is a simple basic necessary condition the traction must satisfy in order that the static problem be soluble (assuming, as usual, regularity).

4.13 Proposition The prescribed tractions \(\langle \tilde{P}, N \rangle\) in I(b) on \(\partial \mathfrak{B}\) must satisfy the necessary condition

\[
\int_{\partial \mathfrak{B}} \langle \tilde{P}, N \rangle dA + \int_{\mathfrak{B}} \rho_{\text{Ref}} B dV = 0 \quad \text{(using Euclidean coordinates in } \mathbb{R}^n)\]

if the traction boundary value problem for (thermo-) elastostatics has a (regular) solution. Similarly the prescribed fluxes in II(b) must satisfy

\[
\int_{\partial \mathfrak{B}} \langle \tilde{Q}, N \rangle dA - \int_{\mathfrak{B}} \rho_{\text{Ref}} R dV = 0.
\]

Proof This follows from \(\text{DIV} \tilde{P} + \rho_{\text{Ref}} B = 0\) by integration over \(\mathfrak{B}\) and use of the divergence theorem, etc.
There are more general boundary conditions that are compatible with the principle of virtual work (see Box 3.1, Chapter 2). The interested reader should consult Antman and Osborne [1979].

All of the above can be formulated in terms of the spatial picture and it is sometimes useful to do so. We give some of the key ideas in the following:

4.14 Definition Define the spatial elasticity tensors $a$ and $c$ by these coordinate formulas:

$$ a^{ae'd} = \frac{1}{J} F^c_A F^d_B A^{aA'b} , $$

$$ c^{abcd} = \frac{2}{J} F^a_A F^b_B F^c_F^d_D C^{ABCD} , $$

that is, $a$ and $c$ are push-forwards and Piola transforms of $A$ and $C$ on each large index.

The following relations then follow from the corresponding material results and the Piola identity.

4.15 Proposition The following hold:

(a) $a^{ae'd} = \sigma^{cd} g_{eb} + c^{cde} g_{eb}$, that is, $a^{acbd} = \sigma^{cd} g^{ab} + c^{acbd}$.

(b) $a$ and $c$ have these symmetries:

$$ a^{acbd} = a^{bdac} , $$

$$ c^{abcd} = c^{bacd} = c^{abdc} = c^{cdab} . $$

(c) If $U_{ab}^e$ is a two-point tensor field over $\phi$, then

$$ (A_{ab}^e B_{eb})_{|A} = J (a_{ab}^e u_{eb}^a)_{|A} , $$

where $u_a^b = (F^{-1})^a_b U_a^b$ is the push-forward of $U$.

The tensors $a$ and $c$ play an important role in the theory of linearization (see Chapter 4).

The equations of motion in the spatial picture

$$ \rho a = \text{div} \sigma + \rho b $$

become

$$ \rho a^a = e^{ab}_d B_{db} + (\text{div}_x \sigma)^a + \rho b^c , $$

where $e$ is the tensor given by

$$ e^{ab}_d = \frac{\partial \sigma^{ab}}{\partial F^d_B} $$

and $\text{div}_x$ is the divergence holding $F$ constant. The reader may wish to work out the relationship between $e$ and $a$. The tensor $c$ is not given by $\partial \sigma^{ab}/\partial c_{cd}$, and $\sigma^{ab} \neq 2 \rho (\partial \psi/\partial c_{ab})$. Rather, the correct relations are

$$ c^{abcd} = \frac{\partial \sigma^{ab}}{\partial g_{cd}} \quad \text{and} \quad \sigma^{ab} = 2 \rho \frac{\partial \psi}{\partial g_{ab}} $$

(see Section 3.3).
We conclude this section with a brief remark on incompressible elasticity. Here one imposes the constraint that $\phi$ be volume preserving—that is, $J = 1$. For instance, such a condition is often imposed on rubber. (The Mooney–Rivlin–Ogden constitutive assumption for rubber is given in the next section.) The condition of incompressibility is perhaps best understood in terms of Hamiltonian systems with constraints, and we shall discuss this point of view in Chapter 5. For now we merely remark that this condition introduces a Lagrange multiplier into the equation as follows: we replace

$$\sigma \text{ by } \sigma - pg^1, \quad \text{that is, } \sigma^{ab} \text{ by } \sigma^{ab} - pg^{ab},$$

where $p$ is an unknown function, the pressure, to be determined by the condition of incompressibility. In terms of the first Piola–Kirchhoff tensor $P$, we replace $\hat{P}$ from our constitutive theory by $\hat{P} - JPF^{-1}$, where $P$ is a function of $(X, t)$ to be determined by $J = 1$. We emphasize that in an initial boundary value problem, $P$ becomes an unknown and it depends on $\phi$ in a non-local way, as in fluid mechanics (see Hughes and Marsden [1976] and Ebin and Marsden [1970]).

### Box 4.1 Summary of Important Formulas for Section 3.4

**Elasticity Tensors**

$$A = \frac{\partial \hat{P}}{\partial F}, \quad C = \frac{\partial \mathcal{S}}{\partial \mathcal{C}} \quad A^{ab}_{\ b} = \frac{\partial \hat{P}^a}{\partial F^b}, \quad C^{ABCD} = \frac{\partial \mathcal{S}^{AB}}{\partial \mathcal{C}_{CD}}$$

**Symmetries of Elasticity Tensors**

$C$ is symmetric in its first and second slots, and in its third and fourth slots:

$$C^{ABCD} = C^{BACD} = C^{ABDC}$$

If $\hat{P}, \hat{S}$ are derived from an internal energy function (hyperelasticity):

$$C^{ABCD} = C^{CDAB}, \quad A^{AB}_{\ b} = A^{BA}_{\ b}$$

**Relationship Between $A$ and $C$**

$$A = 2C \cdot F \cdot F \cdot g + \hat{S} \otimes \delta \quad A^{ab}_{\ b} = 2C^{CDAB}F^a_{\ d}F^b_{\ c}g_{cb} + \hat{S}^{AB}\delta_{ab}$$

**Stored Energy Function (for Isothermal Hyperelasticity)**

If $\Theta$ is absent, $\mathcal{E} = \Theta$ is often denoted by $W$; it depends on $X, C$:

$$\hat{P} = \rho_{Ref}g^a \frac{\partial W}{\partial F^a} \quad \hat{P}^{ab} = \rho_{Ref}g^{ab} \frac{\partial W}{\partial F^b}$$

$$\hat{S} = 2\rho_{Ref} \frac{\partial W}{\partial \mathcal{C}} \quad \hat{S}^{AB} = 2\rho_{Ref} \frac{\partial W}{\partial \mathcal{C}_{AB}}$$

**Resultant Force due to Inhomogeneities**

$$B_i = \text{DIV}_X \hat{P} \quad B_i = \frac{\partial \hat{P}^a}{\partial X^a} + \hat{P}^{ab}_A \Gamma^R_{AB} + \hat{P}^{bA}_I \Sigma^a F^c_A$$
Boundary Conditions for $\phi$:

(a) displacement—$\phi$ given on $\partial B$;
(b) traction—$\langle P, N \rangle^{\mu} = P^{\alpha \beta} N_\beta$ given on $\partial B$; or
(c) mixed—$\phi$ given on $\partial_d$, traction on $\partial_r$, where $\partial_d \cap \partial_r = \emptyset$ and $\partial_d \cup \partial_r = \partial B$.

Boundary Conditions for $\Theta$:

(a) temperature—$\Theta$ given on $\partial B$;
(b) flux—$\langle Q, N \rangle = Q^\alpha N_\alpha$ given on $\partial B$; or
(c) mixed—$\Theta$ given on $\partial_\Theta$, $\langle Q, N \rangle$ given on $\partial_f$, where $\partial_\Theta \cap \partial_f = \emptyset$, and $\partial_\Theta \cup \partial_f = \partial B$.

Evolution Equation for $\phi$ for a Thermoelastic Solid (remove $\Theta$ for elasticity)

$$
\rho_{\text{Ref}} \ddot{V} = A \cdot \nabla_x F + \rho_{\text{Ref}} B + B_I
+ \frac{\partial \overline{P}}{\partial \Theta} \cdot \text{GRAD} \Theta
$$

$$
\rho_{\text{Ref}} \frac{\partial^2 \phi^a}{\partial t^2} + \rho_{\text{Ref}} \frac{\partial \phi^b}{\partial t} \frac{\partial \phi^c}{\partial t} \gamma_{bc}^a
= A^{a A}_{b A} \frac{\partial \phi^b}{\partial \Theta} + \rho_{\text{Ref}} B^a + B_I
+ \frac{\partial \overline{P}^{a A}}{\partial \Theta} \frac{\partial \Theta}{\partial X^A}
$$

Evolution Equation for $\Theta$ for a Thermoelastic Solid

$$
- \rho_{\text{Ref}} \frac{\partial^2 \dot{\Theta}}{\partial t^2} - \frac{\partial \dot{S}}{\partial \Theta} \cdot D
- \rho_{\text{Ref}} \frac{\partial^2 \Theta}{\partial t^2} - \frac{\partial \dot{S}^{AB}}{\partial \Theta} \cdot D_{AB}
$$

$$
= \rho_{\text{Ref}} - \text{DIV} \dot{Q}
$$

Initial Boundary Value Problem for Thermoelastodynamics (ignore $\Theta$ for elastodynamics)

Find $\phi(X, t)$, $\Theta(X, t)$ satisfying their respective evolution equations, boundary conditions, and with $\phi$, $\partial \phi / \partial t$ and $\Theta$ given at $t = 0$.

Boundary Value Problem for Thermoelastostatics (ignore $\Theta$ for elastostatics)

Find $\phi(X)$, $\Theta(X)$ such that the right-hand sides of the above evolution equations are zero, and the boundary conditions are satisfied.

Necessary Conditions on the Boundary Data for Thermoelastostatics (ignore $\Theta$ for elastostatics)

If the traction boundary condition for $\phi$ and the flux boundary condition for $\Theta$ are used, then in a Cartesian frame

$$
\int_{\partial B} \langle \hat{P}, N \rangle \, dA + \int_{\partial B} \rho_{\text{Ref}} B \, dV = 0
$$

and

$$
\int_{\partial B} \langle \hat{Q}, N \rangle \, dA - \int_{\partial B} \rho_{\text{Ref}} R \, dV = 0
$$

The Spatial Elasticity Tensors

$$
a = \frac{1}{J} \phi_* A
$$

$$
a^{a c}_{\mu \nu} = \frac{1}{J} F^{a c}_{AB} A^{A \mu \nu}_{B}
$$
3.5 MATERIAL SYMMETRIES AND ISOTROPIC ELASTICITY

In Sections 3.2 and 3.3 we proved that various locality, thermodynamic, or covariance assumptions simplified the functional form of the constitutive functions. In this section we investigate further simplifications when the material has some symmetries. In particular, we are concerned with isotropic materials, and within that class shall give the St. Venant-Kirchhoff and Mooney-Rivlin-Ogden materials as examples. We work primarily with the free energy $\hat{\Phi}$, since the other constitutive functions and the elasticity tensors are derived from it.

5.1 Definition A material symmetry for $\hat{\Phi}$ at a point $X_0 \in \mathcal{B}$ is a linear isometry $\lambda: T_{X_0}\mathcal{B} \rightarrow T_{X_0}\mathcal{B}$ (i.e., $\lambda$ preserves the inner product $G_{X_0}$) such that

$$\hat{\Phi}(X_0, C, \Theta) = \hat{\Phi}(X_0, \lambda^*C, \Theta),$$

where $C$ is an arbitrary symmetric positive-definite 2-tensor at $X_0$ and $\lambda^*C$ is its transformation (pull-back) under $\lambda$. The set of all material symmetries of $\hat{\Phi}$ at $X_0$ is denoted $\mathcal{G}_{X_0}(\hat{\Phi})$ as is called the material symmetry group of $\hat{\Phi}$ at $X_0$. Similarly, $\lambda$ is a material symmetry for $\hat{Q}$ at $X_0$ if

$$\hat{Q}(X_0, \lambda^*C, \Theta, \lambda^*\nabla\Theta) = \lambda^*\hat{Q}(X_0, C, \Theta, \nabla\Theta).$$

($\hat{Q}$ is assumed to be grade $(1,1)$.) The set of such symmetries is denoted $\mathcal{G}_{X_0}(\hat{Q})$. The material symmetries for a thermoelastic material are the simultaneous symmetries for $\hat{\Phi}$ and $\hat{Q}$. For pure elasticity, we look only at the symmetries of the internal energy $\hat{E}$ (i.e., $\hat{W}$). We shall write $\mathcal{G}_{X_0} = \mathcal{G}_{X_0}(\hat{\Phi}) \cap \mathcal{G}_{X_0}(\hat{Q})$ for the material symmetries and understand $\mathcal{G}_{X_0}$ to mean $\mathcal{G}_{X_0}(\hat{E})$ for pure elasticity.

Relative to a coordinate system $\{X^A\}$ on $\mathcal{B}$ we write the components of $\lambda$ as $\lambda^A_B$ so that if $V \in T_{X_0}\mathcal{B}$ has components $V^A$, then $(\lambda \cdot V)^A = \lambda^A_B V^B$. The relationship $\hat{\Phi}(X_0, C, \Theta) = \hat{\Phi}(X_0, \lambda^*C, \Theta)$ in coordinates reads

$$\hat{\Phi}(X_0, C_{AB}, \Theta) = \hat{\Phi}(X_0, C_{CD} \lambda^C_A \lambda^D_B, \Theta).$$
Similarly, the coordinate version for the symmetry condition on $\hat{Q}$ reads

$$\hat{Q}^\varepsilon \left( X_0, C_{\varepsilon D} A^D, \Theta, \Theta | A B, \varepsilon \right) = (\lambda^{-1})^\varepsilon \varepsilon \hat{Q}^\varepsilon (X_0, C_{A B}, \Theta, \Theta | A B).$$

It is easily checked that $\mathcal{G}_{X_0}$ is a group. It is a subgroup of the group $GL(T_{X_0} \mathcal{B})$ of invertible linear transformations of $T_{X_0} \mathcal{B}$ to itself, and in fact a subgroup of $O(T_{X_0} \mathcal{B})$, the orthogonal linear transformations of $T_{X_0} \mathcal{B}$ to itself (orthogonal with respect to the inner product $G_{X_0}$). Furthermore, one can show that $\mathcal{G}_{X_0}$ is a Lie group; that is, it is a smooth manifold and group multiplication and inversion are smooth maps.\(^8\)

5.2 Definition If $\lambda(s)$ is a smooth curve in $\mathcal{G}_{X_0}$ with $\lambda(0) = \text{identity}$, the linear transformation $\xi: T_{X_0} \mathcal{B} \rightarrow T_{X_0} \mathcal{B}$ defined by

$$\xi(V) = \frac{d}{ds} \lambda(s) \cdot V |_{s=0}$$

is called an infinitesimal material symmetry. The collection of all such $\xi$ is called the Lie algebra of $\mathcal{G}_{X_0}$ and is denoted $\mathfrak{g}_{X_0}$. The Lie bracket of $\xi, \eta \in \mathfrak{g}_{X_0}$ is given by

$$[\xi, \eta](V) = \xi(\eta(V)) - \eta(\xi(V)).$$

5.3 Example Let $\mathcal{B} = \mathbb{R}^3$ and let $X_0$ be the origin. Suppose $\mathcal{G}_{X_0}$ consists of rotations about the z-axis. Then $\mathcal{G}_{X_0}$ is one-dimensional, parametrized by the angle of rotation. A curve in $\mathcal{G}_{X_0}$ is

$$\lambda(s) = \begin{pmatrix} \cos s & \sin s & 0 \\ -\sin s & \cos s & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

and the corresponding infinitesimal symmetry is given by

$$\xi(V) = -k \times V \quad (k = (0, 0, 1)).$$

If $\mathcal{G}_{X_0}$ is the full rotation group $O(3)$ and if the infinitesimal generators $\xi$ are identified with the axes $\omega$ about which they are rotations, that is, if

$$\xi(V) = -\omega \times V,$$

then the Lie algebra is identified with $\mathbb{R}^3$ and the Lie bracket with the cross product. (The reader should verify these statements.)\(^1\)

Now we proceed to investigate the consequences of a material symmetry group on the constitutive functions.

5.4 Proposition For $\lambda \in \mathcal{G}_{X_0}(\hat{\Pi})$, we have:

(i) $\hat{N}(X_0, \lambda^* C, \Theta) = \hat{N}(X_0, C, \Theta)$,
(ii) \[ \dot{S}(X_0, \lambda^* C, \theta) = \lambda^* \dot{S}(X_0, C, \theta), \]
and
(iii) \[ C(X_0, \lambda^* C, \theta) = \lambda^* C(X_0, C, \theta). \]

**Proof** This follows by differentiation of the relationship \( \hat{\Psi}(X_0, \lambda^* C, \theta) = \hat{\Phi}(X_0, C, \theta) \) with respect to \( \theta \) and to \( C \), respectively. For instance, differentiation with respect to \( C \) and using \( \dot{S} = 2\rho_{\text{ref}}(\partial \hat{\Psi} / \partial C) \) gives

\[ \dot{S}(X_0, \lambda^* C, \theta) \theta = \dot{S}(X_0, C, \theta), \]

that is,

\[ \dot{S}^{AB}(X_0, \lambda^* C, \theta) \lambda^C \theta^D = \dot{S}^{CD}(X_0, C, \theta). \]

Thus

\[ \dot{S}^{AB}(X_0, \lambda^* C, \theta) = (\lambda^{-1})^A_C (\lambda^{-1})^B_D \dot{S}^{CD}(X_0, C, \theta). \]

This yields (ii) of our proposition. \( \square \)

The infinitesimal versions of 5.4 lead to differential identities that are useful in studying a given symmetry. Some preparatory remarks are needed. Recall that if \( \phi_t \) is a motion and \( t \) a time-independent tensor field, \( (d/dt)\phi_t^* t = \phi_t^* \mathbf{L}_s t \) defines the Lie derivative. If \( \phi_t(X_0) = X_0 \) for all \( t \), then \( v(X_0) = 0 \) and \( \mathbf{L}_s t \) does not involve spatial derivatives of \( t \) and depends only on the first derivative of \( v \). If \( \lambda(s) \) is a curve in \( GL(T_{X_0}(\mathcal{H})) \), and \( t \) is a tensor at \( X_0 \), then \( (d/ds)\lambda(s)^* t|_{s=0} = \mathbf{L}_s t \) is defined; if \( \lambda(s) = T \phi_t(X_0) \), then \( \xi = Dv(X_0) \) and the two concepts agree. Now we are ready to linearize 5.4.

5.5 **Theorem** For each \( \xi \in \mathcal{L}_{X_0} \), the following identities must hold at \( X_0 \):

(i) \[ \dot{S}(X_0, C, \theta) \cdot \mathbf{L}_s C = 0, \]
(ii) \[ \frac{\partial \hat{N}}{\partial C}(X_0, C, \theta) \cdot \mathbf{L}_s C = 0, \]
(iii) \[ C(X_0, C, \theta) \cdot \mathbf{L}_s C = \mathbf{L}_s \dot{S}(X_0, C, \theta) \]
(the contraction in the left-hand side is in the last two slots of \( C \)), and
(iv) \[ \frac{\partial \hat{N}}{\partial C}(X_0, C, \theta, \text{GRAD } \theta) \cdot \mathbf{L}_s C \]
\[ + \frac{\partial \hat{N}}{\partial (\text{GRAD } \theta)}(X_0, C, \theta, \text{GRAD } \theta) \cdot \mathbf{L}_s (\text{GRAD } \theta) \]
\[ = \mathbf{L}_s \hat{N}(X_0, C, \theta, \text{GRAD } \theta). \]

**Proof** Let \( \xi \) be tangent to the curve \( \lambda(s) \in \mathcal{L}_{X_0} \) at \( s = 0 \). Then differentiation of

\[ \hat{\Psi}(X_0, \lambda(s)^* C, \theta) = \hat{\Phi}(X_0, C, \theta) \]

in \( s \) at \( s = 0 \) using the chain rule and the definition of the Lie derivative immediately yields (i). The others are similarly obtained. \( \square \)

We shall not study the general implications of these identities, nor the classification of possible symmetry groups; the interested reader should consult Wang and Truesdell [1973]. Instead, we specialize immediately to the isotropic case.
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5.6 Definition  Let $\mathfrak{B}$ be a simple thermoelastic body in $\mathbb{R}^3$. We say $\mathfrak{B}$ is isotropic at $X_0 \in \mathfrak{B}$ if $\mathcal{E}_{X_0} \supseteq \text{SO}(T_{X_0}\mathfrak{B}) = \text{SO}(3)$, the group of proper orthogonal $3 \times 3$ matrices. A material is isotropic if it is isotropic at every point.

In Section 3.3 we defined $\hat{\Psi}$ to be materially covariant if, for all diffeomorphisms $\Xi: \mathfrak{B} \rightarrow \mathfrak{B}$, we have

$$\Xi^*\{\hat{\Psi}(G, C, \Theta)\} = \hat{\Psi}(\Xi^*G, \Xi^*C, \Xi^*\Theta)$$

(the base points $X$ are suppressed since $C, \Theta$ are now fields, and $G$ is included).

5.7 Proposition  Suppose $\hat{\Psi}$ is materially covariant. Then for each $X_0 \in \mathfrak{B}$,

$$\mathcal{E}_{X_0}(\hat{\Psi}) \supseteq \text{SO}(T_{X_0}\mathfrak{B}).$$

In particular, any materially covariant body in $\mathbb{R}^3$ is isotropic.

Proof  Let $\lambda \in \text{SO}(T_{X_0}\mathfrak{B})$. We claim that there is a diffeomorphism $\Xi: \mathfrak{B} \rightarrow \mathfrak{B}$ such that $\Xi(X_0) = X_0$ and $D\Xi(X_0) = \lambda$. Indeed, we can write $\lambda = \exp(\xi)$ for $\xi$ a skew $3 \times 3$ matrix; find a vector field $V$ on $\mathfrak{B}$ such that $V(X_0) = 0$ and $DV(X_0) = \xi$. We can do this in local coordinates and extend $V$ to be arbitrary outside this neighborhood, say zero near $\partial \mathfrak{B}$. Let $\Xi$, be the flow of $V$ and let $\Xi = \Xi_1$. By uniqueness of solutions to differential equations, $D\Xi_1(X_0) = \exp(t\xi)$, so $\Xi$ has the required properties. At $X_0$, the relation $\Xi^*\{\hat{\Psi}(G, C, \Theta)\} = \hat{\Psi}(\Xi^*G, \Xi^*C, \Xi^*\Theta)$ then reduces to $\hat{\Psi}(X_0, C, \Theta) = \hat{\Psi}(X_0, \lambda^*C, \Theta)$, so $\lambda$ is a material symmetry. $
$
Roughly speaking, this proposition states that if one makes up a free energy function in a fully covariant or "tensorial" manner out of $G, C,$ and $\Theta$, then it necessarily will be isotropic. To describe non-isotropic materials then requires some "non-tensorial" constructions or the introduction of additional variables.

By definition, an isotropic free energy constitutive function $\hat{\Psi}$ is to be a "rotationally invariant" function of the argument $C$. Since $C$ is symmetric, it can be brought to diagonal form by an orthogonal transformation, so $\hat{\Psi}$ is a function only of the eigenvalues of $C$; that is, $\hat{\Psi}$ depends only on the principal stretches. Since the eigenvalues are reasonably complicated functions of $C$, it is sometimes convenient to use the invariants of $C$.

5.8 Definition  The invariants of a symmetric matrix $C$ (in an inner product space) are defined by

$$I_1(C) = \text{tr } C, \quad I_2(C) = \det C \text{ tr } C^{-1} \quad \text{and} \quad I_3(C) = \det C.$$ 

5.9 Proposition  The invariants of $C$ are related to the coefficients in the characteristic polynomial $P(v)$ of $C$ as follows:

$$P(v) = v^3 - I_1(C)v^2 + I_2(C)v - I_3(C).$$

In terms of the (eigenvalues) $v_1, v_2, v_3$, we have

$$I_1(C) = v_1 + v_2 + v_3, \quad I_2(C) = v_1v_2 + v_1v_3 + v_2v_3, \quad \text{and} \quad I_3(C) = v_1v_2v_3.$$
(these are the elementary symmetric functions of \(v_1, v_2, v_3\)). Moreover, the following formula for \(I_2\) holds:

\[
I_2(C) = \frac{1}{2}[\text{tr } C^2 - \text{tr}(C^2)]
\]

This is verified by using an orthonormal basis in which \(C\) is diagonal, noting that \(I_1, I_2, I_3\) are rotationally invariant functions.

Since \(v_1, v_2, v_3\) completely determine the characteristic polynomial and hence the invariants, and vice versa, we obtain the following:

**5.10 Proposition** The following are equivalent:

(a) A scalar function \(f\) of \(C\) is invariant under orthogonal transformations.
(b) \(f\) is a function of the invariants of \(C\).
(c) \(f\) is a symmetric function of the principal stretches.

Thus for isotropic materials we can regard \(\hat{\Psi}\) as a function of \(X, I_1, I_2, I_3,\) and \(\Theta\). Note that the number of arguments in the \(C\) variable is thus reduced from 6 to 3. The invariants are covariant scalar functions of \(C\), so we obtain from 5.7 and 5.10 the following:

**5.11 Corollary** A body is materially covariant if and only if it is isotropic.

Next we compute the second Piola–Kirchhoff stress tensor in terms of this data.

**5.12 Theorem** For isotropic materials, the following constitutive relation holds:

\[
\mathbf{\hat{S}} = \alpha_0 \mathbf{G} + \alpha_1 \mathbf{C} + \alpha_2 \mathbf{C}^2, \quad \text{that is,} \quad \mathbf{\hat{S}}_{AB} = \alpha_0 G_{AB} + \alpha_1 C_{AB} + \alpha_2 C_A^D C_D^B,
\]

where the \(\alpha_i\)'s are scalar functions of \(X\), the invariants of \(C\), and \(\Theta\).

**Proof** We have \(\mathbf{\hat{S}} = 2\rho_{\text{Ref}}(\partial \hat{\Psi}/\partial \mathbf{C})\). By the chain rule,

\[
\frac{\partial \hat{\Psi}}{\partial \mathbf{C}} = \frac{\partial \hat{\Psi}}{\partial I_1} \frac{\partial I_1}{\partial \mathbf{C}} + \frac{\partial \hat{\Psi}}{\partial I_2} \frac{\partial I_2}{\partial \mathbf{C}} + \frac{\partial \hat{\Psi}}{\partial I_3} \frac{\partial I_3}{\partial \mathbf{C}}.
\]

Now \(I_1(C) = C_{AB}G^{AB}\), so \(\partial I_1/\partial \mathbf{C} = G^I\), that is, \(\partial I_1/C_{AB} = G^{AB}\). Next we calculate the derivative of \(I_3\).

**5.13 Lemma**

\[
\frac{\partial I_3}{\partial \mathbf{C}} = (\det \mathbf{C}) \cdot C^{-1}
\]

**Proof** From the definition of the determinant,

\[
\det \mathbf{C} = \epsilon^{BCD} C_{A_1B} C_{A_2C} C_{A_3D},
\]
where $\epsilon_{BCD} = \pm 1$ depending on whether $(B, C, D)$ is an even or odd permutation of $(1, 2, 3)$ and where $(A_1, A_2, A_3)$ is a fixed even permutation of $(1, 2, 3)$. Thus

$$
\frac{\partial}{\partial C_{A,B}} (\det C) = \epsilon_{BCD} C_{A,C} C_{A,D} = \epsilon_{BCD} C_{A,E} C_{A,C} C_{A,D} (C^{-1})^{A:E}
$$

$$
= (\det C) \delta_{E}^{B} C^{A:E} = (\det C) (C^{-1})^{A:B}
$$

The derivative of $I_2$ is given by

$$
\frac{\partial I_2}{\partial C} = \left( \frac{\partial}{\partial C} \det C \right) \text{tr} C^{-1} + \det C \frac{\partial}{\partial C} \text{tr} C^{-1}
$$

$$
= (C^{-1} \det C \text{tr} C^{-1}) - (\det C) \text{tr} \frac{\partial C^{-1}}{\partial C}.
$$

To carry on we need to compute $\partial(C^{-1})/\partial C$:

### 5.14 Lemma

$$
\frac{\partial C^{-1}}{\partial C} \cdot H = -C^{-1} \cdot H \cdot C^{-1},
$$

that is, $\frac{\partial(C^{-1})^{AB}}{\partial C_{CD}} = -(C^{-1})^{AC}(C^{-1})^{DB}$.

**Proof** Differentiate the identity $C \cdot C^{-1} = Id$ in the direction $H$ to get

$$
H \cdot C^{-1} + C \cdot \frac{\partial C^{-1}}{\partial C} \cdot H = 0,
$$

which gives the result.

We now note that

$$
\text{tr} \left( \frac{\partial C^{-1}}{\partial C} \right)^{CD} = -(C^{-1})^{AC}(C^{-1})^{AB},
$$

that is, $\text{tr} \left( \frac{\partial C^{-1}}{\partial C} \right) = -C^{-2}$.

Substitution of these formulas yields:

$$
\dot{S} = 2 \rho_{\text{Ref}} \left[ \frac{\partial \dot{\Phi}}{\partial I_1} G' + \left( \frac{\partial \dot{\Phi}}{\partial I_2} + \frac{\partial \dot{\Phi}}{\partial I_3} I_3 \right) C^{-1} - \frac{\partial \dot{\Phi}}{\partial I_2} I_3 C^{-2} \right].
$$

The Cayley–Hamilton theorem from linear algebra tells us that $C$ satisfies its characteristic equation:

$$
C^3 - I_1(C)C^2 + I_2(C)C - I_3(C) = 0.
$$

Thus

$$
C^{-1} = \frac{1}{I_3(C)} \left\{ C^2 - I_1(C)C + I_2(C) \right\}
$$

and

$$
C^{-2} = \frac{1}{I_3(C)} \left\{ C - I_1(C) + I_2(C)C^{-1} \right\}
$$

$$
= \frac{1}{I_3(C)} \left\{ \frac{I_2(C)}{I_3(C)} C^2 + \left( Id - \frac{I_1(C)I_2(C)}{I_3(C)} \right) C + \left( \frac{I_2(C)}{I_3(C)} - I_1(C) \right) \right\}.
$$

Inserting these expressions into the above formula for $\dot{S}$ yields the desired conclusion.
Recalling that \( B = C^{-1} \), notice that we have also proved the following:

**5.15 Corollary**

\[
\dot{\mathbf{S}} = 2\rho \dot{\mathbf{r}} \left\{ \frac{\partial \dot{\Phi}}{\partial I_1} \mathbf{G}^I + \left( \frac{\partial \dot{\Phi}}{\partial I_2} + \frac{\partial \dot{\Phi}}{\partial I_3} \right) \mathbf{B} - \frac{\partial \dot{\Phi}}{\partial I_2} I_3 \mathbf{B}^2 \right\}
\]

In the spatial picture one can write \( \sigma = \beta_0 \sigma + \beta_1 \mathbf{b} + \beta_2 (\mathbf{b}^2) \), where \( \mathbf{b} \) is the Finger deformation tensor (see Section 1.3).

**5.16 Corollary** For isotropic materials, the (second) elasticity tensor \( C \) has the following component form.

\[
C^{ABCD} = \gamma_1 \cdot \mathbf{G}^{ABGCD} + \gamma_2 \cdot \{ \mathbf{C}^{ABGCD} + \mathbf{G}^{ABCD} \} + \gamma_3 \{ \mathbf{(C^2)^{ABGCD}} + \mathbf{G}^{AB(C^2)CD} \}
+ \gamma_4 \cdot \mathbf{C}^{ABCD} + \gamma_5 \cdot \{ \mathbf{(C^2)^{ABCD}} + \mathbf{C}^{AB(C^2)CD} \} + \gamma_6 \cdot \{ \mathbf{C}^{AB(C^2)CD} + \mathbf{G}^{ABCD} \}
+ \gamma_7 \{ \mathbf{G}^{ACBD} + \mathbf{G}^{BCGAD} \} + \gamma_8 \{ \mathbf{G}^{ACBD} + \mathbf{G}^{BCAD} + \mathbf{G}^{ADCBD} \}
+ \mathbf{G}^{GBCAC} \}
\]

where \( \gamma_1, \ldots, \gamma_8 \) are scalar functions of \( X \), the invariants of \( C \) and, if the material is thermoelastic, \( \Theta \).

**Proof** We differentiate the expression for \( \dot{\mathbf{S}} \) and proceed as in the proof of 5.12. The details, including the verification of the equality of the various coefficients in the expression for \( C \) using symmetry of the second derivatives of \( \dot{\Phi} \), will be left to the reader. (It is straightforward, although tedious.)

Isotropy reduces the number of pointwise independent components in \( \mathbf{S} \) from 6 to 3 and for \( \mathbf{C} \), from 21 to 8.

**Problem 5.1** In plane strain \( \text{dim } \mathfrak{B} = 2 \) and \( \text{dim } \mathfrak{S} = 2 \). How many independent components does \( \mathbf{C} \) have? Compute \( C^{ABCD} \) and \( A^{4AB} \) in terms of \( \dot{\Phi} \). Compare with Knowles and Sternberg [1977], Formula (1.17). (It will be necessary to translate the notation.)

We give, finally, two examples of constitutive relations for purely elastic isotropic materials. The first was proposed by St. Venant and Kirchhoff around 1860.

**5.17 Example** If \( \dot{\mathbf{S}} \) is a linear function of \( \mathbf{E} \) and describes an isotropic material, then it has the form

\[
\dot{\mathbf{S}} = \lambda (\text{tr } \mathbf{E}) \mathbf{G}^I + 2\mu \mathbf{E}^I
\]

for \( \lambda \) and \( \mu \) functions of \( X \). [Warning: This does not lead to linear equations of motion! Fosdick and Serrin [1979] show that \( \dot{\Phi} \) cannot be a linear function of \( \mathbf{F} \) and be materially frame indifferent.] One calls \( \lambda + \frac{2}{3} \mu \) the bulk modulus. The elasticity tensor is, as in our computations above,

\[
C^{ABCD} = \lambda \mathbf{G}^{ABGCD} + \mu (\mathbf{G}^{ACBD} + \mathbf{G}^{ADCBD})
\]

Thus, in 5.15, \( \lambda = \gamma_1, \mu = \gamma_7 \), and the other \( \gamma_i \) are zero.

**Problem 5.2** Find \( W(\mathbf{F}) \) for this example and verify material covariance.
5.18 Example  The previous example is only appropriate in the small strain regime. It is used in the derivation of the von Kármán equations by Ciarlet [1983]. The following example, due to Mooney and Rivlin and Ogden, is often used to model rubber. Again, the material is isotropic. It is convenient to express the stored energy function $W$ as a symmetric function of the principal stretches $\lambda_1, \lambda_2, \lambda_3$ (the eigenvalues of $C^{1/2}$). The form proposed by Ogden [1972] is as follows:

$$W = \sum_{i=1}^{M} a_i (\lambda_1^{2i} + \lambda_2^{2i} + \lambda_3^{2i} - 3) + \sum_{j=1}^{N} b_j (\lambda_2 \lambda_3)^{\beta_j} + (\lambda_3 \lambda_2)^{\beta_j} + (\lambda_1 \lambda_2)^{\beta_j} - 3) + h(\lambda_1 \lambda_2 \lambda_3),$$

where $a_i, b_j$ are positive constants, $\alpha_i \geq 1, \beta_j \geq 1$, and $h$ is a convex function of one variable. The term “3” is a normalization constant such that the first two terms vanish when there is no deformation. The special case when $M = N = 1$, $\alpha_1 = \beta_1 = 2$, and $h = 0$ is called the *Mooney–Rivlin material*; $W$ may then be written

$$W = a_1 (\lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3) + b_1 ((\lambda_2 \lambda_3)^2 + (\lambda_3 \lambda_1)^2 + (\lambda_1 \lambda_2)^2 - 3)$$

where $I_i$ are the principal invariants of $C$. The further special case $W = a_1 (I_1 - 3)$ is called a *neo-Hookean material*.

---

**Box 5.1 Summary of Important Formulas for Section 5.1**

**Material Symmetry at $X_0$**

- $\lambda : T_{X_0} \mathcal{B} \rightarrow T_{X_0} \mathcal{B}$ is orthogonal and
  - (i) $\Psi(X_0, \lambda^* C, \Theta) = \Psi(X_0, C, \Theta)$$
  - (ii) $\hat{Q}(X_0, \lambda^* C, \Theta, \lambda^*(\text{GRAD} \Theta)) = \lambda^* \hat{Q}(X_0, C, \Theta, \text{GRAD} \Theta)$

**Infinitesimal Material Symmetry at $X_0$**

- $\xi = \frac{d}{ds} \lambda_s$
  - $\xi^A_B = \frac{\partial}{\partial s} \lambda^A_B(s)|_{s=0}$

where $\lambda_s$ is a curve of material symmetries at $X_0$, such that $\lambda_0 = \text{Id}$.

**Transformation of $\hat{S}$ under a material symmetry $\lambda$ at $X_0$**

- $\hat{S}(X_0, \lambda^* C, \Theta) = \lambda^* \hat{S}(X_0, \Theta)$$
  - $\hat{S}^{AB}(X_0, \lambda^E C_C E_F \lambda^F_D, \Theta) = (\lambda^{-1})^A_E (\lambda^{-1})^B_F \hat{S}_{EF}(X_0, C_{CD}, \Theta)$
Infinitesimal Symmetry Identities
\[ \hat{S}(X_0, C, \Theta) \cdot \mathbf{e}_\xi C = 0 \]
\[ \hat{S}^{AB}(X_0, C_{CD}, \Theta) \cdot \{ \xi^C_A(X_0)C_{CB} + \xi^C_B(X_0)C_{AC} \} = 0 \]
\[ C(X_0, C, \Theta) \cdot \mathbf{e}_\xi C = \mathbf{e}_\xi \hat{S}(X_0, C, \Theta) C^{ABCD} \cdot (\xi^E_A C_{ED} + \xi^E_B C_{EC}) = -\hat{S}^{E\xi E_A} \xi^E_E - \hat{S}^{A\xi E_B} \xi^E_E \]

Invariants of \( C \)
\[ I_1 = \text{tr} C \]
\[ I_2 = \det C \text{tr} C^{-1} \]
\[ I_3 = \det C \]

Second Piola-Kirchhoff Stress Tensor for an Isotropic Material
\[ S^i = \alpha_0 G + \alpha_1 C + \alpha_2 C^2 \]
\[ S_{AB} = \alpha_0 G_{AB} + \alpha_1 C_{AB} + \alpha_2 C^D D_{DB} \]
where \( \alpha_1, \alpha_2, \alpha_3 \) are scalar functions of \( X \), the invariants of \( C \) and \( \Theta \).
\[ S = 2\rho G^i \left( \frac{\partial \bar{\Psi}}{\partial I_1} G^i + \left( \frac{\partial \bar{\Psi}}{\partial I_2} I_2 + \frac{\partial \bar{\Psi}}{\partial I_3} I_3 \right) B \right) - \frac{\partial \bar{\Psi}}{\partial I_2} I_3 B^2 \]

Elasticity Tensor for Isotropic Materials
\[ C^{ABCD} = \gamma_1 G^{AB} G^{CD} + \gamma_2 \{ C^{AB} G^{CD} + G^{AB} C^{CD} \} + \gamma_3 \{ C^{AE} C^B G^{CD} + \gamma_4 C^{AB} C^{E} C^{D} \} + \gamma_5 \{ C^{AE} C^B C^{CD} + \gamma_6 C^{AB} C^{E} C^{D} \} + \gamma_7 \{ G^{AC} G^{BD} + G^{BC} G^{AD} + G^{AD} G^{BC} \} \]

Stress For St. Venant-Kirchhoff Material
\[ \hat{S} = \lambda (\text{tr} E) G^i + 2\mu E^i \]
\[ S^{AB} = \lambda E^D_D G^{AB} + 2\mu E^{AB} \]
The process of linearization provides a key link between the linear and nonlinear theories of elasticity. After reviewing some differential calculus in Banach spaces in Section 4.1, we linearize the equations of nonlinear elasticity in Section 4.2. The procedure is systematic and applies to nonlinear theories in general. The linear theory can also be developed on a separate footing, as in Gurtin [1972a].

Often, linearization of the equations of continuum mechanics is done in Euclidean coordinates and then, at the end, partial derivatives are replaced by covariant derivatives. This is unsatisfactory. Surprisingly, it is not entirely trivial to give a covariant linearization procedure. One of our first goals is to do so.

Using the implicit function theorem proved in Section 4.1, we shall sketch in Section 4.2 how this can be used to establish local existence and uniqueness theorems in elastostatics. This will be detailed in Chapter 6.

The final section discusses in general terms when linearization is "valid." This will be applied in Section 7-3 to the traction problem in elastostatics; the linearization instabilities here go back to Signorini in the 1930s. It has recently been discovered that linearization instabilities occur rather generally at symmetric solutions of classical field theories. (See, for example, Arms, Marsden, and Moncrief [1981], and references therein.)

4.1 THE IMPLICIT FUNCTION THEOREM

In Box 1.1 of Chapter 3, the Fréchet derivative of a map between Banach spaces is defined and some of the basic properties are discussed. That box should be either reviewed or, if it was omitted, studied at this point.
Let us begin here with the concept of the linearization of a given set of equations written abstractly as

\[ f(x) = 0, \]

where \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) is a given map. If we write \( x = x_0 + v \), where \( x_0 \) is fixed and expand \( f(x_0 + v) \) in a Taylor series, the first two terms are just \( f(x_0) + Df(x_0) \cdot v \).

### 1.1 Definition

Let \( \mathcal{X} \) and \( \mathcal{Y} \) be Banach spaces and let \( \mathcal{U} \subset \mathcal{X} \) be open. Let \( f: \mathcal{U} \rightarrow \mathcal{Y} \) be a \( C^1 \) map and let \( x_0 \in \mathcal{U} \) (not necessarily satisfying \( f(x_0) = 0 \)). The **linearization** of the equations \( f(x) = 0 \) about \( x_0 \) are the equations

\[ L_{x_0}(v) = 0, \]

where

\[ L_{x_0}(v) = f(x_0) + Df(x_0) \cdot v. \]

If \( L_{x_0}(v) = 0 \), then \( x_0 + \epsilon v \) satisfies \( f(x_0 + \epsilon v) = 0 \) to first order in \( \epsilon \). This is not the same as saying that, to first order, \( x_0 + \epsilon v \) is a solution of \( f(x) = 0 \). For example, consider a function that arises in bifurcation theory—see Section 7.1. Let \( f: \mathbb{R}^2 \rightarrow \mathbb{R} \) be defined by \( f(x, \lambda) = x^3 - \lambda x \). The solution set \( f(x, \lambda) = 0 \) is the "pitchfork" consisting of the line \( x = 0 \) and the parabola \( \lambda = x^2 \). Consider the solution \((0, 0)\) and let \( v = (h, k) \). Then since \( \frac{\partial f}{\partial x}(0, 0) = \frac{\partial f}{\partial \lambda}(0, 0) = 0 \) at \((0, 0)\), any \((h, k)\) gives a solution to the linearized equations. However \( \epsilon v \) does not approximate a solution to \( f(x, \lambda) = 0 \) unless \( h = 0 \) or \( k = 0 \). The distinction is important and is discussed in Section 4.4.

A basic result that relates linearized and nonlinear theories is the implicit function theorem. It will be a basic tool in Chapter 6, so we give a complete proof of it here. We begin with the inverse mapping theorem.

### 1.2 Theorem (Inverse Mapping Theorem)

Let \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) be of class \( C^r \) \((r \geq 1)\), \( x_0 \in \mathcal{U} \), and suppose \( Df(x_0) \) is a linear isomorphism. Then \( f \) is a \( C^r \) diffeomorphism of some neighborhood of \( x_0 \) onto some neighborhood of \( f(x_0) \).

It is essential to have Banach spaces in this result rather than more general spaces such as topological vector spaces or Fréchet spaces. The following problem shows the failure of Theorem 1.2 in Fréchet spaces.

**Problem 1.1** (M. McCracken). Let \( \mathcal{H}(\Delta) \) denote the set of all analytic functions on the unit disk with the topology of uniform convergence on compact subsets. Let \( F: \mathcal{H}(\Delta) \rightarrow \mathcal{H}(\Delta) \) be defined by

\[ \sum_{n=0}^{\infty} a_n z^n \mapsto \sum_{n=0}^{\infty} a_n z^n. \]

Show that \( F \) is \( C^\infty \) and

\[ DF\left(\sum_{0}^{\infty} a_n z^n\right) \cdot \left(\sum_{0}^{\infty} b_n z^n\right) = \sum_{0}^{\infty} 2a_n b_n z^n \]

(see Box 1.1, Chapter 3). If \( a_0 = 0 \) and \( a_n = 1/n \) \((n \geq 1)\), then prove that \( DF(\sum_{0}^{\infty} z^n/n) \) is a bounded, linear isomorphism. Since
\[ F\left( z + \frac{z^2}{2} + \cdots + \frac{z^{k-1}}{k-1} - \frac{z^k}{k} + \frac{z^{k+1}}{k+1} + \cdots \right) = F\left( \sum_{n=1}^{\infty} \frac{z^n}{n} \right), \]

deduce that \( F \) is not locally one-to-one. (Consult Schwartz [1967] for more sophisticated versions of the inverse function theorem valid in Fréchet spaces.)

Relevant to the hypotheses of Theorem 1.2 is the open mapping theorem: if \( T : \mathcal{X} \to \mathcal{Y} \) is a bijective and continuous linear mapping, then \( T^{-1} \) is continuous. (For the proof, see Choquet [1969], p. 322), although this theorem is not essential in what follows.

**Proof of Theorem 1.2** We begin by assembling a few standard lemmas;

1.3 **Lemma** Let \( \mathcal{M} \) be a complete metric space with distance function \( d : \mathcal{M} \times \mathcal{M} \to \mathbb{R} \). Let \( F : \mathcal{M} \to \mathcal{M} \) and assume there is a constant \( \lambda \) (\( 0 \leq \lambda < 1 \)) such that for all \( x, y \in \mathcal{M} \),
\[ d(F(x), F(y)) \leq \lambda d(x, y). \]
Then \( F \) has a unique fixed point \( x_0 \in \mathcal{M} \); that is, \( F(x_0) = x_0 \).

This result (1.3) is usually called the contraction mapping principle and is the basis of many important existence theorems in analysis. [The other fundamental fixed-point theorem in analysis is the Schauder fixed-point theorem, which states that a continuous map of a compact convex set (in a Banach space, say) to itself, has a fixed point—not necessarily unique, however.]

The proof of Lemma 1.3 is as follows. Pick \( x_1 \in \mathcal{M} \) and define \( x_n \) inductively by \( x_{n+1} = F(x_n) \). By induction we clearly have
\[ d(x_{n+1}, x_n) \leq \lambda^{n-1} d(F(x_1), x_1) \]
and so
\[ d(x_n, x_{n+k}) \leq \left( \sum_{j=n-1}^{n-1+k} \lambda^j \right) d(F(x_1), x_1). \]
Thus \( x_n \) is a Cauchy sequence. Since \( F \) is obviously uniformly continuous, \( x_0 = \lim_{n \to \infty} x_n = \lim_{n \to \infty} x_{n+1} = \lim_{n \to \infty} F(x_n) = F(x_0) \). Since \( \lambda < 1 \) it follows that \( F \) has at most one fixed point.

1.4 **Lemma** Let \( GL(\mathcal{X}, \mathcal{Y}) \) denote the set of linear isomorphisms from \( \mathcal{X} \) onto \( \mathcal{Y} \). Then \( GL(\mathcal{X}, \mathcal{Y}) \subset \mathcal{B}(\mathcal{X}, \mathcal{Y}) \) is open.

**Proof** Let
\[ ||\alpha|| = \sup_{x \in \mathcal{X}, ||x|| = 1} ||\alpha(x)|| \]
be the norm on \( \mathcal{B}(\mathcal{X}, \mathcal{Y}) \), the space of all bounded operators from \( \mathcal{X} \) to \( \mathcal{Y} \).

We can assume \( \mathcal{X} = \mathcal{Y} \). Indeed if \( \phi_0 \in GL(\mathcal{X}, \mathcal{Y}) \), the map \( \psi \mapsto \phi_0^{-1} \circ \psi \) from \( \mathcal{B}(\mathcal{X}, \mathcal{Y}) \) to \( \mathcal{B}(\mathcal{X}, \mathcal{X}) \) is continuous and \( GL(\mathcal{X}, \mathcal{Y}) \) is the inverse image of \( GL(\mathcal{X}, \mathcal{X}) \).

For \( \phi \in GL(\mathcal{X}, \mathcal{X}) \), we shall prove that any \( \psi \) sufficiently near \( \phi \) is also invertible, which will give the result. More precisely, \( ||\psi - \phi|| < ||\phi^{-1}||^{-1} \)
implies \( \psi \in GL(\mathcal{X}, \mathcal{X}) \). The key is that \( ||\cdot|| \) is an algebra norm. That is, \( ||\beta \circ \alpha|| \)
≤ ||β|| ||α|| for α, β ∈ B(X, X). Since ψ = φ \circ (I - φ^{-1} \circ (φ - ψ)), φ is invertible, and our norm assumption shows that ||φ^{-1} \circ (φ - ψ)|| < 1, it is sufficient to show that I - ξ is invertible whenever ||ξ|| < 1. (I is the identity operator.) Consider the following sequence (called the Neumann series):

\[ \begin{align*}
ξ_0 &= I \\
ξ_1 &= I + ξ \\
ξ_2 &= I + ξ + ξ_0 ξ \\
&\quad \vdots \\
ξ_n &= I + ξ + ξ_0 ξ + \cdots + (ξ_0 ξ_0 \cdots ξ_0).
\end{align*} \]

Using the triangle inequality and the norm inequality ||β \circ α|| ≤ ||β|| ||α||, we can compare this sequence with the sequence of real numbers, 1, 1 + ||ξ||, 1 + ||ξ|| + ||ξ||^2, \ldots, which we know is a Cauchy sequence since ||ξ|| < 1. Because B(X, X) is complete, ξ_n must converge. The limit, say ρ, is the inverse of I - ξ. Indeed (I - ξ)ξ_n = I - (ξ_0 ξ_0 \cdots ξ_0) → I as n → ∞, so the result follows.

1.5 Lemma Let s: GL(X, Y) → GL(Y, X), φ → φ^{-1}. Then s is of class C^∞ and Ds(φ) \cdot ψ = -φ^{-1}φ^{-1}φ^{-1}.

Proof We may assume GL(X, Y) ≠ ∅. If we can show that Ds(φ) \cdot ψ = -φ^{-1}φ^{-1}φ^{-1}, then it will follow from Leibniz' rule that s is of class C^∞. Since ψ → -φ^{-1}φ^{-1} is linear, we must show that

\[ \lim_{ψ → φ} \frac{||ψ^{-1} - (φ^{-1}φ^{-1} + φ^{-1}φ^{-1})||}{||ψ - φ||} = 0. \]

Note that

\[ ψ^{-1} - (φ^{-1} - φ^{-1}φ^{-1} + φ^{-1}φ^{-1}) = ψ^{-1} - 2φ^{-1} + φ^{-1}φ^{-1} = ψ^{-1}(ψ - φ)φ^{-1}(ψ - φ)φ^{-1}. \]

Again, using ||β \circ α|| ≤ ||α|| ||β|| for α ∈ B(X, Y) and β ∈ B(Y, Z),

\[ ||ψ^{-1} - (φ^{-1}φ^{-1})||(ψ - φ)φ^{-1}|| ≤ ||ψ^{-1}|| ||ψ - φ|| ||φ^{-1}||^2. \]

With this inequality, the preceding limit is clearly zero.

To prove Theorem 1.2 it is useful to note that it is enough to prove it under the simplifying assumptions that x_0 = 0, f(x_0) = 0, X = Y, and Df(0) is the identity. (Indeed, replace f by h(x) = Df(x_0)^{−1} \circ [f(x + x_0) - f(x_0)].)

Now let g(x) = x - f(x) so Dg(0) = 0. Choose r > 0 such that ||x|| ≤ r implies ||Dg(x)|| ≤ \frac{1}{2}, which is possible by continuity of Dg. Thus by the mean value inequality, ||x|| ≤ r implies ||g(x)|| ≤ r/2. Let B_r(0) = \{x ∈ X ||x|| ≤ r\} the closed ball of radius r. For y ∈ B_r(2)(0), let g_ε(x) = y + x - f(x). By the mean value inequality, if

\[ y ∈ B_{r/2}(0) \quad \text{and} \quad x_1, x_2 ∈ B_r(0), \]

For y ∈ B_{r/2}(0), let g_ε(x) = y + x - f(x). By the mean value inequality, if...
then

(a) \( \| g_r(x) \| \leq \| y \| + \| g(x) \| \leq r \) and
(b) \( \| g_r(x_1) - g_r(x_2) \| \leq \frac{1}{2} \| x_1 - x_2 \| \).

Thus by Lemma 1.3, \( g_r(x) \) has a unique fixed point \( x \) in \( B_r(0) \). This point \( x \) is the unique solution of \( f(x) = y \). Thus \( f \) has an inverse

\[
 f^{-1}: \mathcal{U}_0 = B_{r/2}(0) \rightarrow \mathcal{U}_0 = f^{-1}(B_{r/2}(0)) \subset B_r(0).
\]

From (b) above, \( \| f^{-1}(y_1) - f^{-1}(y_2) \| \leq 2 \| y_1 - y_2 \| \), so \( f^{-1} \) is continuous.

From Lemma 1.4 we can choose \( r \) small enough so that \( Df(x)^{-1} \) will exist for \( x \in B_r(0) \). Moreover, by continuity, \( \| Df(x)^{-1} \| \leq M \) for some \( M \) and all \( x \in B_r(0) \) can be assumed as well. If \( y_1, y_2 \in B_{r/2}(0) \), \( x_1 = f^{-1}(y_1) \), and \( x_2 = f^{-1}(y_2) \), then

\[
\| f^{-1}(y_1) - f^{-1}(y_2) - Df(x_2)^{-1}(y_1 - y_2) \|
= \| x_1 - x_2 - Df(x_2)^{-1}[f(x_1) - f(x_2)] \|
= \| Df(x_2)^{-1}[Df(x_2) \cdot (x_1 - x_2) - f(x_1) - f(x_2)] \|
\leq M \| f(x_1) - f(x_2) - Df(x_2)(x_1 - x_2) \|.
\]

This, together with (b) above, shows that \( f^{-1} \) is differentiable with derivative \( Df(x)^{-1} \) at \( f(x) \). By continuity of inversion (Lemma 1.5) we see that \( f^{-1} \) is \( C^1 \). Also from Lemma 1.5 and \( Df^{-1}(y) = [Df(f^{-1}(y))]^{-1} \), we see that if \( f \) is \( C^2 \), then \( Df^{-1} \) is \( C^1 \) so \( f^{-1} \) is \( C^2 \). The general case follows by induction.

In the study of manifolds and submanifolds, the argument used in the following is of central importance.

1.6 Theorem (Implicit Function Theorem) Let \( \mathcal{U} \subset \mathcal{X}, \mathcal{V} \subset \mathcal{Y} \) be open and \( f: \mathcal{X} \times \mathcal{U} \rightarrow \mathcal{Z} \) be \( C^r \) (\( r \geq 1 \)). Given \( x_0 \in \mathcal{X} \), and \( y_0 \in \mathcal{V} \), assume \( D_2 f(x_0, y_0): \mathcal{Y} \rightarrow \mathcal{Z} \) is an isomorphism. Then there are neighborhoods \( \mathcal{U}_0 \) of \( x_0 \), \( \mathcal{V}_0 \) of \( y_0 \) and \( \mathcal{W}_0 \) of \( f(x_0, y_0) \) and a unique \( C^r \) map \( g: \mathcal{U}_0 \times \mathcal{W}_0 \rightarrow \mathcal{V}_0 \) such that for all \( (x, w) \in \mathcal{U}_0 \times \mathcal{W}_0 \),

\[
f(x, g(x, w)) = w.
\]

Proof Consider the map \( \Phi: \mathcal{U} \times \mathcal{V} \rightarrow \mathcal{X} \times \mathcal{Z}, (x, y) \mapsto (x, f(x, y)) \). Then \( D\Phi(x_0, y_0) \) is given by

\[
D\Phi(x_0, y_0)^* (x_1, y_1) = \begin{pmatrix} I \\ D_1 f(x_0, y_0) & D_2 f(x_0, y_0) \end{pmatrix} (x_1),
\]

which is easily seen to be an isomorphism of \( \mathcal{X} \times \mathcal{Y} \) with \( \mathcal{X} \times \mathcal{Z} \). Thus \( \Phi \) has a unique \( C^r \) local inverse, say \( \Phi^{-1}: \mathcal{U}_0 \times \mathcal{W}_0 \rightarrow \mathcal{U}_0 \times \mathcal{V}_0, (x, w) \mapsto (x, g(x, w)) \). The \( g \) so defined is the desired map.

In particular, setting \( w = 0 \), this theorem implies that \( f(x, y) = 0 \) is solvable for \( y \) as a function of \( x \) if \( D_2 f(x_0, y_0) \) is an isomorphism.
If $\mathcal{X}$ is a Banach space and $\mathcal{X}_1 \subset \mathcal{X}$ is a closed subspace, then $\mathcal{X}_1$ is said to split or be complemented when there is a closed subspace $\mathcal{X}_2$ such that $\mathcal{X} = \mathcal{X}_1 \oplus \mathcal{X}_2$. If $\mathcal{X}$ is a Hilbert space, we can choose $\mathcal{X}_2 = \mathcal{X}^\perp$. We shall see in Chapter 6 that such decompositions of $\mathcal{X}$ are naturally associated with elliptic operators.

1.7 Corollary Let $\mathcal{U} \subset \mathcal{X}$ be open and $f: \mathcal{U} \to \mathcal{Y}$ be $C^r$ $(r \geq 1)$. Suppose $Df(x_0)$ is surjective and ker $Df(x_0)$ is complemented. Then $f(\mathcal{U})$ contains a neighborhood of $f(x_0)$.

Proof Let $\mathcal{X}_1 = \ker Df(x_0)$ and $\mathcal{X} = \mathcal{X}_1 \oplus \mathcal{X}_2$. Then $D_2 f(x_0): \mathcal{X}_2 \to \mathcal{Y}$ is an isomorphism. Thus the hypotheses of Theorem 1.6 are satisfied and so $f(\mathcal{U})$ contains $\mathcal{W}_0$ provided by that theorem.

We conclude with an example of the use of the implicit function theorem to prove an existence theorem for differential equations. For this and related examples we choose the spaces to be infinite dimensional. In fact, $\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \ldots$ will usually be spaces of functions and the map $f$ will often be a nonlinear differential operator.

1.8 Example Let $\mathcal{X} = \text{all } C^1 \text{ functions } f: [0, 1] \to \mathbb{R}$ with the norm

$$\|f\|_1 = \sup_{x \in [0, 1]} |f(x)| + \sup_{x \in [0, 1]} \left| \frac{df(x)}{dx} \right|$$

and $\mathcal{Y} = \text{all } C^0 \text{ functions with } \|f\|_0 = \sup_{x \in [0, 1]} |f(x)|$. These are Banach spaces. Let $F: \mathcal{X} \to \mathcal{Y}$, $F(f) = df/dx + f^3$. It is easy to check (see Box 1.1, Chapter 3) that $F$ is $C^\infty$ and $DF(0) = d/dx: \mathcal{X} \to \mathcal{Y}$. Clearly $DF(0)$ is surjective (by the fundamental theorem of calculus). Also, ker $DF(0) = \mathcal{X}_1 = \text{all constant functions}$. This is complemented because it is finite dimensional; explicitly, a complement consists of functions with zero integral. Thus Corollary 1.7 yields the following statement:

There is an $\epsilon > 0$ such that if $g$ is any continuous function, $g: [0, 1] \to \mathbb{R}$, $|g(x)| < \epsilon$, there is a $C^1$ function $f: [0, 1] \to \mathbb{R}$ such that

$$\frac{df}{dx} + f^3(x) = g(x).$$

The $\omega$-lemma discussed in Box 1.1, Chapter 3 shows how to differentiate the basic operators that occur in nonlinear elasticity. This is sufficient for this chapter if one is willing to stick to Euclidean coordinates and then "handwave" while passing to general coordinates. In order to deal with linearization covariantly the following set-up is useful:

---

1Actually, the hypothesis that ker $Df(x_0)$ split is not needed for the validity of 1.7. The idea is to work with the quotient space $\mathcal{X}/\ker Df(x_0)$ on which $Df(x_0)$ induces an isomorphism. See Lushternik and Sobolev [1974], §8.8, and Luenberger [1969], §9.2.

2What follows is optional; those skipping it should restrict the results of the next section to Euclidean coordinates.
1.9 Notation and Definition  Suppose $\mathcal{E}$ is a manifold, possibly infinite dimensional. Let $\pi: \mathcal{E} \rightarrow \mathcal{E}$ be a vector bundle over $\mathcal{E}$ and let $f: \mathcal{E} \rightarrow \mathcal{E}$ be a section of this bundle. Assume that $\mathcal{E}$ has a connection so that the covariant derivative of $f$ at each point $\phi \in \mathcal{E}$, 

$$
\nabla f(\phi): T_{\phi} \mathcal{E} \rightarrow \mathcal{E} = \pi^{-1}(\phi),
$$

is defined. If $\alpha_t$ denotes parallel translation of elements of $\mathcal{E}_{\pi(t)}$ to $\mathcal{E}_{\phi}$ along a curve $\phi(t)$ tangent to $V$ at $\phi$, then 

$$
\nabla_V f(\phi) = \nabla f(\phi) \cdot V = \frac{d}{dt} \alpha_t \cdot f(\phi_t) \big|_{t=0}
$$

just as in Riemannian geometry (see Section 1.4).

The linearization of the equations $f(\phi) = 0$ at a point $\phi_0 \in \mathcal{E}$ are the equations 

$$
L_{\phi_0}(V) = 0,
$$

where $L_{\phi_0}(V) = f(\phi_0) + \nabla f(\phi_0) \cdot V$ and $V \in T_{\phi_0} \mathcal{E}$.

[If $f(\phi_0) = 0$, then $\nabla f(\phi_0)$ is independent of the connection and equals $Df(\phi_0)$ in charts.]

In elasticity, $\mathcal{E}_\phi$ will be chosen to be a space of tensors or two-point tensors over the configuration $\phi$, and parallel translation of them will be defined by pointwise parallel translation defined in Section 1.4.

---

**Box 1.1  Summary of Important Formulas for Section 4.1**

**Linearization**

If $f$ is a mapping between linear spaces, the linearization of $f(x) = 0$ at $x_0$ is $L_{x_0}(u) = 0$, where $L_{x_0}(u) = f(x_0) + Df(x_0) \cdot u$. If $f$ is a mapping from a manifold to a vector bundle, replace $Df(x_0)$ by a covariant derivative.

**Inverse Mapping Theorem**

If $f(x)$ is $C^1$ and $Df(x_0)$ is an isomorphism, $f(x) = y$ is locally uniquely solvable for $x$ near $x_0$ as a $C^1$ function of $y$ near $y_0 = f(x_0)$.

**Implicit Function Theorem**

If $f(x, y)$ is $C^1$, $f(x_0, y_0) = 0$ and $D_2f(x_0, y_0)$ is an isomorphism, then $f(x, y) = 0$ is solvable for $y$ as a $C^1$ function of $x$ near $(x_0, y_0)$.

---

### 4.2 LINEARIZATION OF NONLINEAR ELASTICITY

We now apply the ideas of the previous section to the equations of nonlinear elasticity. We shall use the set-up of 1.9 (or that of 1.1 if you wish to restrict to Euclidean structures at first).
2.1 Notation Let $\mathcal{E}$ denote the set of all regular $C^k$ configurations $\phi: \mathcal{B} \rightarrow \mathcal{S}$ (impose boundary conditions of place if there are any). If there are no displacement boundary conditions and if $\mathcal{S} = \mathbb{R}^n$, then we can use the Euclidean structure to regard $\mathcal{E}$ as an open set in the Banach space $\mathcal{X}$ of all $C^k$ maps of $\mathcal{B}$ to $\mathbb{R}^n$. Even for general $\mathcal{S}$, one can show that $\mathcal{E}$ is a $C^\infty$ infinite-dimensional manifold. (See Palais [1968], Ebin and Marsden [1970], and references therein.) A tangent vector to $\mathcal{E}$ at $\phi \in \mathcal{E}$ is the tangent to a curve $\phi_t \in \mathcal{E}$ with $\phi_0 = \phi$—that is, to a motion. Thus, from Section 1.2, (see also Box 4.2, Chapter 2) a tangent vector to $\mathcal{E}$ at $\phi$ is a vector field $U$ covering $\phi$, zero on any portion of the boundary where displacement boundary conditions are imposed (see Figure 4.2.1). Sometimes $U$ is spoken of as an infinitesimal deformation imposed on the finite deformation $\phi$, or as a variation of the configuration and one writes $U = \delta \phi$.

We shall build up the linearized equations in several steps. First, consider the association $\phi \mapsto F = T\phi$. Here we let $\mathcal{E}$ be the vector bundle over $\mathcal{E}$ whose fiber at $\phi$ consists of all $C^{k-1}$ maps $F: T\mathcal{B} \rightarrow T\mathcal{S}$ that cover $\phi$. Thus $\mathcal{E}$ is the space of sections of the bundle $T\mathcal{B} \otimes T^*\mathcal{S}$. There is a natural notion of parallel translation on $\phi$ obtained by pointwise parallel translation of two-point tensors $F$ over curves in $\mathcal{S}$—see 4.28 of Chapter 1. (In Euclidean space this operation is just ordinary translation.)

2.2 Proposition The linearization of the map $f: \phi \mapsto F = T\phi$ at $\phi$ is given by

$$L(\phi, U) = \hat{F} + \nabla U,$$

where $\hat{F} = T\phi$. In coordinates,

$$(\nabla U)^a_A = U^a_{\mid A} = \gamma^a_{bc} U^b F^c_A + \frac{\partial U^a}{\partial X^a},$$

which is the covariant derivative of $U$. 
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Proof By definition,
\[ L(\phi, U) = \dot{\phi} + \frac{d}{dt} \alpha_t \cdot F_t |_{t=0} \]
where \( \phi_0 = \dot{\phi}, \alpha_t \) denotes parallel translation, \( F_t = T\phi_t \), and \( \phi_t \) is tangent to \( U \) at \( t = 0 \). At \( X \in S \), \( \alpha_t \cdot F_t(X) \) is, by definition of \( \alpha_t \), the parallel transport in \( S \) of \( F_t(X) \) from \( \phi_t(X) \), along the curve \( t \mapsto \phi_t(X) \), to \( \phi_0(X) \), that is, for \( W \in T_x S \), \( (\alpha_t \cdot F_t)(X) \cdot W \) is the parallel transport in \( S \) of the vectors \( F_t(X) \cdot W \in T_{\phi_t(x)} S \) along the curve \( c(t) = \phi_t(X) \in S \). In coordinate charts we use the formula
\[ \frac{d}{dt} \alpha_t \cdot F_t |_{t=0} = \gamma^a_{cb} U^c \]
from Section 1.4. See Figure 4.2.2. Thus
\[ \frac{d}{dt} (\alpha_t \cdot F_t) |_{t=0} = \gamma^a_{cb} U^c \hat{F}^b A + \left( \frac{\partial \phi^a}{\partial X^A} \right) |_{t=0} \]
\[ = \gamma^a_{cb} U^c \hat{F}^b A + \frac{\partial U^a}{\partial X^A} = U^a |_{A}. \]

Figure 4.2.2

2.3 Proposition The linearized equations at \( \dot{\phi} \) for the map \( \phi \mapsto J = \text{Jacobian of } \phi \) are
\[ L(\phi, V) = \dot{J} + J[\text{div } v] \circ \phi, \]
where \( \dot{J} \) is the Jacobian of \( \dot{\phi} \) and \( v = V \circ \phi^{-1} \).

Proof Since the scalars over maps form a linear space, the definition gives
\[ L(\phi, V) = \dot{J} + \frac{d}{dt} J(\phi_t) |_{t=0}, \]
where \( V \) is tangent to \( \phi_t \) at \( t = 0 \). From 5.4, Chapter 1, this is \( \dot{J} + J[\text{div } v] \circ \phi \), where \( v \) is the corresponding spatial velocity.
2.4 Theorem Let $\mathcal{C}$ denote the space of all $C^k$ regular configurations $\phi: \mathcal{S} \to \mathcal{S}$, let $\mathfrak{S}$ denote the bundle of $C^{k-1}$ two-point tensors $F$ over $\mathcal{C}$ as above, and let $\hat{P}$ map two-point tensors $F$ pointwise to two-point tensors $\hat{P}(F)$ (perhaps of a different rank) and be $C^r$ ($r \geq k$). Let $\mathfrak{T}$ denote a bundle of $C^{k-1}$ two-point tensor fields over $\mathcal{C}$ containing the range of $\hat{P}$ and let

$$f: \mathcal{C} \to \mathfrak{T}, \quad \phi \mapsto \hat{P}(\phi)$$

(where $F = T\phi$).

Then $f$ is $C^r$ and the linearized equations of $f(\phi) = 0$ at $\phi$ are

$$L(\hat{\phi}, V) = \hat{P} + \frac{\partial \hat{P}}{\partial F} \cdot \nabla V,$$

where $\hat{P} = \hat{P}(\hat{\phi})$, and so on.

This theorem is a covariant reformulation of the $\omega$-lemma given in Box 1.1, Chapter 3. It is proved by combining the argument given there with that for the linearization of the map $f: \phi \mapsto T\phi = F$ given above; we omit the details.

We now apply this result when $\hat{P}$ is the first Piola–Kirchhoff stress tensor (with a given constitutive dependence on $F$ assumed). Then we get

$$L(\hat{\phi}, V) = \hat{P} + \hat{A} \cdot \nabla V,$$

where, from Section 3.3,

$$\hat{A} = \frac{\partial \hat{P}}{\partial F}$$

that is, $\hat{A}^{ab}_{\ \ b} = \frac{\partial \hat{P}^{ab}}{\partial F^{\ b}_{\ b}}(\hat{F})$

is the elasticity tensor evaluated at $\hat{\phi}$. Also note that

$$(\hat{A} \cdot \nabla V)^{ab} = \hat{A}^{ab} B^b_{\ |B}.$$

2.5 Example The nonlinear equations of elastostatics are

$$\text{DIV } \hat{P} + \rho_{\text{Ref}} B = 0.$$

The corresponding equations linearized at a configuration $\hat{\phi}$ with $B$ given $^3$ are

$$\text{DIV } \hat{P} + \rho_{\text{Ref}} \hat{B} + \text{DIV}(\hat{A} \cdot \nabla V) = 0,$$

that is, $\text{DIV}[\hat{P} + (\hat{S} \otimes \delta + 2\hat{C} \cdot \hat{F} \cdot \hat{F} \cdot \hat{g} \cdot \nabla V) + \rho_{\text{Ref}} \hat{B} = 0]$.

From the Piola identity, $\text{DIV}(\hat{A} \cdot \nabla V) = \hat{J} \text{div}(\hat{A} \cdot \nabla V) \circ \hat{\phi}$, so the linearized equations may be written in spatial coordinates as

---

$^3$Strictly speaking, $B$ "given" requires $\mathcal{S}$ to be a linear space to make sense, and similarly for "prescribed" tractions $\tau$ on $\partial B$. Given $B$ or $\tau$ as functions of $X$ is usually called dead loading (see Section 3.3). If $b = B \circ \phi$ is regarded as given, then the extra term $\nabla b \cdot V$ must be added to the linearized equations.
\[ \dot{\rho} \dot{b} + \text{div}(\dot{\sigma} + \dot{a} \cdot \nabla v) = 0, \]
that is,
\[ \dot{\rho} \dot{b} + \text{div}(\dot{\sigma} + [\dot{\sigma} \otimes \dot{\delta} + \dot{c} \cdot \dot{g}] \cdot \nabla v) = 0. \]

(The componential forms of \( A \) and \( a \) are given in Box 4.1 of Chapter 3.) If \( \phi \) is a stress-free state, that is, \( \sigma = 0 \), then these reduce to the equations of classical linear elastostatics:
\[ \rho b + \text{div}(c \cdot \nabla e) = 0, \]
that is,
\[ \rho b + (c_{\alpha \beta} e_{\alpha \beta}) = 0, \]
where \( e_{\alpha \beta} = \frac{1}{2} (e_{\alpha \beta} + e_{\beta \alpha}) = \frac{1}{2} \epsilon_{ij}, \) in view of the symmetries of \( c. \)

**Problem 2.1** Show that the linearization of the symmetry \( F_a^b P_b^d = F_a^d P_b^b \) (balance of moment of momentum) gives symmetry of \( J[\dot{\sigma} \cdot \nabla v + \dot{a} \cdot \nabla v] \).

If we consider the space of motions in place of the space of configurations, we can derive in the same way the linearization of the equations of motion.

**2.6 Theorem** The linearization of the equations of motion
\[ \rho_{\text{Ref}} A = \text{DIV } P + \rho_{\text{Ref}} B \]
at a motion \( \dot{\phi} \), are
\[ \rho_{\text{Ref}} (\dot{A} + \dot{U} - \dot{B}) = \text{DIV} (\dot{P} + \dot{A} \cdot \nabla U), \]
where \( U \) is a vector field over the motion \( \dot{\phi} \).

In spatial coordinates, these read
\[ \rho (\dot{a} + \dot{u} - \dot{b}) = \text{div}(\dot{\sigma} + \dot{a} \cdot \nabla U). \]

The terms \( -\rho_{\text{Ref}} \dot{A} + \rho_{\text{Ref}} \dot{B} + \text{DIV} \dot{P} \), which measure how close \( \dot{\phi} \) is to an actual solution, are called the *out-of-balance forces*. They arise naturally whenever a nonlinear problem is solved by iteration on a linearized problem.

The boundary conditions can be linearized by following the same procedures. We can state the results as follows:

**2.7 Proposition** The linearization of the boundary condition of place, namely, \( \phi = \phi_d \) given on \( \partial \mathfrak{B} \) at a configuration \( \dot{\phi} \), is
\[ L(\dot{\phi}, U) = \dot{\phi} - \phi_d + U = 0 \text{ on } \partial \mathfrak{B}. \]
(For this to make sense, we assume \( \mathfrak{S} = \mathbb{R}^n \).)

The linearization of the boundary condition of traction, namely, \( \langle P, N \rangle = T \) given on \( \partial \mathfrak{B} \), is
\[ \langle \dot{A} \cdot \nabla U, N \rangle = T - \langle \dot{P}, N \rangle \text{ on } \partial \mathfrak{B}. \]
Here, as usual, \( U \) is a vector field over \( \dot{\phi} \).
Similarly, the linearization of the initial conditions \( (\phi_0 = d \text{ given and } V_0 = V \text{ given}) \) yields the conditions

\[
\dot{\phi}_0 - d + U_0 = 0 \quad \text{and} \quad \dot{V}_0 - V + \dot{U}_0 = 0.
\]

The process of linearization is subject to a number of variations. For example, suppose we consider the loads \((B, \tau)\) as variables in addition to the motion \(\phi\). Then the linearized equations involve the infinitesimal deformation \(U = \delta \phi\) and load increments \(B^* = \delta B\) and \(\tau^* = \delta \tau\). As above, we get the following.

2.8 Proposition The material form of the equations of elastodynamics linearized around a solution \(\phi, \dot{\phi}, \ddot{\phi}\) with incremental deformation \(U = \delta \phi\) and incremental loads \(B^* = \delta B\) and \(\tau^* = \delta \tau\) are

\[
\rho_{\text{Ref}}(\dot{A} - \dot{B} + \dot{U} - B^*) = \text{DIV}(\dot{P} + \tilde{A} \cdot \nabla U) \quad \text{in} \quad \Omega,
\]

\[
\langle \tilde{A} \cdot \nabla U, N \rangle = \dot{\tau} - \langle \dot{P}, N \rangle + \tau^* \quad \text{on} \quad \partial \Omega.
\]

If \((\phi, \dot{B}, \ddot{\tau})\) is a solution, these become

\[
\rho_{\text{Ref}}(U - B^*) = \text{DIV}(\dot{A} \cdot \nabla U) \quad \text{in} \quad \Omega,
\]

\[
\langle \tilde{A} \cdot \nabla U, N \rangle = \tau^* \quad \text{on} \quad \partial \Omega.
\]

---

**Box 2.1 Summary of Important Formulas for Section 4.2**

**Linearization of the map \(\hat{P}(F)\) at \(\phi\)**

\[
\hat{P}(F) + \tilde{A} \cdot \nabla V
\]

\[
\hat{P}^{ab} + \tilde{A}^{ab} V^{b} v_{b}^{b} V^{b}
\]

**Linearized Equations of Elastostatics:** \(\text{DIV} \, P + \rho_{\text{Ref}} B = 0\)

**Materially:**

\[
\text{DIV} \, \hat{P} + \rho_{\text{Ref}} \hat{B} + \text{DIV}(\tilde{A} \cdot \nabla V) = 0
\]

\[
\dot{P}^{ab} + \rho_{\text{Ref}} B^{a} + (\tilde{A}^{ab} B^{b} v_{b}^{b}) V_{b}^{b} = 0
\]

**Spatially:**

\[
\text{div} \, \delta + \dot{p} \hat{b} + \text{div}(\tilde{a} \cdot \nabla v) = 0
\]

\[
\tilde{a}^{ab} V_{b}^{b} + \dot{p} \hat{b}^{a} + (\tilde{a}^{ac} d^{c} v_{d}^{d}) V_{d}^{d} = 0
\]

**Classical Linear Elastostatics (\(\phi\) stress free)**

\[
\rho b^{a} + \text{div} (c \cdot \nabla v) = 0
\]

\[
\rho b^{a} + (c^{abcd} e_{ca} d_{b}) V_{d}^{d} = 0
\]

**Linearized Equations of Elastodynamics:** \(\rho_{\text{Ref}} \hat{A} = \text{DIV} \, P + \rho_{\text{Ref}} B\)

**Materially:**

\[
\rho_{\text{Ref}}(\hat{A} + \hat{U} - \hat{B}) = \text{DIV}(\hat{P} + \tilde{A} \cdot \nabla U)
\]

\[
\rho_{\text{Ref}}(\dot{A}^{a} + \dot{U}^{a} - \dot{B}^{a}) = (\dot{P}^{ab} + \tilde{A}^{ab} B^{b} V_{b}^{b}) V_{a}^{a}
\]

or, with incremental load \(B^*\),

\[
\rho_{\text{Ref}}(\hat{A} + \hat{U} - \hat{B} - B^*) = \text{DIV}(\hat{P} + \tilde{A} \cdot \nabla U)
\]

\[
\rho_{\text{Ref}}(\dot{A}^{a} + \dot{U}^{a} - \dot{B}^{a} - B^{a} V_{b}^{b}) = (\dot{P}^{ab} + \tilde{A}^{ab} B^{b} V_{b}^{b}) V_{a}^{a}
\]
4.3 LINEAR ELASTICITY

The previous section derived the linearized equations of elasticity from the nonlinear ones. In this section we shall make a few remarks on the linear theory itself. In Chapter 6 further results are given in connection with the basic existence and uniqueness theorems for linear elasticity. Other than these topics, our discussions are not intended to be complete; the reader interested in further details of the theory should consult Gurtin [1972a]. In particular, this reference develops the theory on its own footing by way of linearity hypotheses and balance laws rather than as the linearization of the nonlinear theory.

Let us begin by summarizing what we found in the previous section; we simplify things slightly by linearizing about a given stress-free, underformed state (also called a natural state).

3.1 Equations of Linear (Classical) Elasticity Let \( \mathcal{B} \) be open in \( \mathcal{S} \). The equations for a vector field \( u(x, t) \) representing an infinitesimal displacement of \( \mathcal{B} \) are:

\[
\rho \ddot{u} = \rho b + \text{div}(c \cdot \nabla u),
\]

where \( \rho(x) \) is the mass density, \( b \) is an (external) body force field, and \( c(x) \) is a given fourth-order tensor field (the elasticity tensor) on \( \mathcal{B} \) with the symmetries

\[
c_{abcd} = c_{bacd} = c_{abdc} = c_{cdab}.
\]

(For linear elastostatics, drop the \( \ddot{u} \) term.)

3.2 Boundary Conditions of Linear (Classical) Elasticity

(i) Displacement: \( u = d \) on \( \partial \mathcal{B} \).
(ii) Traction: \((\mathbf{c} \cdot \nabla \mathbf{u}) \cdot \mathbf{n} = \mathbf{t}\) on \(\partial \mathcal{B}\).

(iii) Mixed: (i) and (ii) hold on disjoint portions \(\partial_d\) and \(\partial_s\) of \(\partial \mathcal{B}\).

In coordinates the equations of motion read

\[
\rho \ddot{\mathbf{u}}^a = \rho \mathbf{b}^a + (\mathbf{c}^{abcd} \mathbf{u}_{cd})_{,b}
\]

and the traction boundary conditions read \(\mathbf{c}^{abcd} \mathbf{u}_{cd} n_b = \mathbf{t}^a\).

The following consequence of the divergence theorem is the linearized version of Proposition 4.13 in Chapter 3.

3.3 Proposition Suppose \(\mathbf{u}\) satisfies the equations of classical elastostatics with traction boundary conditions. Then

\[
\int_{\partial \mathcal{B}} \mathbf{t} \, dA + \int_{\mathcal{B}} \rho \mathbf{b} \, dV = 0.
\]

Next we define the stress and strain tensors for the linear theory.

3.4 Definition The strain tensor is defined by \(e = \frac{1}{2} \mathbf{e} \cdot \mathbf{g}\); that is,

\[
e_{ab} = \frac{1}{2} (\mathbf{u}_{ab} + \mathbf{u}_{ba}).
\]

The stress tensor is \(\mathbf{s} = \mathbf{c} \cdot \mathbf{V} \mathbf{u}\); that is, \(s^{ab} = c^{abcd} \mathbf{u}_{cd}\).

The strain tensor is the linearization of the Lagrangian strain tensor

\[
E = \frac{1}{2} (\mathbf{C} - \mathbf{G}).
\]

Note that \(s\) is symmetric, \(s^{ab} = s^{ba}\), and that, by the symmetries of \(\mathbf{c}\),

\[
\mathbf{s} = \mathbf{c} \cdot \mathbf{e}.
\]

The fact that \(s\) depends on \(\mathbf{u}\) only through \(e\) is the infinitesimal version of material frame indifference.

3.5 Proposition Let the elastic stored energy function be defined by

\[
\mathcal{E} = \frac{1}{2} \mathbf{e} \cdot \mathbf{c} \cdot \mathbf{e} = \frac{1}{2} e_{ab} c^{abcd} e_{cd}.
\]

Then

\[
\mathbf{s} = \frac{\partial \mathcal{E}}{\partial \mathbf{e}}, \quad \text{that is,} \quad s^{ab} = \frac{\partial \mathcal{E}}{\partial e_{ab}},
\]

and

\[
\mathbf{c} = \frac{\partial^2 \mathcal{E}}{\partial \mathbf{e} \, \partial \mathbf{e}}, \quad \text{that is,} \quad c^{abcd} = \frac{\partial^2 \mathcal{E}}{\partial e_{ab} \, \partial e_{cd}}.
\]

This is a straightforward verification. Note that the existence of a stored energy function is equivalent to the symmetry \(c^{abcd} = c^{cdab}\).

It is perhaps reasonable to suppose that \(\mathcal{E} > 0\) when \(e \neq 0\). This corresponds to the necessity of work being done to deform \(\mathcal{B}\) from its natural state.

3.6 Definition We say that the elasticity tensor \(\mathbf{c}\) is pointwise stable if \(e \neq 0\) implies \(e > 0\), for all symmetric two tensors \(e_{ab}\).
In Chapter 6 on existence and uniqueness we shall study conditions of this sort in detail. For now we merely show that it implies that elastic waves have real wave speeds—that is, the hyperbolicity of the equations. To explain this, we require the following:

3.7 Definition Assume the mass density $\rho$ is a positive constant, and that $S = \mathbb{R}^3$ and $c$ is a constant tensor (independent of $x$). By a plane progressive wave we mean a vector field $u(x, t)$ on $\mathbb{R}$ of the form

$$u(x, t) = \alpha \phi(x \cdot k - ct),$$

where $\alpha, k$ are fixed vectors in $\mathbb{R}^3$, $x$ denotes the vector from the origin to $x$, $c$ is a positive real constant called the speed of propagation, and $\phi$ is a $C^2$ map of $\mathbb{R}$ to $\mathbb{R}$ with somewhere nonvanishing second derivative.

If $\rho \dddot{u} = \text{div}(c \cdot \nabla u)$ holds, we call $u$ an elastic plane progressive wave.

Notice that $\rho \dddot{u} = \alpha c^2 \dddot{\phi}$ (omitting the independent variables) and

$$\text{div}(c \cdot \nabla u) = \text{div}(c \cdot [\phi' \alpha \otimes k]) = \phi'' c \cdot (k \otimes \alpha \otimes k).$$

In components, this calculation reads

$$(c^{abcd} u_{cd})_{ib} = (c^{abcd} \phi' \alpha_c k_d)_{ib} = \phi'' c^{abcd} k_b \alpha_c k_d.$$

Thus, for a plane progressive wave, $\rho \dddot{u} = \text{div}(c \cdot \nabla u)$ reads $\alpha c^2 \dddot{\phi} = \phi'' c \cdot (k \otimes \alpha \otimes k)$. This simple calculation proves the following result of Fresnel and Hadamard:

3.8 Proposition A plane progressive wave is elastic if and only if

$$c \cdot (k \otimes \alpha \otimes k) = c^2 \alpha$$

that is, $c^{abcd} k_b \alpha_c k_d = c^2 \alpha^e$. The vector $k$ represents the direction of propagation since for $t$ constant, $u$ is constant on the planes $x \cdot k - ct = \text{constant}$, which are orthogonal to $k$. For each $k$ the preceding equation is an eigenvalue equation for the polarization vector $\alpha$ with eigenvalue $c^2$, the square of the speed, and the matrix $\Lambda^{ae} = c^{abcd} k_b \alpha_c k_d$.

The tensor $\Lambda(k)$ just defined is real and symmetric, so has real eigenvalues. Thus, if all possible wave speeds are to be real, $\Lambda$ must have positive eigenvalues, so is positive-definite. This leads to the following strong ellipticity conditions of Legendre and Hadamard:

3.9 Proposition The tensor $c$ admits plane progressive elastic waves in all possible directions $k$ if and only if for all non-zero vectors $k$ and $\alpha$,

$$c^{abcd} \alpha_a k_b \alpha_c k_d > 0.$$ 

In this case $c$ is called strongly elliptic.
3.10 Proposition If \( c \) is pointwise stable, then it is strongly elliptic.

Proof Let \( e = \frac{1}{2}(\alpha \otimes k + k \otimes \alpha) \), that is, \( e_{ab} = \frac{1}{2}(\alpha_a k_b + \alpha_b k_a) \). Stability implies that \( \epsilon = \frac{1}{2}e \cdot c \cdot e > 0 \). Using symmetries of \( c \), we get \( e = \frac{1}{2}(\alpha_a k_b + \alpha_b k_a) \cdot c^{abcd} e_{cd} = \frac{1}{2} \alpha_a k_b c^{abcd} e_{cd} = \frac{1}{2} \alpha_a k_b c^{abcd} \alpha_c k_d \), so for this choice of \( e \), \( \epsilon > 0 \) is exactly the strong ellipticity condition. 

As we shall see shortly, strong ellipticity does not imply pointwise stability. Further investigation of the relationship between these two conditions occurs in Chapter 6. It turns out that these conditions play a crucial role in the problem of solvability of the linearized equations. This in turn affects the solvability of the nonlinear problem by way of the inverse function theorem.

Finally, we briefly discuss the case of isotropic linear elasticity. (For more general symmetry groups, consult Love [1927] and Gurtin [1972a].)

3.11 Definition Let \( c \) be an elasticity tensor, and \( \epsilon(e) = \frac{1}{2}e \cdot c \cdot e \) the corresponding energy function. We say that \( c \) is isotropic if, for all proper orthogonal linear transformations \( Q \) on \( \mathbb{R}^3 \), \( \epsilon(Q^* e) = \epsilon(e) \), where \( (Q^* e)_{ab} = Q^c_a e_c Q^d_b \) and \( Q^c_a \) is the matrix of \( Q \) in a given coordinate system.

The arguments presented in Section 3.5 can be used to prove the following:

3.12 Proposition If \( c \) is isotropic and homogeneous (independent of \( x \)), then there are constants \( \lambda \) and \( \mu \) called the Lamé moduli such that

\[
\epsilon = \mu e \cdot e + \frac{\lambda}{2} (\text{tr } e)^2, 
\]

The corresponding stress is

\[
s^i = 2\mu e + \lambda (\text{tr } e) g, 
\]

and the components of the elasticity tensor \( c \) are

\[
c^{abcd} = \mu (g^{ae} g^{bd} + g^{ad} g^{bc}) + \lambda g^{ab} g^{cd}. 
\]

Problem 3.1 Give a direct proof of 3.12.

Problem 3.2 Show that the mean stress is \( \frac{1}{3} \text{tr } s = k \text{ div } u \), where \( k = (3\lambda + 2\mu)/3 \) is the modulus of compression. By consulting Gurtin [1972a] or other texts, give geometric interpretations of \( k \), of Young's modulus \( E = \mu(3\lambda + 2\mu)/(\lambda + \mu) \) and of Poisson's ratio \( \nu = \lambda/2(\mu + \lambda) \).

3.13 Proposition Let \( c \) be an isotropic and homogeneous elasticity tensor with Lamé moduli \( \lambda \) and \( \mu \). Then:

(i) \( c \) is pointwise stable if and only if \( \mu > 0 \) and \( k = (3\lambda + 2\mu)/3 > 0 \);
(ii) \( c \) is strongly elliptic if and only if \( \mu > 0 \) and \( \lambda + 2\mu > 0 \).
Proof Writing
\[ \epsilon = \mu \epsilon \cdot \epsilon + \lambda \left( \text{tr} \, \epsilon \right)^2 \]
\[ = \mu \left( \epsilon - \frac{1}{3} \left( \text{tr} \, \epsilon \right) \right) \cdot \left( \epsilon - \frac{1}{3} \left( \text{tr} \, \epsilon \right) \right) + \frac{k}{2} \left( \text{tr} \, \epsilon \right)^2, \]
we obtain (i) since \( \epsilon - \frac{1}{3} \left( \text{tr} \, \epsilon \right) \) and \( \text{tr} \, \epsilon \) can be independently specified. Using 3.12, write
\[ c^{abcd} a_k e_a k_d = \mu a \cdot \epsilon \cdot k \cdot k + (\lambda + \mu) (a \cdot \epsilon) \cdot (a \cdot \epsilon) \]
\[ = \mu (k_\perp \cdot k_\perp) a \cdot a + (\lambda + 2\mu) (a \cdot a) \]
where \( k_\perp = k - \left( \frac{(k \cdot a)}{(a \cdot a)} \right) a \) is the component of \( k \) orthogonal to \( a \). Since \( k_\perp \) and \( k \cdot a \) can be specified independently, we get (ii). \( \blacksquare \)

Thus we see that pointwise stability implies strong ellipticity, but not conversely.

**Problem 3.3** Show that an isotropic \( c \) is pointwise stable if and only if \( E > 0 \) and \(-1 < v < \frac{1}{2} \) and is strongly elliptic if and only if \( \mu > 0 \) and \( v < \frac{1}{2} \) or \( v > 1 \).

**Problem 3.4** For an isotropic strongly elliptic \( c \), show that there are two speeds of propagation of plane progressive elastic waves given by
\[ c_1 = \sqrt{\frac{2\mu + \lambda}{\rho}} \quad \text{and} \quad c_2 = \sqrt{\frac{\mu}{\rho}} \]
\( (c^2 \) is a double eigenvalue).

---

**Box 3.1  Summary of Important Formulas for Section 4.3**

**Equations of Motion for Classical Elasticity**
\[ \rho \ddot{u} = \rho b + \text{div}(c \cdot \nabla u) \quad \rho \dot{u}^a = \rho b^a + (c^{abcd} u_{cd})_b \]

**Boundary Conditions**
- **Displacement:** \( u = d \) given on \( \partial \Omega \) \( u^a = d^a \) given on \( \partial \Omega \)
- **Traction:** \( s \cdot n = \tau \) given on \( \partial \Omega \) \( s^{ab} n_b = \tau^a \) given on \( \partial \Omega \)

**Strain Tensor**
\[ e = \frac{1}{2} \varepsilon \cdot g \]
\[ e_{ab} = \frac{1}{2} (u_{ab} + u_{ba}) \]

**Stress Tensor**
\[ s = c \cdot \nabla u \]
\[ s^{ab} = c^{abcd} u_{cd} \]

**Stored Energy**
\[ \epsilon = \frac{1}{2} \epsilon \cdot \epsilon \]
\[ s = \frac{\delta \epsilon}{\delta \epsilon}, \quad c = \frac{\partial^2 \epsilon}{\partial \epsilon \partial \epsilon} \]
\[ \epsilon = \frac{1}{2} c^{abcd} \epsilon_{ab} \epsilon_{cd} \]
\[ s^{ab} = \frac{\partial \epsilon}{\partial \epsilon_{ab}}, \quad c^{abcd} = \frac{\partial^2 \epsilon}{\partial \epsilon_{ab} \partial \epsilon_{cd}} \]
**Pointwise Stability**

\[ \varepsilon(e) > 0 \quad \text{if} \quad e \neq 0 \]

**Strong Ellipticity**

\[ (\alpha \otimes k) \cdot c \cdot (\alpha \otimes k) > 0 \quad \text{if} \quad \alpha \neq 0, k \neq 0 \]

\[ c_{abcd} \alpha_a k_b \alpha_c k_d > 0 \quad \text{if} \quad \alpha \neq 0 \quad \text{and} \quad k \neq 0 \]

**Pointwise Stability \Rightarrow Strong Ellipticity**

**Plane Progressive Wave**

\[ u(x, t) = \alpha \phi(x \cdot k - ct) \]

\[ u^a(x, t) = \alpha^a \phi(x^b k_b - ct) \]

**Condition for Waves to be Elastic**

\[ c(\alpha \otimes k) = c^2 \alpha \quad c_{abcd} k_a \alpha_c k_d = c^2 \alpha^a \]

**Reality of Wave Speeds \Leftrightarrow Strong Ellipticity**

**Isotropic Linear Elasticity**

(i) \[ \varepsilon = \mu e \cdot e + \frac{\lambda}{2} (\text{tr } e)^2 \quad \varepsilon = \mu e^{ab} e_{ab} + \lambda (e^a_a)^2 \]

(ii) pointwise stability \( \Leftrightarrow \mu > 0, \lambda > -\frac{3}{2} \mu \)

(iii) strong ellipticity \( \Leftrightarrow \mu > 0, \lambda > -\frac{1}{2} \mu \)

(iv) wave speeds \( \sqrt{\frac{2\lambda + \mu}{\rho}} \) and \( \sqrt{\frac{\mu}{\rho}} \)

### 4.4 LINEARIZATION STABILITY

In a number of important cases the linearization procedure "fails". This failure can be due to two reasons:

1. The function spaces are chosen such that the operators of nonlinear elasticity are not differentiable.

2. The linearized operator fails to be surjective.

Here we investigate abstractly what happens when (2) occurs. In elasticity, this can arise in several ways. First, strong ellipticity could fail, or, second, strong ellipticity can hold, but the linearized problem fails to be always solvable.

Some investigators believe that in some circumstances related to phase transitions, strong ellipticity will fail (see the recent works of Ericksen, Knowles, and Sternberg cited in the bibliography). On the other hand, strong ellipticity often holds, but stability is lost and the linearized operator fails to be invertible. Either situation is indicative that some kind of bifurcation is occurring. The latter situation will be studied in Chapter 7. Examples, including buckling and the traction problem of Signorini, will be presented. In Chapter 6 we shall discuss some function spaces that are important for the study of elastic stability but for which the possibility (1) above pertains.

Let \( \mathcal{X}, \mathcal{Y} \) be Banach spaces and \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) be a \( C^1 \) map. We are interested
in solving \( f(x) = 0 \) for \( x \in \mathcal{X} \). Suppose \( x_0 \in \mathcal{X} \) is a given solution, that is, \( f(x_0) = 0 \). The linearized equations are simply \( Df(x_0) \cdot h = 0 \).

4.1 Definition\(^4\) We say \( f \) is linearization stable at \( x_0 \) if for every solution \( h \) of the linearized equations there exists a \( C^1 \) curve \( x(\epsilon) \in \mathcal{X} \) defined for \( \epsilon \) in some half-open interval \( 0 \leq \epsilon < \epsilon_0 \) with \( x(0) = x_0, f(x(\epsilon)) = 0 \) and \( x'(0) = h \).

Another way of putting this is as follows: \( f \) is linearization stable when for any solution \( h \) of the linearized equations, we can find a solution of \( f(x) = 0 \) as a perturbation expansion:

\[
x(\epsilon) = x_0 + \epsilon h + \epsilon^2 h^{(2)} + \ldots \quad (\epsilon \geq 0),
\]

where \( h^{(2)} \) is obtained as in perturbation methods. Of course, this is not exactly the definition since we did not require \( x(\epsilon) \) to be analytic in \( \epsilon \) but only \( C^1 \). However, this is a technical point that can be adjusted to suit the situation. Also, depending on the situation, one may wish to demand \( x(\epsilon) \) be defined for \( \epsilon \) small, but both positive and negative (Example 4.3 will illustrate why).

We shall speak of \( h \) as an infinitesimal deformation of the equations \( f(x) = 0 \) and of a curve \( x(\epsilon) \) of exact solutions through \( x_0 \) as an actual, or finite deformation. Thus linearization stability can be phrased this way: every infinitesimal deformation is tangent to a finite deformation. We also say that infinitesimal deformations that are tangent to finite deformations are integrable. If the conditions of Definition 4.1 fail, we say \( f \) is linearization unstable at \( x_0 \).

4.2 Theorem Let \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) be \( C^1 \) and \( f(x_0) = 0 \). Assume \( Df(x_0) \) is surjective and its kernel splits. Then \( f \) is linearization stable at \( x_0 \).

Proof Write \( \mathcal{X}_1 = \ker Df(x_0) \) and \( \mathcal{X} = \mathcal{X}_1 \oplus \mathcal{X}_2 \). Then \( D_2 f(x_0): \mathcal{X}_2 \rightarrow \mathcal{Y} \) is an isomorphism. By the implicit function theorem the equation \( f(x_1, x_2) = 0 \) can be solved for a \( C^1 \) function \( x_2 = g(x_1) \) for \((x_1, x_2)\) near \( x_0 = (x_{01}, x_{02}) \) and satisfying \( g(x_{01}) = x_{02} \). By implicit differentiation, \( D_1 f(x_{01}, x_{02}) + D_2 f(x_{01}, x_{02}) \circ Dg(x_{01}) = 0 \). Thus, \( Dg(x_{01}) \) is zero on \( \mathcal{X}_1 \).

Let \( x(\epsilon) = (x_{01} + \epsilon h, g(x_{01} + \epsilon h)) \), which makes sense since \( h \in \mathcal{X}_1 \). Clearly \( x(\epsilon) \) is a \( C^1 \) curve and \( x(0) = x_0 \). Also,

\[
x'(0) = (h, Dg(x_{01}) \cdot h) = (h, 0) = h
\]

since \( Dg(x_{01}) \cdot h = 0 \). \( \blacksquare \)

If \( f \) is \( C^r \) or analytic, so is \( x(\epsilon) \). (See example (c) below.) While the conditions of this theorem are sufficient, they are not always necessary. A trivial example showing that the conditions are not always necessary is given by \( f(x, y) = \)

\(^4\)This definition was first given in the context of perturbation theory of general relativity by Fischer and Marsden [1973].
$(x, 0), f: \mathbb{R}^2 \to \mathbb{R}^2$. However, in some important cases they can be shown also to be necessary.$^5$

Let us now consider three simple examples to clarify the sort of things that can happen (see Figure 4.4.1).

**4.3 Examples** (a) Let $f: \mathbb{R} \to \mathbb{R}, f(x, y) = x(x^2 + y^2)$. Then $f^{-1}(0) = \{(x, y) | f(x, y) = 0\}$ is the $y$-axis and $Df(0, 0) = 0$. We claim that $f$ is linearization unstable at $(0, 0)$. Indeed, a vector $(h_1, h_2)$ is integrable if and only if $h_1 = 0$—that is, is tangent to the $y$-axis, although any $(h_1, h_2)$ is an infinitesimal deformation of $f(x, y) = 0$.

(b) Let $f: \mathbb{R} \to \mathbb{R}, f(x, y) = x^2 - y^2$. Again linearization stability at $(0, 0)$ fails. We have $f^{-1}(0) = \{(x, y) | x = \pm y\}$, which is not a manifold. An infinitesimal deformation $(h_1, h_2)$ is integrable if and only if $h_1 = \pm h_2$.

(c) Let $f: \mathbb{R} \to \mathbb{R}, f(x, y) = x^2 - y^3$. The origin is linearization unstable and the integrable directions are along the *positive* $y$-axis. The curves of exact solutions in the direction of $(0, h_2)$ ($h_2 > 0$) are given by

$$(x(\varepsilon), y(\varepsilon)) = (\pm \varepsilon^{3/2}, \varepsilon h) \quad (\varepsilon > 0).$$

Notice that $(x(\varepsilon), y(\varepsilon))$ is $C^1$ and although not analytic in $\varepsilon$, is, however, analytic in $\sqrt{\varepsilon}$. This sort of phenomena is an important feature of linearization instability (and occurs in the traction problem; see Chapter 7).

Next we shall derive some necessary second order conditions that must be satisfied if an infinitesimal deformation is integrable. (For the traction problem these become the “Signorini compatibility conditions.”)

$^5$For the equations of general relativity this is the case (cf. Arms and Marsden [1979]).
4.4 Theorem (Compatibility Conditions) Assume \( f: \mathcal{U} \subset \mathcal{X} \rightarrow \mathcal{Y} \) is \( C^2 \), \( h \in \ker Df(x_0) \), and that \( h \) is integrable to a \( C^2 \) finite deformation, \( x(\epsilon) \). If \( l \in \mathcal{Y}^* \) is orthogonal to the range of \( Df(x_0) \)—that is, if \( l(Df(x_0) \cdot u) = 0 \) for all \( u \in \mathcal{X} \)—then \( h \) must satisfy

\[
l(D^2f(x_0) \cdot (h, h)) = 0.
\]

Proof Differentiation of \( f(x(\epsilon)) = 0 \) in \( \epsilon \) gives \( Df(x(\epsilon)) \cdot x'(\epsilon) = 0 \). Differentiating again, we have

\[
D^2f(x(\epsilon)) \cdot (x'(\epsilon), x'(\epsilon)) + Df(x(\epsilon)) \cdot x''(\epsilon) = 0.
\]

Setting \( \epsilon = 0 \) gives \( D^2f(x_0)(h, h) + Df(x_0) \cdot x''(0) = 0 \). Applying \( l \) then gives the result since \( l \) applied to the second term is zero.

Likewise we can develop conditions of the third and higher order. For instance, if \( l \) is orthogonal to the ranges of \( v \mapsto Df(x_0) \cdot v \) and \( v \mapsto D^2f(x_0)(h, v) \), then we must have \( l(D^3f(x_0)(h, h, h)) = 0 \) if \( h \) is to be integrable to a \( C^3 \) finite deformation.

In examples (a) and (b) above, the third- and second-order conditions, respectively, pick out the directions of linearization stability. In example (c), if we rescale to make \( f \) homogeneous by considering instead

\[
F(x, y, \lambda) = f(\sqrt{\lambda} x, y) = \lambda x^2 - y^3 \quad (\lambda > 0),
\]

then the third-order condition on \( F \) yields the directions of linearization stability.

The results presented here are useful in understanding the local solutions of a nonlinear equation \( f(x) = 0 \) when the inverse function theorem fails. Conditions under which the compatibility conditions give sufficient conditions for integrability are given using the techniques of bifurcation theory in Chapter 7.

---

Box 4.1 Summary of Important Formulas in Section 4.4

**Linearization Stability**

The equation \( f(x) = 0 \) is linearization stable at a solution \( x_0 \) if every \( h \) satisfying \( Df(x_0) \cdot h = 0 \) is integrable; that is, there is a curve \( x(\epsilon) \) satisfying \( f(x(\epsilon)) = 0, x(0) = x_0, \) and \( x'(0) = h \).

**Sufficient Conditions**

If \( f \) is \( C^1 \), \( Df(x_0) \) is surjective and its kernel splits, then \( f \) is linearization stable at \( x_0 \).

**Compatibility Conditions**

If \( Df(x_0) \) is not surjective, \( l \) is a linear functional orthogonal to its range, and if \( h \in \ker Df(x_0) \) is integrable, then \( l(D^2f(x_0) \cdot (h, h)) = 0 \).
This chapter presents some of the basic facts about Hamiltonian systems and applies them to the special case of elasticity. This is a rich area and we do not intend this chapter to be exhaustive. We have chosen two applications to elasticity: conservation laws and reciprocity. These were selected primarily to demonstrate the unifying power of Hamiltonian concepts. In this context, these topics are simple and natural.

The basic principles in this chapter will be useful in the subsequent two chapters. Boxes 7.2 and 7.3 of Chapter 1 are prerequisites for this chapter, so they should be reviewed at this time.

5.1 THE FORMAL VARIATIONAL STRUCTURE OF ELASTICITY

This section presents the basic equations of elasticity in variational form. Subsequent sections will recast this same structure into the modern context of Hamiltonian mechanics. The variational (i.e., weak) form of the equations of elasticity is very useful for three reasons.

(1) It is convenient for numerical computation.
(2) The equations in weak form are believed to hold in situations (such as when shock waves are present) where the localized form doesn't make sense.
(3) It is mathematically helpful in the study of existence and uniqueness (see Chapter 6).

The reader who wishes additional information should consult Truesdell and
Toupin [1960], Vainberg [1964], Washizu [1982], Oden and Reddy [1976b], and Duvaut and Lions [1972].

We shall begin by considering statics. Recall from 4.12, Chapter 3 that the usual or strong form of the boundary value problem of nonlinear elastostatics is as follows:

Find $\phi$ such that $\text{DIV } P + \rho_{\text{Ref}} B = 0$ in the body $\mathcal{B}$ and the following boundary conditions hold: the configuration $\phi$ is prescribed to be $\phi_d$ on a portion $\delta_d$ of $\partial \mathcal{B}$ and the traction $P \cdot N = \tau$ is prescribed on the remainder $\partial_r$.

For the moment we shall assume $\mathcal{B}$ is an open set in $\mathbb{R}^3$. Also we assume a constitutive relation on $\mathcal{B}$ so $P$ is a function $\hat{P}$ of $\phi$, and for now we assume that the loads are dead (see Section 3.4). For the weak formulation, we recall some basic terminology:

1.1 Definitions Let the space of configurations be

$e = \{\phi : \mathcal{B} \rightarrow \mathbb{R}^3 | \phi = \phi_d \text{ on } \partial_d \}$

(the smoothness of $\phi$ is discussed in Chapter 6; for now it is unspecified). The space of variations is

$\mathcal{V} = \{\eta : \mathcal{B} \rightarrow \mathbb{R}^3 | \eta = 0 \text{ on } \partial_d \}.$

(So $\mathcal{V}$ is the tangent space to $e$; see Chapter 4.)

We call $\phi = \phi_d$ on $\partial_d$ the essential boundary condition and build it directly into the configuration space. The traction, or natural boundary condition $P \cdot N = \tau$, will be built into our functional.

1.2 Definitions Let $G : e \times \mathcal{V} \rightarrow \mathbb{R}$ be given by

$G(\phi, \eta) = \int_{\mathcal{B}} P : \text{GRAD } \eta - \rho_{\text{Ref}} B \cdot \eta \, dV - \int_{\delta_r} \tau \cdot \eta \, dA,$

or, in coordinates,

$G(\phi, \eta) = \int_{\mathcal{B}} (P_a^a \eta^a_{,a} - \rho_{\text{Ref}} B^a \eta_a) \, dV - \int_{\delta_r} \tau^a \eta_a \, dA.$

The weak form of the boundary value problem of elastostatics is given by

Find $\phi \in e$ such that $G(\phi, \eta) = 0$ for all $\eta \in \mathcal{V}$ (W)

1.3 Proposition If $P$ and $\eta$ are assumed to be $C^1$, then the weak and strong forms of the boundary value problem are equivalent.

Proof Observe that

$\text{DIV}(\eta \cdot P) = (\eta^a P_a^)_{,a} = \text{GRAD } \eta : P + \eta \cdot \text{DIV } P,$

so by the divergence theorem,

$\int_{\partial \mathcal{B}} \eta \cdot P \cdot N \, dA = \int_{\mathcal{B}} P : \text{GRAD } \eta \, dV + \int_{\mathcal{B}} \eta \cdot \text{DIV } P \, dV.$
Therefore,

\[ G(\phi, \eta) = -\int_{\partial \Omega} \eta \cdot (\text{DIV } P + \rho_{\text{Ref}} B) \, dV + \int_{\partial \Omega} \eta \cdot (P \cdot N - \tau) \, dA. \]

If (S) holds, then clearly (W) holds. Conversely, if (W) holds and \( \text{DIV } P + \rho_{\text{Ref}} B \) is continuous, choose \( \eta \) to be zero on \( \partial \Omega \), but otherwise arbitrary, to conclude \( \text{DIV } P + \rho_{\text{Ref}} B = 0 \). Then choose \( \eta \) to be arbitrary on \( \partial \Omega \) to conclude that \( P \cdot N = \tau \) on \( \partial \Omega \).

Next, assume there is a stored energy function (or a free energy) \( \Psi(X, F) \) such that \( P_a \cdot \eta = \rho_{\text{Ref}} (\partial \Psi / \partial F_a) \).

**1.4 Definition** The energy functional is given by

\[ E(\phi) = \int_{\Omega} \{ \rho_{\text{Ref}}(X) \Psi(X, F) - \rho_{\text{Ref}}(X) B(X) \cdot \phi(X) \} \, dV - \int_{\partial \Omega} \tau(X) \cdot \phi(X) \, dA, \]

where \( \phi(X) \) stands for the vector from the origin to the point \( \phi(X) \) in \( \mathbb{R}^3 \).

**1.5 Proposition** The derivative of \( E \) at \( \phi \) in the direction \( \eta \) is given by

\[ DE(\phi) \cdot \eta = G(\phi, \eta). \]

**Proof** We have

\[ DE(\phi) \cdot \eta = \frac{d}{d\epsilon} E(\phi + \epsilon \eta) \]

\[ = \frac{d}{d\epsilon} \int_{\Omega} \left[ \rho_{\text{Ref}}(X) \Psi(X, F + \epsilon \text{GRAD } \eta) - \rho_{\text{Ref}} B(X) \cdot (\phi + \epsilon \eta) \right] \, dV \]

\[ - \int_{\partial \Omega} \tau(X) \cdot \phi(X) + \epsilon \eta(X)) \, dA \bigg|_{\epsilon=0} \]

Assuming enough differentiability to pass \( d/d\epsilon \) under the integral sign and to apply the chain rule, we get

\[ \int_{\Omega} \left[ \rho_{\text{Ref}} \frac{\partial \Psi}{\partial F} \cdot \text{GRAD } \eta - \rho_{\text{Ref}} B \cdot \eta \right] \, dV = \int_{\partial \Omega} \tau \cdot \eta \, dA \]

which is precisely \( G(\phi, \eta) \).

If the loads are not dead but depend on the point values of \( \phi \), and if they are conservative—that is, derivable from potentials in the sense that \( B(\phi) \cdot \eta = \text{DV}_b(\phi) \cdot \eta \) and \( \tau(\phi) \cdot \eta = \text{DV}_\tau(\phi) \cdot \eta \)—then the same result holds if in the definition of \( E \) we replace \( \rho_{\text{Ref}} B \cdot \phi \) by \( \rho_{\text{Ref}} V_b(\phi) \) and \( \tau \cdot \phi \) by \( V_\tau(\phi) \).

In classical terminology, \( \eta \) is called a variation, or a virtual displacement, and is denoted \( \delta \phi \), and \( DE(\phi) \cdot \eta \) is denoted \( \delta E \). We call \( \phi \) a critical point for \( E \) if \( DE(\phi) \cdot \eta = 0 \) for all \( \eta \)—that is, if \( \delta E = 0 \) for any variation \( \delta \phi \). Thus, we have proved the following:
1.6 Theorem. \( \phi \) is a solution to the weak form of the boundary value problem of elastostatics if and only if \( \phi \) is a critical point for the energy functional \( E \).

This formulation of the boundary value problem of elastostatics is also called the principle of virtual work (cf. Box 4.1, Chapter 2). One of the reasons this formulation is computationally convenient is that the boundary condition \( P \cdot N = \tau \) need not be imposed a priori, but comes out automatically in the search for a critical point. This is useful because \( P \) is generally a nonlinear function of \( \phi \), so directly imposing \( P \cdot N = \tau \) could be awkward.

Box 1.1 The Existence of Potentials

Suppose \( G: \mathcal{E} \times \mathcal{U} \rightarrow \mathbb{R} \) is defined by 1.2. When does there exist an \( E: \mathcal{E} \rightarrow \mathbb{R} \) such that \( G(\phi, \eta) = DE(\phi) \cdot \eta \)? This is an inverse problem in the calculus of variations since it asks when a given set of equations can be written as the Euler-Lagrange equations for some energy functional.

The answer to this question is given by the infinite-dimensional version of Theorem 7.11 of Chapter 1. We summarize:

1.7 Proposition (i) There is an \( E: \mathcal{E} \rightarrow \mathbb{R} \) such that \( G(\phi, \eta) = DE(\phi) \cdot \eta \) if and only if

\[
D_1G(\phi, \eta) \cdot \xi = D_1G(\phi, \xi) \cdot \eta
\]

for all \( \phi \in \mathcal{E} \) and \( \eta, \xi \in \mathcal{U} \).

(ii) If the condition in (i) holds, \( E \) is given by

\[
E(\phi) = \int_0^1 G(t\phi, \phi) \, dt.
\]

The reader may supply a direct proof of this without difficulty. The symmetry condition in (i) is just the symmetry of \( D^2E(\eta, \xi) \) in \( \eta \) and \( \xi \). The proposition as stated has nothing to do with elasticity. If we specialize \( G \) to be given by 1.2, then we have

\[
D_1G(\phi, \eta) \cdot \xi = \int_\Omega A_{ab}^{\alpha \beta} \eta^a \xi^b_{,a} \, dV
= \int_\Omega A \cdot (\text{GRAD } \eta, \text{GRAD } \xi) \, dV,
\]

where \( A \) is the elasticity tensor. Thus the symmetry of \( D_1G \) holds if and only if we have the symmetry \( A_{a}^{A_{b}^{A_{b}} = A_{b}^{A_{a}}} \). This is, in turn, equivalent

---

\(^1\)Further aspects of the significance of the weak form are discussed in the next chapter in connection with the existence and uniqueness theory. In particular, we shall address the question: can \( E \) be minimized?
to the existence of \( \tilde{\psi} \) such that \( P_{a}^{A} = \rho_{\text{Ref}}(\partial \tilde{\psi} / \partial F_{a}^{A}) \), reproducing an observation we made in Section 3.4.

**Problem 1.1** (J. Mesirov) Show that the equations \( u'' = h(x, u, u') \), where \( u' = du/dx \), \( u'' = d^2u/dx^2 \), are the Euler–Lagrange equations for some variational principle (with \( u: [0, 1] \rightarrow \mathbb{R} \), \( u(0) = a, u(1) = b \)) if and only if \( h \) is independent of \( u' \).

Do this (a) by directly identifying \( u'' = h(x, u, u') \) with the Euler–Lagrange equations for \( \int_{0}^{1} F(x, u, u') \, dx \) and (b) by applying 1.7 to \( G(u, \eta) = \int_{0}^{1} [u'' - h(x, u, u')]\eta \, dx \).

There are several ways to formulate variational principles for elastodynamics. We shall go into these in detail in subsequent sections. For now we state the weak form as follows: let \( G \) map the pairs (motions satisfying the essential boundary condition, curves of virtual displacements) to functions of time by

\[
G_{\text{dyn}}(\phi, \eta) = \int_{\Omega} \rho_{\text{Ref}}(A - B) \cdot \eta \, dV + \int_{\partial \Omega} (P \cdot \text{GRAD} \eta) \, dV - \int_{\partial \Omega} \tau \cdot \eta \, dA,
\]

where \( A \) is the material acceleration of the motion. Then the weak form is

Find \( \phi \), such that \( G(\phi, \eta) = 0 \) for all \( \eta \in \mathcal{U} \). \hfill (W_{\text{dyn}})

The calculations above show that if \( P \) and \( \eta \) are \( C^1 \), then this is equivalent to the strong form: \( \rho_{\text{Ref}}A + \text{DIV} \, P = \rho_{\text{Ref}}B \) with boundary conditions \( \phi = \phi_{d} \) on \( \partial d \) and \( P \cdot N = \tau \) on \( \partial \tau \). Also, if \( P \) is derived from a potential \( \tilde{\psi} \), then \( G_{\text{dyn}}(\phi, \eta) = 0 \) are the Euler–Lagrange equations for the Lagrangian \( L = \frac{1}{2} \int_{\Omega} \rho_{\text{Ref}} \| V \|^2 \, dV - E(\phi) \) in the sense that \( \delta \int_{t_{1}}^{t_{2}} L \, dt = 0 \) for all variations \( \eta \), that vanish at two specified times, say \( t = 0 \) and \( t = T \).

**Problem 1.2** Carry out this idea in detail using Proposition 7.9 in Box 7.2, Chapter 1.

**Problem 1.3** Write \( G(\phi, \eta) = \int_{\Omega} f(\phi) \cdot \eta \, dV + \int_{\partial \Omega} g(\phi) \cdot \eta \, dA \) and observe that the elastostatic equations linearized about \( \phi \), in strong form, are

\[
\begin{align*}
Df(\phi) \cdot u + f(\phi) &= 0 \quad \text{in} \, \Omega, \\
Dg(\phi) \cdot u + g(\phi) &= 0 \quad \text{on} \, \partial \Omega.
\end{align*}
\]

Suppose \( G(\phi, \eta) = DE(\phi) \cdot \eta \). Show that the equations linearized at \( \phi \) are derived from the potential

\[
E_{\text{lin}}(u) = DE(\phi) \cdot u + \frac{1}{2} D^2E(\phi) \cdot (u, u).
\]

Work this out for linear elasticity and show that \( E_{\text{lin}} \) agrees with the energy function derived in Section 4.3.
Problem 1.4 (Hu–Washizu Theorem) In classical elastostatics, define

\[
H(u, e, \sigma, t) = \int_B \frac{1}{2} e^{abcd} e_{ab} e_{cd} \, dV - \int_B B' u_i \, dV
\]
\[
- \int_B \sigma^{ab}(e_{ab} - \frac{1}{2}(u_{a, b} + u_{b, a})) \, dV - \int_{\partial \Omega} \tau^i u_i \, dA - \int_{\partial \Omega} t'(u_i - \bar{u}_i) \, dA.
\]

Show that \(DH(u, e, \sigma, t) = 0\) (\(D\) taken in all variables) reproduces six sets of equations in classical elastostatics (see Washizu [1982], p. 31).

Box 1.2 Summary of Important Formulas for Section 5.1

Configuration Space

\(C = \{\phi: \Omega \to \mathbb{R}^3 | \phi \) satisfies the essential (displacement) boundary condition on \(\partial_d \subset \partial \Omega\}\)

Space of Variations

\(U = \{\eta: \Omega \to \mathbb{R}^3 | \eta = 0 \) on \(\partial_d\}\)

Weak Form of the Boundary Value Problem of Elastostatics

\(G(\phi, \eta) = 0\) for all \(\eta \in U\),

where

\[
G(\phi, \eta) = \int_B (P: \text{GRAD} \, \eta - \rho_{\text{Ref}} B \cdot \eta) \, dV - \int_{\partial \Omega} \tau \cdot \eta \, dA
\]
\[
= \int_B (P_a^A \eta^a - \rho_{\text{Ref}} B^a \eta_a) \, dV - \int_{\partial \Omega} \tau^a \eta_a \, dA.
\]

Energy Functional

\(E: C \to \mathbb{R}\)

\[
E(\phi) = \int_B \rho_{\text{Ref}}(\dot{\psi} - B \cdot \phi) \, dV - \int_{\partial \Omega} \tau \cdot \phi \, dA
\]
\[
= \int_B (\rho_{\text{Ref}} \dot{\psi} - B_a \phi^a) \, dV - \int_{\partial \Omega} \tau^a \phi^a \, dA.
\]

If \(P_a^A = \rho_{\text{Ref}}(\partial \psi / \partial F^a)\), then \(DE(\phi) \cdot \eta = G(\phi, \eta)\).

Potentials

\(\psi\) exists if and only if \(D_1 G(\phi, \eta) \cdot \xi = D_1 G(\phi, \xi) \cdot \eta\) if and only if the elasticity tensor is symmetric: \(A^A_{a,b} = A^B_{b,a}\).

5.2 LINEAR HAMILTONIAN SYSTEMS AND CLASSICAL ELASTICITY

There are a number of subtleties involved in generalizing the ideas of Hamiltonian mechanics to infinite dimensions. For example, how are Poisson brackets and canonical transformations defined? In this and the next section we develop some of the basic ideas of this theory and apply them to elasticity. We assume the
reader has read Boxes 7.2 and 7.3 in Chapter 1, but shall occasionally give the finite-dimensional coordinate analogues to help fix the concepts.

2.1 Definitions  Let $\mathcal{X}$ be a Banach space.

(a) A (weak) symplectic form on $\mathcal{X}$ is a continuous bilinear map $\omega: \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ that is (i) skew (i.e., $\omega(u, v) = -\omega(v, u)$) and (ii) (weakly) non-degenerate (i.e., $\omega(u, v) = 0$ for all $v \in \mathcal{X}$ implies $u = 0$). We often speak of $\mathcal{X}$ with a symplectic structure $\omega$ as a phase space.

(b) A linear operator $A: \mathcal{D}(A) \to \mathcal{X}$ with domain $\mathcal{D}(A)$ is called Hamiltonian if it is $\omega$-skew; that is, $\omega(Ax, y) = -\omega(x, Ay)$ for all $x, y \in \mathcal{D}(A)$.

(c) The Hamiltonian or energy function of $A$ is defined by $H(u) = \frac{1}{2} \omega(Au, u)$, $u \in \mathcal{D}(A)$.

(d) A bounded linear operator $T: \mathcal{X} \to \mathcal{X}$ is called a canonical transformation if it preserves $\omega$; that is, $\omega(Tu, Tv) = \omega(u, v)$ for all $u, v \in \mathcal{X}$. (In the pull-back notation of Chapter 1, this reads: $T^*\omega = \omega$.)

(e) An operator $A = \mathcal{D}(A) \to \mathcal{X}$ is called closed when its domain $\mathcal{D}(A)$ is a Banach space using the norm $||u||^2 = ||Au||^2 + ||u||^2$, $||\cdot||$ being the $\mathcal{X}$-norm. We shall assume in the following that $A$ is closed and that this Banach space structure is given to $\mathcal{D}(A)$.

In finite dimensions we often choose $\mathcal{X} = \mathbb{R}^{2n}$ with coordinates $(q^1, \ldots, q^n, p_1, \ldots, p_n)$ and $\omega = dq^i \wedge dp_i$. As a bilinear map, $\omega$ is given by $\omega((q, p), (\bar{q}, \bar{p})) = \bar{p}_i q^i - \bar{q}_i p_i$. The form $\omega$ has the matrix

$$J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}, \quad I = \text{Identity}$$

in the sense that $\omega(u, v) = u^T \cdot J \cdot v$. A linear operator in this case may be represented in block form as $A = \begin{bmatrix} a & b \\ c & \bar{a} \end{bmatrix}$. It is easily checked that $A$ is $\omega$-skew when $b$ and $c$ are symmetric and $\bar{a}^T = -\bar{a}$. The reader should also check that $A$ and $H$ are, in this case, related by Hamilton’s equations: if $A(q, p) = (\dot{q}, \dot{p})$, then

$$\dot{q}^i = (aq + bp)^i = a^i j q^j + b^i j p_i = \frac{\partial H}{\partial p_i},$$

$$\dot{p}_j = (cq + dp)_j = c_{ij} q^i + d^i j p_i = -\frac{\partial H}{\partial q^i}.$$ 

This relation between $A$ and $H$ can also be written $Au = J \, DH(u)$. 

---

2 We call $\omega$ strongly non-degenerate if for every continuous linear function $\alpha: X \to \mathbb{R}$ (i.e., $\alpha \in X^*$), there exists a unique $u \in X$ such that $\omega(u, v) = \alpha(v)$ for all $v \in X$. In finite dimensions, strong and weak non-degeneracy are coincident concepts, but in infinite dimensions they are not; weak nondegeneracy is more important.
Problem 2.1 If \( T = \begin{bmatrix} e & f \\ g & h \end{bmatrix} \), what conditions on \( e, f, g, \) and \( h \) make \( T \) a canonical transformation?

2.2 Proposition In Definition 2.1 we have \( DH(u) \cdot v = \omega(Au, v) \) for all \( u, v \in D(A) \).

Proof By definition, \( H(u) = \frac{1}{2} \omega(Au, u) \). Differentiating, we get \( DH(u) \cdot v = \frac{1}{2} \omega(Av, u) + \frac{1}{2} \omega(Au, v) \). Since \( A \) is \( \omega \)-skew, we get the result.

In Box 7.3, Chapter 1 we defined the Hamiltonian vector field \( X_H \) of an energy function \( H \) by the relationship \( i_{X_H} \omega = dH \). Proposition 2.2 shows that \( A \) is the Hamiltonian vector field for its energy function. The next proposition takes this converse point of view:

2.3 Proposition Let \( A \) be a closed operator and let \( H: D(A) \rightarrow \mathbb{R} \) be a \( C^1 \) function such that \( DH(u) \cdot v = \omega(Au, v) \) for all \( u, v \in D(A) \). Then \( A \) is Hamiltonian with energy \( H \), possibly after modifying \( H \) by the addition of a constant.

Proof From the above formula, \( H \) is \( C^2 \) and \( d^2 H(0)(u, v) = \omega(Au, v) \). Since this is symmetric in \((u, v)\), \( A \) is \( \omega \)-skew; so \( A \) is Hamiltonian. Since \( DH(u) \cdot v = D[\frac{1}{2} \omega(Au, u)] \cdot v \), \( H \) is the energy, up to a constant.

2.4 Examples

1. (a) Let \( \mathcal{X}_1 \) and \( \mathcal{Y}_1 \) be Banach spaces with \( \mathcal{Y}_1 \) continuously and densely included in \( \mathcal{X}_1 \). Let \( \mathcal{X} = \mathcal{Y}_1 \times \mathcal{X}_1^* \) and define \( \omega: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) by \( \omega((y, \alpha), (\tilde{y}, \tilde{\alpha})) = \tilde{\alpha}(y) - \alpha(\tilde{y}) \). It is straightforward to check that \( \omega \) is a (weak)symplectic form. [The reader can check that if \( \mathcal{Y}_1 = \mathcal{X}_1 \), \( \omega \) is non-degenerate in the strong sense if and only if \( \mathcal{X}_1 \) is reflexive (i.e., the canonical inclusion \( \mathcal{X}_1 \subset \mathcal{X}_1^{**} \) is onto).]

(b) If \( \langle , \rangle \) is a weakly non-degenerate symmetric bilinear form on \( \mathcal{X}_1 \) and \( \mathcal{X} = \mathcal{Y}_1 \times \mathcal{X}_1 \), then

\[
\omega((y, x), (\tilde{y}, \tilde{x})) = \langle \tilde{x}, y \rangle - \langle x, \tilde{y} \rangle
\]

is a (weak) symplectic form.

In (a) we call \( \omega \) the canonical symplectic form on \( \mathcal{X} \) and in (b) we say \( \omega \) is the symplectic form induced by \( \langle , \rangle \). In (a) note that \( \omega((y, \alpha), (\tilde{y}, \tilde{\alpha})) = (\tilde{\alpha}, y) \cdot \mathcal{J} \cdot (\mathcal{J}^* y) \), where \( \mathcal{J} = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \), and that \( A \) is related to \( H \) by \( A(y, \alpha) = \mathcal{J} \cdot DH(y, \alpha) \). If \( \mathcal{X}_1 = \mathcal{Y}_1 = \mathcal{H}_1 \) is a Hilbert space and if \( \mathcal{H}_1 \) is identified with \( \mathcal{H}_1^* \) (by the Riesz representation theorem), then (a) and (b) are identical. However, the generality given is needed for the examples.

(c) If \( \mathcal{H}_1 \) is a real Hilbert space and we let \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_1 \) be its complexification, then the canonical symplectic form induced on \( \mathcal{H} \) in (b) (with \( \mathcal{Y}_1 = \mathcal{H}_1 \) and \( \mathcal{X}_1 = \mathcal{H}_1 \)) can be written
\( \omega: \mathcal{C} \times \mathcal{C} \rightarrow \mathbb{R}, \omega(\phi, \psi) = -\text{Im} \langle \phi, \psi \rangle, \)

as is easily checked.

2. Let \( \mathcal{X} = \mathbb{R}^n \times (\mathbb{R}^n)^* \) and let \( g^{ij} \) and \( c_{ij} \) be symmetric matrices. Let points in \( \mathcal{X} \) be denoted by \((q, p) = (q^i, p_j)\) and set

\[
H(q^i, p_j) = \frac{1}{2} g^{ij} p_i p_j + \frac{1}{2} c_{ij} q^i q^j,
\]

and let \( \omega((q, p), (\bar{q}, \bar{p})) = \bar{p}_i q^i - \bar{q}_i p^i \). The corresponding linear Hamiltonian operator is

\[
X_H(q, p) = A(q, p) = \left( \frac{\partial H}{\partial p_i}, -\frac{\partial H}{\partial q_i} \right) = (g^{ij} p_j, -c_{ij} q^j).
\]

If \( P \) is an \( n \times n \) orthogonal matrix diagonalizing \( C = (c_{ij}) \)—that is, if \( P^{-1} C P = \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \) is diagonal—then \( T: \mathcal{X} \rightarrow \mathcal{X}, T(q, p) = (P^{-1} q, p \cdot P^T) \) is a canonical transformation uncoupling the terms \( c_{ij} q^i q^j \). If \( g^{ij} \) is positive-definite, we can simultaneously diagonalize \( g^{ij} \) and \( c_{ij} \) and thereby uncouple the equations into \( n \) harmonic oscillators.

3. The wave equation \( \phi = \Delta \phi \) is Hamiltonian on \( \mathcal{X} = H^1(\mathbb{R}^n) \times L^2(\mathbb{R}^n) \) with

\[
H(\phi, \dot{\phi}) = \frac{1}{2} \int_{\mathbb{R}^n} |\phi|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^n} |\nabla \phi|^2 \, dx,
\]

Here, \( H^1(\mathbb{R}^n) \) denotes all functions \( \phi: \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( \phi \) and \( \nabla \phi \) are \( L^2 \)—that is, such that \( \int_{\mathbb{R}^n} |\phi|^2 \, dx < \infty \) and \( \int_{\mathbb{R}^n} |\nabla \phi|^2 \, dx < \infty \). This is an example of a Sobolev space, some of whose properties are discussed in the next chapter. Thus, \( \mathcal{X} \) is designed so that \( H(\phi, \dot{\phi}) < \infty \) for \( (\phi, \dot{\phi}) \in \mathcal{X} \). The symplectic form is

\[
\omega((\phi, \dot{\phi}), (\psi, \dot{\psi})) = \int (\dot{\phi} \psi - \dot{\psi} \phi) \, dx,
\]

which is the symplectic form of \( I(b) \) with \( \mathcal{Y}_1 = H^1, \mathcal{X} = L^2 \), and \( \langle \cdot, \cdot \rangle \) the \( L^2 \) inner product. The Hamiltonian operator is given by

\[
A(\phi, \dot{\phi}) = (\phi, \Delta \phi)
\]

with \( \mathfrak{D}(A) = H^2(\mathbb{R}^n) \times H^1(\mathbb{R}^n) \), where \( H^2(\mathbb{R}^n) \) denotes those \( \phi \) such that \( \phi, D\phi, \) and \( D^2 \phi \) all lie in \( L^2 \).

4. If \( H_{op} \) is a symmetric operator on complex Hilbert space \( \mathfrak{H} \), the abstract Schrodinger equation,

\[
\frac{d\psi}{dt} = iH_{op} \psi,
\]

is Hamiltonian with \( H(\psi) = \frac{1}{2} \langle H_{op} \psi, \psi \rangle, \omega(\psi, \phi) = -\text{Im} \langle \psi, \phi \rangle \). (See Example 1(c)), and \( A\psi = iH_{op} \psi \).

Now we turn to a few properties of the dynamics of linear Hamiltonian systems. Our results at this point will be preliminary; the necessary theorems for the full theory are presented in Section 6.3.
2.5 Definition  Let \( A : \mathcal{D}(A) \to \mathcal{X} \) be a closed linear operator in \( \mathcal{X} \), with \( \mathcal{D}(A) \subset \mathcal{X} \) a dense linear subspace. We shall say \( A \) generates a semigroup \( \{ U_t \mid t \geq 0 \} \) if each \( U_t : \mathcal{X} \to \mathcal{X} \) is a bounded operator defined for \( t \geq 0 \) and:

(i) \( U_0 = \text{Identity and } ||U_t|| \) is uniformly bounded on bounded \( t \)-intervals;

(ii) \( U_{t+s} = U_s \circ U_t \) for \( s, t \geq 0 \);

(iii) for each \( x \in \mathcal{X}, U_t x \) is continuous in \( t \);

(iv) for each \( x \in \mathcal{D}(A), U_t x \) lies in \( \mathcal{D}(A) \), is differentiable in \( t \) as a curve in \( \mathcal{X} \) (differentiable from the right at \( t = 0 \)) and

\[
\frac{d}{dt} U_t x = A \cdot U_t x;
\]

(v) if \( x \in \mathcal{X} \) and \( U_t x \) is \( t \)-differentiable at \( t = 0^+ \), then \( x \in \mathcal{D}(A) \).

If \( U_t \) is defined for all \( t \in \mathbb{R} \), we say \( A \) generates the (one-parameter) group \( U(t) \).

Conditions under which \( A \) generates a semigroup are given in Section 6.3 along with general properties of semigroups. For example, some of the conditions above are redundant. (Semi-)groups are almost synonymous with (semi-)flows in the sense of Section 1.6. However, semigroups are linear for each \( t \), and \( A \) is only densely defined. The latter is an essential difference between ordinary and partial differential equations. In finite dimensions or if \( A \) is bounded, then \( U_t = e^{tA} \), where \( e^{tA} \) is defined by, say, a power series, but when \( A \) is unbounded, this relationship is just formal.

The following shows that two of the most basic facts about Hamiltonian systems hold in this context.

2.6 Proposition  Let \( A \) be Hamiltonian with energy \( H \) and suppose \( A \) generates a semigroup \( \{ U_t \mid t \geq 0 \} \). Then

(i) each \( U_t \) is a canonical transformation and

(ii) \( H(U_t x) = H(x) \) for each \( x \in \mathcal{D}(A) \) and \( t \geq 0 \) (conservation of energy).

Proof  (i) If \( u, v \in \mathcal{D}(A) \) then

\[
\frac{d}{dt} \omega(U_t u, U_t v) = \omega(AU_t u, U_t v) + \omega(U_t u, AU_t v) = 0,
\]

since \( A \) is \( \omega \)-skew. Hence, \( \omega(U_t u, U_t v) = \omega(u, v) \) for \( u, v \in \mathcal{D}(A) \) and hence everywhere by continuity of \( U_t \) and \( \omega \), and denseness of \( \mathcal{D}(A) \).

(ii) Differentiating \( U_{t+s} = U_s \cdot U_t \) in \( s \) at \( s = 0 \), we see that \( AU_t = U_t A \) on \( \mathcal{D}(A) \). Thus, for \( u \in \mathcal{D}(A) \), \( H(U_t u) = \frac{1}{2} \omega(AU_t u, U_t u) = \frac{1}{2} \omega(U_t Au, U_t u) = \frac{1}{2} \omega(Au, u) = H(u) \).

The following definition and proposition is a basic criterion for the dynamic stability of linear Hamiltonian systems:
2.7 Definition We say that the semigroup \( \{U_t | t \geq 0\} \) is (dynamically) stable if there is a constant \( M > 0 \) such that \( \| U_t x \| \leq M \| x \| \) for all \( x \in \mathcal{X} \) and \( t \geq 0 \).

This condition implies that each orbit \( t \mapsto U_t x \) remains in a bounded set for all time. The following is the energy criterion for stability for linear systems.

2.8 Proposition Suppose \( A \) is a linear Hamiltonian system with energy \( H \). Suppose there are positive constants \( c \) and \( C \) such that
\[
cl \| x \|^2 \leq H(x) \leq C \| x \|^2
\]
for all \( x \) in \( \mathcal{D}(A) \). Let \( A \) generate a semigroup \( \{U_t | t \geq 0\} \). Then \( \{U_t | t \geq 0\} \) is stable.

Proof By conservation of energy, \( H(U_t x) = H(x) \). Thus
\[
\| U_t x \|^2 \leq \frac{1}{c} H(U_t x) = \frac{1}{c} H(x) \leq \frac{C}{c} \| x \|^2
\]
so \( \{U_t | t \geq 0\} \) is stable with \( M = C/c \).

It turns out that the condition \( H(x) \geq c \| x \|^2 \) is also one of the important hypotheses in a theorem guaranteeing that \( A \) generates a semigroup. We shall study this issue in Section 6.3.

Although this proof does not use linearity of \( A \), the hypotheses are not easy to satisfy for nonlinear elasticity. The difficulties involved will be apparent when we study potential wells and the energy criterion in Section 6-5.

Problem 2.2 Show that \( \{U_t | t \geq 0\} \) is stable in \( \mathcal{D}(A) \) if \( H(x) \geq c \| x \|^2 \) in \( \mathcal{D}(A) \).

2.9 Example (Abstract Wave Equation) Let \( \mathcal{K} \) be a real Hilbert space and \( B : \mathcal{D}(B) \rightarrow \mathcal{K} \) a symmetric operator (i.e., \( \langle Bx, y \rangle = \langle x, By \rangle \) for all \( x, y \in \mathcal{D}(B) \)) that is positive; that is, there is an \( m > 0 \) such that \( \langle Bx, x \rangle \geq m^2 \| x \|^2 \). Let \( \sqrt{B} \) be a (closed) positive square root for \( B \) with domain denoted \( \mathcal{D}(B^{1/2}) \). Let \( \mathcal{X} = \mathcal{D}(B^{1/2}) \times \mathcal{K} \) and let
\[
A = \begin{bmatrix} 0 & I \\ -B & 0 \end{bmatrix}
\]
with \( \mathcal{D}(A) = \mathcal{D}(B) \times \mathcal{D}(B^{1/2}) \), and let
\[
\omega((x, y), (\bar{x}, \bar{y})) = \langle \bar{y}, x \rangle - \langle \bar{x}, y \rangle.
\]
Then \( A \) is Hamiltonian with energy
\[
H(x, y) = \frac{1}{2} \| y \|^2 + \frac{1}{2} \langle Bx, x \rangle.
\]
Proposition 2.8 shows that \( A \) generates stable dynamics. The evolution is determined by the abstract wave equation \( \ddot{x} = -Bx \). This example includes the wave equation \( \ddot{u} = \Delta u - m^2 u \) for \( m > 0 \), with \( \mathcal{K} \) the \( L^2 \) functions. (A slight modification of the spaces is needed to include \( m = 0 \).)
In the next example, we study the case of classical elastodynamics with no external forcing. (This is needed so the system is linear.)

2.10 Example (Classical Elastodynamics) We now show that the homogeneous equations of classical linear elastodynamics,

$$\rho \ddot{u} = \text{div}(c \cdot \nabla u),$$

that is, $$\rho \ddot{u}^a = (c_{abcd} u_{c,d})_{lb},$$
define a Hamiltonian system. We work in a region $$\mathcal{B} \subset \mathbb{R}^3$$ with displacement boundary conditions $$u = 0$$ on $$\partial_d$$ and/or traction boundary conditions, $$(c \cdot \nabla u) \cdot n = 0$$ on $$\partial_a.$$ Assume, as in Section 4.3, that $$c_{abcd}$$ comes from a stored energy function; that is, $$c_{abcd} = c_{cdab}.$$ We choose $$\mathcal{X} = H^1 \times L^2,$$ with displacement boundary conditions imposed. We set

$$\omega((u, \dot{u}), (v, \dot{v})) = \int_{\mathcal{B}} \rho (\dot{v} \cdot u - \dot{u} \cdot v) \, dx,$$

$$A(u, \dot{u}) = \left( \dot{u}, -\frac{1}{\rho} \text{div}(c \cdot \nabla u) \right)$$

$$\mathcal{D}(A) = H^2 \times H^1,$$ with displacement and traction boundary conditions imposed, and

$$H(u, \dot{u}) = \frac{1}{2} \int_{\mathcal{B}} \rho \| \dot{u} \|^2 \, dx + \frac{1}{2} \int_{\mathcal{B}} c_{abcd} e_{ab} e_{cd} \, dx,$$

where $$e_{ab} = \frac{1}{2}(u_{a|b} + u_{b|a}).$$ Notice that $$A = \begin{bmatrix} 0 & I \\ -B & 0 \end{bmatrix},$$ where $$Bu = (1/\rho) \text{div}(c \cdot \nabla u).$$ By symmetry of $$c,$$ $$B$$ is a symmetric operator in the space of $$L^2$$ maps $$u: \mathcal{B} \to \mathbb{R}^3,$$ with the inner product

$$\langle u_1, u_2 \rangle = \int_{\mathcal{B}} \rho(x)u_1(x) \cdot u_2(x) \, dx.$$

Thus, as $$A$$ is $$\omega$$-skew, we have a Hamiltonian system in $$\mathcal{X}.$$ It will generate a stable group $$\{U(t)\}$$ if the energy is positive-definite (and other technical conditions discussed in Section 6.3 hold). From the form of $$H,$$ we are thus lead to the condition that there is an $$\epsilon > 0$$ such that for any symmetric tensor $$e_{ab},$$

$$c_{abcd} e_{ab} e_{cd} \geq \epsilon \| e \|^2$$

(stability condition)

As we saw in Section 4.3, this condition implies (but is not implied by) the strong ellipticity condition

$$c_{abcd} \xi_a \xi_b \eta_c \eta_d \geq \epsilon \| \xi \|^2 \| \eta \|^2$$

(take $$e_{ab} = \xi_a \eta_b + \xi_b \eta_a).$$ The latter condition was discussed in that section and was related to the reality of wave speeds. As we shall see in Section 6.4, the strong ellipticity condition is enough to guarantee that $$A$$ generates a group

---

3That this implies positive-definiteness of the energy for the displacement problem relies on Korn's inequality. See Sections 6.2 and 6.4.
and the stability condition guarantees \( \{ U(t) \} \) is stable for the displacement problem.

In Sections 5.3 and 5.4 we shall derive conservation laws for general Hamiltonian systems. They apply, in particular, to linear and nonlinear elasticity. In preparation for that, it is appropriate to make a few comments here on conservation laws in the framework of abstract linear Hamiltonian systems.

### 2.11 Definition

Let \( \mathcal{X} \) be a Banach space with symplectic form \( \omega \) and let \( A \) and \( B \) be two Hamiltonian operators in \( \mathcal{X} \) with corresponding energy functions

\[
H_A(u) = \frac{1}{2} \omega(Au, u), \quad H_B(u) = \frac{1}{2} \omega(Bu, u).
\]

The Poisson bracket of \( H_A \) and \( H_B \) is defined for each \( x \in \mathcal{D}(A) \cap \mathcal{D}(B) \) by

\[
\{ H_A, H_B \}(x) = \omega(Ax, Bx).
\]

The reader can check that for finite-dimensional systems this coincides with the usual expression

\[
\{ f, g \} = \sum_{i=1}^{n} \left( \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right).
\]

### 2.12 Proposition

At \( x \in \mathcal{D}([A, B]) \), we have \( \{ H_A, H_B \} = H_{[A,B]} \), where \( [A, B] = AB - BA \) is the operator commutator.

**Proof**

By definition,

\[
\{ H_A, H_B \}(x) = \omega(Ax, Bx) - \frac{1}{2} \omega(Ax, Ax) - \frac{1}{2} \omega(Bx, Bx) = -\frac{1}{2} \omega(BAx, x) + \frac{1}{2} \omega(ABx, x) = \frac{1}{2} \omega([A, B]x, x) = H_{[A,B]}(x).
\]

Suppose that \( A \) generates a semigroup \( U_t \) and \( B \) generates a group \( V_t \). As we have seen, \( U_t \) and \( V_t \) are symplectic transformations.

### 2.13 Proposition

Suppose that \( V_t \) is a symmetry group of the function \( H_A \) in the following sense: each map \( V_t \) leaves \( \mathcal{D}(A) \) invariant, and \( H_A \circ V_t = H_A \). Then \( H_B \) is a constant of the motion for \( A \); that is, \( U_t \) leaves \( \mathcal{D}(B) \) invariant and \( H_B \circ U_t = H_B \). Moreover, \( \{ U_t \} \) and \( \{ V_t \} \) commute; that is, \( U_t V_s = V_s U_t \) for all \( s, t \geq 0 \).

**Proof**

Fix \( t \geq 0 \) and \( x \in \mathcal{D}(A) \). Since \( H_A \circ V_t(x) = H_A(x) \) and \( V_t \) is symplectic,

\[
\omega(Ax, x) = \omega(AV_t x, V_t x) = \omega(V_{-t} AV_t x, x).
\]

Thus \( \omega(Lx, x) = 0 \), where \( L = A - V_{-t} AV_t \). Now we invoke the following to show that \( A = V_{-t} AV_t \).

### 2.14 Lemma

Suppose \( L \) is \( \omega \)-skew and \( \omega(Lx, x) = 0 \) for all \( x \in \mathcal{D}(A) \), a dense subset. Then \( Lx = 0 \) for all \( x \in \mathcal{D}(L) \).
Proof \[ 0 = \omega(L(x + y), x + y) - \omega(Lx, x) + \omega(Ly, x) + \omega(Lx, y) + \omega(Ly, y) \]
\[ = 2\omega(Lx, y). \]
Since this vanishes for all \( x, y \in \mathcal{D}(L) \) and \( \omega \) is nondegenerate, \( Lx = 0. \]

To complete the proof of 2.13, we shall also need to know that the semigroup generated by \( A \) is unique.

2.15 Lemma (Uniqueness of Semigroups) Suppose \( A \) generates semigroups \( \{U_t\} \) and \( \{\overline{U}_t\} \). Then \( U_t = \overline{U}_t \) for all \( t \geq 0 \).

Proof In fact, we shall prove uniqueness of individual integral curves. Suppose \( c(t) \) is \( t \)-differentiable and satisfies \( c'(t) = Ac(t) \). We shall prove \( c(t) = U_t c(0) \). Let \( t_0 > 0 \) be fixed and consider \( h(t) = U_{t_0 - t} c(t) \) for \( t_0 - t \geq 0 \). We have
\[
||h(t + \tau) - h(t)|| = ||U_{t_0 - t - \tau} c(t + \tau) - U_{t_0 - t} c(t)||
\]
\[ = ||U_{t_0 - t - \tau} c(t + \tau) - U_{t_0 - t - \tau} U_{t_0 - t} c(t)||
\]
\[ \leq C||c(t + \tau) - U_{t_0} c(t)||. \]
Now \( (1/\tau)[c(t + \tau) - U_{t} c(t)] = (1/\tau)[c(t + \tau) - c(t)] + (1/\tau)[c(t) - U_{t} c(t)] \rightarrow Ac(t) - Ac(t) = 0 \) as \( \tau \rightarrow 0^+ \). Thus, \( h \) is (right) differentiable with derivative zero, so \( h \) is constant. Hence \( c(t_0) = U_{t_0 - t} c(t) \); that is, \( U_t c(t_0) = U_{t_0} c(t) \). Letting \( t_0 \rightarrow 0 \) gives \( c(t) = U_t c(0) \).

Resuming the proof of 2.13, we have shown that \( A = V_{-t} A V_t \). Now it is easily checked that \( V_{-t} A V_t \) generates the semigroup \( \{V_{-t}, U_v V_{t}, |s \geq 0 \} \). By 2.15, we must have \( U_v = V_{-v} U_v V_{t} \), That is, \( U_v V_{t} = V_{t} U_v \). From (v) of 2.5, if follows that \( U_v \mathcal{D}(B) \subset \mathcal{D}(B) \). Finally, we have the relation
\[
U_v B x = \frac{d}{dt} U_v V_{t} x \bigg|_{t=0} = \frac{d}{ds} V_{t} U_v x \bigg|_{s=0} = B U_v x, \quad x \in \mathcal{D}(B).
\]
Hence
\[
H_B(U_v x) = \frac{1}{2} \omega(B U_v x, U_v x) = \frac{1}{2} \omega(U_v B x, U_v x) = \frac{1}{2} \omega(B x, x) = H_B(x).
\]

In order to conclude that the flows \( U_v \) and \( V_t \) commute, it is not enough to just have \( \{H_A, H_B\} = 0 \); that is, \( [A, B] = 0 \). (See Nelson [1959] for an example.) The infinite-dimensional case is much subtler than the finite-dimensional case, and it is well to be wary of reliance on formal calculations alone.

In section 5.5 we shall see how to use 2.13 for conservation laws. For example, we can conclude that if a one parameter group obtained from rotations leaves a Hamiltonian generator invariant, then the Hamiltonian flow commutes with rotations and angular momentum is conserved. (See section 6.2 and Chernoff and Marsden [1974] for the technical details needed to apply this to the wave equation).
Box 2.1 Summary of Important Formulas for Section 5.2

Symplectic Form on a Banach Space $\mathcal{X}$.

\( \omega : X \times X \to \mathbb{R} \) is bilinear, skew \( (\omega(u, v) = -\omega(v, u)) \), and non-

degenerate: \( \omega(u, v) = 0 \) for all \( v \) implies \( u = 0 \).

Hamiltonian Operator

\( A : \mathcal{D}(A) \to \mathcal{X} \) is $\omega$-skew: \( \omega(Ax, y) = -\omega(x, Ay) \).

Energy of \( A \)

\[ H(x) = H_A(x) = \frac{1}{2}\omega(Ax, x), \quad x \in \mathcal{D}(A) \]

Canonical Transformation \( T : \mathcal{X} \to \mathcal{X} \)

\[ \omega(Tu, Tv) = \omega(u, v), \quad u, v \in \mathcal{X} \]

Semigroup of \( A \). \( \{U_t\} \) satisfies

\[ U_0 = \text{Id}, \quad U_{t+s} = U_t \circ U_s, \quad \text{and} \quad \frac{d}{dt} U_t x = A U_t x \text{ for all } x \in \mathcal{D}(A). \]

Properties of \( \{U_t\} \)

(i) \( H(U_t x) = H(x) \)

(ii) \( U_t \) is a canonical transformation.

Stability

\( \{U_t\} \) is a stable semigroup when \( \|U_t\| < M \) for all \( t \geq 0 \).

Energy Criterion

If \( c\|x\|^2 \leq H(x) \leq C\|x\|^2 \) for constants \( C, c > 0 \), then \( \{U_t\} \) is

stable.

Conservation Laws

If \( A \) generates \( U_t \), \( B \) generates \( V_t \); and if \( V_t \) leaves \( \mathcal{D}(A) \) invariant

and \( H_A \circ V_t = H_A \), then \( H_B \) is a constant of the motion for \( A: H_B \circ U_t = H_B \).

Classical Elastodynamics with Homogeneous Boundary Conditions

\[ \rho \ddot{u} = \text{div}(c \cdot \nabla u) \text{ on } \partial \Omega \]

\[ u = 0 \text{ on } \partial_d, \quad (c \cdot \nabla u) \cdot n = 0 \text{ on } \partial_r \]

\[ \mathcal{X} = \left\{ (u, \dot{u}) \middle| \int_\Omega \|u\|^2 \, dx < \infty, \int_\Omega \|\nabla u\|^2 \, dx < \infty, \int_\partial \|\dot{u}\|^2 \, dx < \infty, \right. \]

\[ \left. \text{and } u = 0 \text{ on } \partial_d \right\} \]

\[ \omega((u, \dot{u}), (v, \dot{v})) = \int_\partial \rho (\dot{v} \cdot u - \dot{u} \cdot v) \, dx \]

\[ A(u, \dot{u}) = \left( \dot{u}, \frac{1}{\rho} \text{div}(c \cdot \nabla u) \right) \]

\[ \mathcal{D}(A) = \left\{ (u, \dot{u}) \in \mathcal{X} \middle| \int_\Omega \|D^2 u\|^2 \, dx < \infty, \int_\Omega \|\nabla \dot{u}\|^2 \, dx < \infty, \right. \]

\[ \left. \text{and } (c \cdot \nabla u) \cdot n = 0 \text{ on } \partial_r \right\} \]

\[ H(u, \dot{u}) = \frac{1}{2} \int_\partial \rho \|\dot{u}\|^2 \, dx + \frac{1}{2} \int_\Omega c^{abcd} e_{ab} e_{cd} \, dx, \quad e_{ab} = \frac{1}{2} (u_{ab} + u_{ba}) \]
5.3 ABSTRACT HAMILTONIAN AND LAGRANGIAN SYSTEMS

This section generalizes the notion of a Hamiltonian system from the linear to the nonlinear case. The next section shows how the equations of nonlinear elasticity fit into this scheme. For the beginning of the section, we shall assume the spaces are linear for simplicity; the reader is invited to make the generalization to Banach manifolds on a second reading.

3.1 Definitions

Let \( \mathcal{X} \) and \( \mathcal{Y} \) be Banach spaces, with \( \mathcal{Y} \) continuously and densely included in \( \mathcal{X} \). Let \( \omega: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) be a weakly non-degenerate skew-symmetric bilinear form (as in the previous section). Let \( \mathcal{D} \subset \mathcal{Y} \) be an open set and let \( G: \mathcal{D} \rightarrow \mathcal{X} \) be a given mapping. We will say \( G \) is Hamiltonian if there is a \( C^1 \) function \( H: \mathcal{D} \rightarrow \mathbb{R} \) such that

\[
\omega(Gx, y) = dH(x) \cdot y
\]  

for all \( x, y \in \mathcal{Y} \). As in the finite-dimensional case, we write \( G = X_H \).

The criteria for an operator to be potential (see Box 1.1 in Section 5.1) yields the following:

3.2 Proposition

Let \( G: \mathcal{D} \subset \mathcal{Y} \rightarrow \mathcal{X} \) be \( C^1 \). Then \( G \) is Hamiltonian if and only if the linear operator \( DG(x): \mathcal{Y} \rightarrow \mathcal{X} \) is \( \omega \)-skew for each \( x \in \mathcal{D} \); that is,

\[
\omega(DG(x) \cdot u, v) = -\omega(u, DG(x) \cdot v)
\]

for all \( u, v \in \mathcal{Y} \). If this is the case, we can choose

\[
H(x) = \int_0^1 \omega(G(sx), x) \, ds + \text{const.}
\]

A principal goal is to study properties of the evolution equation

\[
\frac{dx}{dt} = G(x).
\]

This is the nonlinear analogue of the linear Hamiltonian evolution equations studied in the previous section. Later in this section we will write the equations of conservative, nonlinear elastodynamics in this form. To study this abstract evolution equation, we need to introduce its flow. Conditions under which there is a flow and its detailed properties will be studied in Chapter 6. For now, we just assume the properties we need.

3.3 Definition

A (continuous local) flow (resp. semiflow) on \( \mathcal{Y} \) is a continuous map \( F: \mathcal{D} \subset \mathcal{Y} \times \mathbb{R} \rightarrow \mathcal{Y} \) (resp. \( F: \mathcal{D} \subset \mathcal{Y} \times \mathbb{R}^+ \rightarrow \mathcal{Y} \)), where \( \mathcal{D} \) is open, such that:

(i) \( \mathcal{Y} \times \{0\} \subset \mathcal{D} \) and \( F(x, 0) = x \);
(ii) if \((x, t) \in \mathcal{D}\), then \((x, t + s) \in \mathcal{D}\) iff \((F(x, t), s) \in \mathcal{D}\) and in this case \(F(x, t + s) = F(F(x, t), s)\).

We shall usually write \(F_t(x) = F(x, t)\), so (i) and (ii) respectively read \(F_0 = \text{identity}\) and \(F_{t+s} = F_s \circ F_t\) (where defined). For \(x \in \mathcal{D}\), the \(t \geq 0\) for which \(F_t(x)\) is defined is easily seen to be an interval, say \([0, T_x]\); we call \(T_x\) the lifetime of \(x\), which may be \(+\infty\).

We shall say that \(G: \mathcal{D} \subset \mathcal{Y} \rightarrow \mathcal{X}\) generates the flow \(F_t\) if for each \(x \in \mathcal{D}\),
\[
\frac{d}{dt} F_t(x) = G(F_t(x)) \tag{2}
\]
\((d/dt\) is a right derivative at \(t = 0\) if \(F_t\) is only a semiflow).

Some theorems carried over from finite-dimensional Hamiltonian mechanics do not make sense unless \(DF_t(x)\) exists. For example, \(F_t\) being a canonical transformation means \(F_t^*\omega = \omega\), or explicitly,
\[
\omega(DF_t(x)\cdot u, DF_t(x)\cdot v) = \omega(u, v) \tag{3}
\]
for all \(x \in \mathcal{D}\) and \(u, v \in \mathcal{Y}\). Conditions under which \(F_t\) is differentiable (in an appropriate sense) are given in the next chapter. In the following proposition, we assume what we need. Formally, by differentiating (2) with respect to \(x\), we see that \(DF_t(x)\) should satisfy the "equation of variation":
\[
\frac{d}{dt} DF_t(x)\cdot u = DG(F_t(x)) \cdot [DF_t(x)\cdot u] \tag{4}
\]

3.4 Proposition Let \(G\) be \(C^1\), be Hamiltonian, and generate a (semi) flow \(F_t\) on \(\mathcal{Y}\). Assume there exist bounded linear operators \(DF_t(x): \mathcal{Y} \rightarrow \mathcal{Y}\) satisfying Equation (4) and \(DF_0(x) = \text{Identity}\). (We shall say in what sense \(DF_t\) is the derivative of \(F_t\) in Chapter 6; see Box 5.1.) Then \(F_t\) is symplectic (where defined); that is, (3) holds.

Proof By (4),
\[
\frac{d}{dt} \omega(DF_t(x)\cdot u, DF_t(x)\cdot v) = \omega(DG(F_t(x)) \cdot [DF_t(x)\cdot u], DF_t(x)\cdot v)
\]
\[
+ \omega(DF_t(x)\cdot u, DG(F_t(x)) \cdot [DF_t(x)\cdot v]).
\]
Since \(DG(F_t(x))\) is \(\omega\)-skew, this vanishes, so the proposition follows. \(\square\)

Next we turn to conservation of energy. In fact, we will prove a more general theorem involving Poisson brackets.

3.5 Definition Let \(X_H\) and \(X_K\) be two Hamiltonian operators with domains \(\mathcal{D} = \mathcal{D}_H\) and \(\mathcal{D}_K\), respectively, where \(\mathcal{D}_H\) and \(\mathcal{D}_K\) are open in \(\mathcal{Y} \subset \mathcal{X}\). The Poisson bracket of \(H\) and \(K\) is defined on \(\mathcal{D}_H \cap \mathcal{D}_K\) by
\[
\{H, K\}(x) = \omega(X_H(x), X_K(x)).
\]
For the following, we assume $K$ and $X_K$ are defined on a domain $\mathcal{D}_K \supset \mathcal{D} = \mathcal{D}_H$, so $\{H, K\}$ is defined on $\mathcal{D}$.

3.6 Proposition (Chernoff–Marsden [1974]) Suppose $X_H : \mathcal{D} \rightarrow \mathcal{X}$ is continuous, has energy $H : \mathcal{D} \rightarrow \mathbb{R}$, and generates a (continuous local semi) flow $F_t$. Let $X_K : \mathcal{D} \rightarrow \mathcal{X}$ be Hamiltonian with energy $K : \mathcal{D} \rightarrow \mathbb{R}$. Then for $x \in \mathcal{D}$, $K(F_t(x))$ is $t$-differentiable with derivative

$$\frac{d}{dt} K(F_t(x)) = \{K, H\}(F_t(x))$$

for $0 \leq t < T_x$, the lifetime of $x$. In particular, if $\{K, H\} = 0$, then $K(F_t(x)) = K(x)$. Taking $K = H$, it follows that $H(F_t(x)) = H(x)$.

Proof The tricky point is that $K(F_t(x))$ is not obviously $t$-differentiable under these hypotheses; the chain rule does not apply since $t \mapsto F_t(x) \in \mathcal{D}$ is not differentiable in the $\mathcal{Y}$-topology.

It suffices to prove that for each $x_0 \in \mathcal{D}$,

$$\frac{d}{dt} K(F_t(x_0)) \bigg|_{t=0} = \{K, H\}(x_0)$$

by the semiflow property of $F_t$. We can also take $x_0 = 0$ without loss of generality.

By 3.2, we can relate $K$ to $X_K$ by

$$K(x) = K(0) + \int_0^1 \omega(X_K(\tau x), x) \, d\tau.$$ 

Let $x_t = F_t(0)$. Then

$$\frac{1}{t} \{K(x_t) - K(0)\} = \int_0^1 \omega(X_K(\tau x_t), \frac{x_t}{t}) \, d\tau.$$ 

Now as $t \rightarrow 0$, $x_t \rightarrow 0$ in $\mathcal{D}$ and as $X_K$ is continuous, $X_K(\tau x_t) \rightarrow X_K(0)$ uniformly for $0 \leq \tau \leq 1$. Also

$$\frac{x_t}{t} = \frac{x_t - x_0}{t} \rightarrow X_H(0) \quad \text{as} \quad t \rightarrow 0,$$

since $X_H$ is the generator of $F_t$. Thus, we can pass to the limit under the integral sign to obtain

$$\lim_{t \rightarrow 0^+} \frac{1}{t} \{K(x_t) - K(0)\} = \int_0^1 \omega(X_K(0), X_H(0)) \, d\tau = \omega(X_K(0), X_H(0))$$

$$= \{K, H\}(0).$$

For applications to elasticity, it will be necessary to use a number of results concerning Lagrangian systems. These applications also must allow $\mathcal{X}$ and $\mathcal{Y}$ to be manifolds. For example, the basic configuration space for the place problem of elastodynamics is a nonlinear space $\mathcal{C}$ of maps; it is not even an open set in a linear space. For the traction problem it is an open set in a linear space,
but this is lost if constraints such as incompressibility are imposed. Thus, if we are going to be honest about the configuration spaces, the use of nonlinear function spaces is necessary.

We shall now switch over to this manifold mode. The reader should take time to notice that much of what we did in Chapter 1 carries over to infinite-dimensional manifolds. At the appropriate points in what follows, the reader should go back to the relevant sections of that chapter and make the generalization (consult Abraham, Marsden and Ratiu [1982] or Lang [1972] if necessary). For example, let us formulate Definition 3.1(a) in this language:

**3.7 Definition** A symplectic manifold is a pair \((\mathcal{Q}, \omega)\), where \(\mathcal{Q}\) is a manifold modeled on a Banach space \(\mathcal{X}\) and \(\omega\) is a two-form such that

(i) \(d\omega = 0\) and

(ii) \(\omega\) is weakly non-degenerate, that is, for each \(x \in \mathcal{Q}\), \(\omega(v_x, w_x) = 0\) for all \(w_x \in T_x\mathcal{Q}\) implies \(v_x = 0\).

A basic symplectic manifold—the cotangent bundle—is constructed as follows

**3.8 Definition** Let \(\mathcal{Q}\) be a manifold modeled on a Banach space \(\mathcal{X}\). Let \(T^*\mathcal{Q}\) be its cotangent bundle, and \(\pi^*: T^*\mathcal{Q} \rightarrow \mathcal{Q}\) the projection. The canonical one-form \(\theta\) on \(T^*\mathcal{Q}\) is the one-form defined by

\[
\theta(\alpha) \cdot w = \alpha \cdot T\pi^*(w),
\]

where \(\alpha \in T^*_x\mathcal{Q}, (x \in \mathcal{Q})\) and \(w \in T_x(T^*\mathcal{Q})\).

In a local coordinate chart \(U \subset \mathcal{X}\), the formula for \(\theta\) reads

\[
\theta(x, \alpha) \cdot (u, \beta) = \alpha(u),
\]

where \((x, \alpha) \in U \times \mathcal{X}^*\) and \((u, \beta) \in \mathcal{X} \times \mathcal{X}^*\). If \(\mathcal{Q}\) is finite dimensional, \(\theta\) can be written

\[
\theta = p_i \, dq^i,
\]

where \(q^1, \ldots, q^n, p_1, \ldots, p_n\) are coordinates for \(T^*\mathcal{Q}\) corresponding to coordinates \(q^1, \ldots, q^n\) for \(\mathcal{Q}\).

**3.9 Definition** The canonical two-form is defined by \(\omega = -d\theta\), where \(d\) is the exterior derivative.

**Problem 3.1** Using the local formula for \(d\) from Section 1.7 (see Formula 4(b) in Box 7.1, Chapter 1), show that in a local coordinate chart \(U \subset \mathcal{X}\) for \(\mathcal{Q}\),

\[
\omega(x, \alpha) \cdot ((u_1, \alpha_1), (u_2, \alpha_2)) = \alpha_2(u_1) - \alpha_1(u_2),
\]

which coincides with the canonical symplectic form in the linear case discussed in the previous section (see 2.4, Example 1). In the finite-dimensional case, show that this formula for \(\omega\) becomes \(\omega = dq^i \wedge dp_i\) (as
usual, there is a sum on repeated indices). Conclude that the canonical two-form $\omega$ on $T^*Q$ is a weak symplectic form; that is, conditions (i) and (ii) of 3.7 hold for this $\omega$ on $\mathcal{F} = T^*Q$.

Next we consider symplectic forms induced by metrics.

3.10 Definition  Let $\langle \cdot, \cdot \rangle$ be a (weak) Riemannian metric on $Q$; that is, for each $x \in Q$, $\langle \cdot, \cdot \rangle_x$ is an inner product on $T_xQ$. Then we have a smooth map $l: TQ \to T^*Q$ defined by $l(v_x)w_x = \langle v_x, w_x \rangle_x$, where $x \in Q$ and $v_x, w_x \in T_xQ$. [If $\langle \cdot, \cdot \rangle$ is a (strong) Riemannian metric, it follows (from the implicit function theorem) that $l$ is a diffeomorphism of $TQ$ onto $T^*Q$, but this is not the situation in most examples.] Set $\Omega = l^*(\omega)$, the pull-back of $\omega$ by $l$, where $\omega$ is the canonical form on $T^*Q$. [Clearly $\Omega$ is exact since $\Omega = -d(l^*(\Theta))$.]

Problem 3.2 (Polar Fluids) Let $Q = \mathbb{C}$ be the configuration space of maps $\phi: \mathbb{B} \to \mathbb{S}$. Let $C^A_{ab}$ be a given tensor field and set

$$\langle V_1, V_2 \rangle = \int_\mathbb{B} \rho g_{ab} V_1^a V_2^b \, dV + \int_\mathbb{B} \rho C^A_{ab} V_1^a V_2^b \, dV$$

Show that $l(V)$ may be identified with the one form with components

$$\alpha_b = \rho [g_{ab} V^a - (C^A_{ab} V^a)_B]$$

Using the definition of pull-back one can readily verify the following:

3.11 Proposition

(a) If $\langle \cdot, \cdot \rangle_x$ is a weak metric on $Q$, then $\Omega$ is a weak symplectic form. In a chart $U \subset X$ for $Q$, we have

$$\Omega(x, u)((v_1, w_1), (v_2, w_2)) = D_x \langle u, v_1 \rangle_x v_2 - D_x \langle u, v_2 \rangle_x v_1 + \langle w_2, v_1 \rangle_x - \langle w_1, v_2 \rangle_x, \quad (5)$$

where $D_x$ denotes the (Fréchet) derivative with respect to $x$.

(b) $\Omega = -d\Theta$, where, locally, $\Theta(x, e)(e_1, e_2) = \langle e, e_1 \rangle_x$.

Problem 3.3  Prove 3.11, and, in the finite-dimensional case, show that Formula (5) for $\Omega$ becomes

$$\Omega = g_{ij} dq^i \wedge dq^j + \frac{\partial g_{ij}}{\partial q^k} \dot{q}^i dq^j \wedge dq^k,$$

where $q^1, \ldots, q^n, \dot{q}^1, \ldots, \dot{q}^n$ are coordinates for $TQ$.

Generalizing the case of $\mathbb{Y} \subset \mathbb{X}$, two Banach spaces with the inclusion dense and continuous, let us call a manifold domain of $\mathcal{F}$, a subset $\mathcal{D} \subset \mathcal{F}$ such that $\mathcal{D}$ has its own manifold structure for which the inclusion $i: \mathcal{D} \to \mathcal{F}$ is $C^\infty$ and such that its tangent $Ti: T\mathcal{D} \to T\mathcal{F}$ is also injective.
We shall also refer to generators as vector fields. If \((\mathcal{D}, \omega)\) is a weak symplectic manifold, the condition that a vector field \(X_H = G: \mathcal{D} \to T\mathcal{D}\) (with manifold domain \(\mathcal{D} \subset T\mathcal{D}\)) be Hamiltonian with energy \(H\) is that
\[
i_G \omega = dH.
\]
That is, for all \(x \in \mathcal{D}\) and \(v \in T_x\mathcal{D}\) we have
\[
\omega_x(G(x), v) = dH(x) \cdot v.
\]
The reader will note that this is a generalization of the definition in the linear case. Also note that locally, \(G\) is Hamiltonian if and only if \(d(i_G \omega) = 0\); in a chart in which \(\omega\) is constant\(^\dagger\) this says that the linear operator \(DG(x)\) is \(\omega\)-skew, that is, just as in 3.2.

We often write \(G = X_H\) because usually in examples \(H\) is given and then one constructs the Hamiltonian vector field \(X_H\). In the finite-dimensional case, where \(\omega = dq^i \wedge dp_i\), the generator takes the familiar form of Hamilton’s equations:
\[
X_H = (\partial H/\partial p_i, -\partial H/\partial q^i) \text{ (see Box 7.1 of Chapter 1).}
\]

Because \(\omega\) is only weak, given \(H: \mathcal{D} \to \mathbb{R}\), \(X_H\) need not exist. Also, even if \(H\) is smooth on all of \(\mathcal{D}\), \(X_H\) will in general be defined only on a certain subset \(\mathcal{D}\) of \(\mathcal{D}\), but where it is defined, it is unique. The linear wave equation discussed in the previous section is a case in point. Notice, however, that even if \(H\) is only defined on \(\mathcal{D}\), for \(x \in \mathcal{D}\), \(dH(x)\) must extend to a bounded linear functional on \(T_x\mathcal{D}\) because of the defining relation between \(X_H = G\) and \(H\).

The reader is invited to extend the proofs given in 3.4 and 3.6 on conservation of energy and the symplectic nature of the flow to the case in which the phase space is not necessarily linear and \(\omega\) is not necessarily constant.

For elastodynamics we shall be especially interested in infinite-dimensional Lagrangian systems. Before developing this, we recall some of the key definitions in finite-dimensional coordinate language to help bridge the gap to the infinite-dimensional case.

Consider a finite dimensional configuration manifold \(\mathcal{Q}\) with coordinates \((q^1, \ldots, q^n)\). The tangent bundle \(T\mathcal{Q}\) has coordinates \((q^1, \ldots, q^n, \dot{q}^1, \ldots, \dot{q}^n)\) and a Lagrangian is a real-valued function \(L(q^i, \dot{q}^i)\) that is, \(L: T\mathcal{Q} \to \mathbb{R}\). The Legendre transformation (or the fiber derivative) is the map \(FL: T\mathcal{Q} \to T^*\mathcal{Q}\) defined by \((q^i, \dot{q}^i) \mapsto (q^i, p_i)\), where \(p_i = \partial L/\partial \dot{q}^i\). The Lagrange two-form \(\omega_L\) is the pull-back of the canonical two-form \(\omega = dq^i \wedge dp_i\) on \(T^*\mathcal{Q}\) to \(T\mathcal{Q}\), obtained by substituting \(p_i = \partial L/\partial \dot{q}^i\) for \(p_i\). By the chain rule, we get
\[
\omega_L = dq^i \wedge d\left(\frac{\partial L}{\partial \dot{q}^i}\right) = \frac{\partial^2 L}{\partial q^i \partial \dot{q}^i} dq^i \wedge dq^i + \frac{\partial^2 L}{\partial q^j \partial \dot{q}^i} dq^j \wedge dq^i.
\]
If \(L\) is the kinetic energy of a metric, then \(\omega_L\) reduces to \(\omega\) defined in 3.10.

\(^\dagger\)Such charts always exist under some reasonable technical conditions. This result is called Darboux’s theorem; for the finite-dimensional case, see Abraham and Marsden [1978], and for the infinite-dimensional case, see Marsden [1981].
The action is defined by $A(q^i, \dot{q}^i) = (\partial L/\partial \dot{q}^i)\dot{q}^i$ and the energy is $E = A - L$. Note that

$$dE = \frac{\partial L}{\partial \dot{q}^i} d\dot{q}^i + \frac{\partial^2 L}{\partial q^i \partial \dot{q}^i} \dot{q}^i d\dot{q}^i + \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^i} \dot{q}^i d\dot{q}^i - \frac{\partial L}{\partial q^i} dq^i - \frac{\partial L}{\partial \dot{q}^i} d\dot{q}^i$$

in which the term $(\partial L/\partial \dot{q}^i) d\dot{q}^i$ cancels. The Euler–Lagrange equations are (see Box 7.2, Chapter 1)

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} = \frac{\partial L}{\partial q^i}.$$ 

Let

$$X_E(q^i, \dot{q}^i) = \left[ \dot{q}^i \left( \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} \right)^{-1} \left( \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial^2 L}{\partial \dot{q}^i \partial q^k} \dot{q}^k \right) \right],$$

assuming $L$ is regular; that is, $\partial^2 L/\partial \dot{q}^i \partial \dot{q}^j$ is non-singular. Here $(\partial^2 L/\partial \dot{q}^i \partial \dot{q}^j)^{-1}$ stands for the matrix $[(\partial^2 L/\partial q^k \partial \dot{q}^j)^{-1}]^i_j$. Then Lagrange’s equations in first-order form are

$$\frac{d}{dt} (q^i) = X_E(q^i, \dot{q}^i)$$

by the chain rule.

The basic connection with Hamiltonian systems is this fact: $X_E$ is the Hamiltonian vector field for the Hamiltonian $E$, using the symplectic form $\omega_L$ ($\omega_L$ is non-degenerate if $L$ is regular). In other words, $i_{X_E} \omega_L = dE$. Thus, in this sense, the theory of Lagrangian systems is a special case of that of Hamiltonian systems. To prove this fact, we compute as follows: if we write $X_E = (G_1^i, G_2^i)$, then from the formula for $\omega_L$ and $i_{X_E} (dq^i \wedge dq^j) = G_1^i dq^i - dq^i G_1^i$, and so on, we get

$$i_{X_E} \omega_L = G_1^i \frac{\partial^2 L}{\partial q^j \partial \dot{q}^i} dq^j - G_1^i \frac{\partial^2 L}{\partial \dot{q}^i \partial q^j} dq^j + G_1^i \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} d\dot{q}^j - G_1^i \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} d\dot{q}^j.$$

Now substitute

$$G_1^i(q^j, \dot{q}^i) = \dot{q}^i$$

and

$$G_2^i = \left( \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} \right)^{-1} \left( \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial^2 L}{\partial q^k \partial \dot{q}^i} \dot{q}^k \right)$$

and the previous formula for $dE$ results. (We will re-do these calculations in index-free notation below.) Here are two basic examples (also re-done below).

1. Let $Q$ be a Riemannian manifold with metric tensor $g_{ij}$. Let $L: TQ \to \mathbb{R}$ be given by $L(q^i, \dot{q}^i) = \frac{1}{2} g_{ij} \dot{q}^i \dot{q}^j$, the kinetic energy. Then $(q^i(t), \dot{q}^i(t))$ satisfies Lagrange’s equations if and only if $q^i(t)$ is a geodesic.

Proof $d/dt (\partial L/\partial \dot{q}^i) = \partial L/\partial q^i$ reads

$$\frac{d}{dt} (g_{ij}(q(t)) \dot{q}^i) = \frac{1}{2} \frac{\partial g_{kl}}{\partial q^i} \dot{q}^k \dot{q}^l,$$

that is,

$$g_{ij} \ddot{q}^i + \frac{\partial g_{ij}}{\partial q^k} \dot{q}^i \dot{q}^k = \frac{1}{2} \frac{\partial g_{kl}}{\partial q^i} \dot{q}^k \dot{q}^l.$$
which are the geodesic equations.

2. Let \( \mathcal{Q} \) be as in 1, \( V: \mathcal{Q} \rightarrow \mathbb{R} \) a given potential and let \( L(q', q'') = \frac{1}{2} g_{ij}(q') \dot{q}^i \dot{q}^j - V(q') \). This time, Lagrange's equations read
\[
\frac{D\dot{q}^i}{Dt} = -(\nabla V)^i \quad \text{(i.e., acceleration = force),}
\]
where \( (\nabla V)^i = (\text{grad } V)^i = g^{ij} \left( \partial V / \partial q^j \right) \) is the gradient of \( V \).

Now we are ready to re-do these calculations in infinite dimension. One of the things that complicates matters is the domains of the various quantities. However, the linear case already shows this is quite basic.

3.12 Definitions Let \( \mathcal{M} \) be a manifold modeled on a Banach space \( \mathcal{X}_1 \), and let \( \mathcal{Q} \subseteq \mathcal{M} \) be a manifold domain. Consider the following subset of the tangent bundle \( T\mathcal{M} \):
\[
\mathcal{F} = \bigcup_{x \in \mathcal{Q}} T_x\mathcal{M}.
\]
We call \( \mathcal{F} \) the restriction of \( T\mathcal{M} \) to \( \mathcal{Q} \) and write \( \mathcal{F} = T\mathcal{M} | \mathcal{Q} \). If \( \mathcal{Y}_1 \) is the model space for \( \mathcal{Q} \), we can endow \( \mathcal{F} \) with a manifold domain structure by giving it the local product structure \( \mathcal{F} = \mathcal{Y}_1 \times \mathcal{X}_1 \).

By a Lagrangian on \( \mathcal{F} \subseteq T\mathcal{M} \) we mean a smooth function \( L: \mathcal{F} \rightarrow \mathbb{R} \). In particular, for each \( x \in \mathcal{Q} \), \( L \) restricts to a smooth function on \( T_x\mathcal{M} \). We form the fiber derivative \( FL: \mathcal{F} \rightarrow T^*\mathcal{M} \), defined as follows
\[
FL(v) \cdot w = \frac{d}{dt} L(v + tw) \bigg|_{t=0} \quad \text{where } v, w \in T_x\mathcal{M}.
\]
Define \( \omega_L = (FL)^*\omega \), a two-form on \( \mathcal{F} \), where \( \omega \) is the canonical two-form on \( T^*\mathcal{M} \). Thus \( \omega_L = -d\theta_L \), where \( \theta_L = (FL)^*\theta \), \( \theta \) being the canonical one-form on \( T^*\mathcal{M} \). We will call \( L \) regular if \( \omega_L \) is weakly non-degenerate—that is, if \( D_2D_2L(x, v) \) is weakly non-degenerate. This assumption will be made here.

The action \( A \) and energy \( E \) are defined by
\[
A(v) = FL(v) \cdot v \quad \text{and} \quad E = A - L.
\]
Let \( \mathcal{D} \) be the subset of \( \mathcal{F} \) consisting of all points \( v \) such that \( X_E(v) \in T\mathcal{F} \) is defined. Thus we regard \( X_E \) as a vector field on \( \mathcal{F} \) with domain \( \mathcal{D} \). We call \( X_E \) the Lagrangian vector field determined by \( L \).

Problem 3.4 Verify the following local formula for \( \omega_L \):
\[
\omega_L(x, v)((x_1, v_1), (x_2, v_2)) = D_1(D_2L(x, v) \cdot x_1) \cdot x_2 \\
- D_1(D_2L(x, v) \cdot x_2) \cdot x_1 + D_2D_2L(x, v) \cdot v_2 \cdot x_1 \\
- D_2D_2L(x, v) \cdot v_1 \cdot x_2.
\]
The classical Lagrange equations are second-order equations. There is a general notion of second-order fields on a tangent bundle $T\mathcal{M}$, and we can extend this notion to the case of vector fields defined on $\mathcal{D} \subset T\mathcal{M}$. Indeed the projection $\pi: T\mathcal{M} \to \mathcal{M}$ restricts to a map from $\mathcal{D}$ to $\mathcal{Q}$; we say that $X_E$ is of second order when $T\pi(X_E(v)) = v$ for each $v \in \mathcal{D}$. If, in a chart, $X_E(x, u) = (G_1(x, u), G_2(x, u))$ (dropping base points), then $X_E$ is second order when $G_1(x, u) = u$. In this case, the first-order equations (2)

$$\dot{x} = G_1(x, u), \quad \dot{u} = G_2(x, u)$$

are equivalent to the second-order equations

$$\ddot{x} = G_2(x, \dot{x}).$$

3.13 Theorem Let $L$ be a regular Lagrangian, with associated vector field $X_E$ defined on $\mathcal{D} \subset \mathcal{D}$, as above. Then the following hold:

(i) $\mathcal{D} \subset T\mathcal{Q}$,

(ii) $X_E$ is a second-order vector field,

(iii) In local coordinates, a point $(x, v)$ of $T\mathcal{Q}$ belongs to $\mathcal{D}$ if and only if

$$\phi(x, v) = D_1 L(x, v) - D_2 (D_1 L(x, v) \cdot v)$$

lies in the range of $D_2 D_2(x, v)$, regarded as a map from $\mathcal{X}_1$ into $\mathcal{Y}_1$. If this condition is met, we have the formula

$$X_E(x, v) = (v, [D_2 D_2 L(x, v)]^{-1} \cdot \phi(x, v)).$$

(iv) A curve $(c(t), c'(t))$ in $T\mathcal{Q}$ is an integral curve of $X_E$ if and only if Lagrange's equations hold:

$$\frac{d}{dt} D_2 L(c(t), c'(t)) = D_1 L(c(t), c'(t)).$$

Proof Let $\mathcal{U} \subset \mathcal{Y}_1$ be a local chart for $\mathcal{Q}$, and consider $\mathcal{U} \times \mathcal{X}_1$ the corresponding local chart for $\mathcal{D}$. If $(x, u) \in \mathcal{U} \times \mathcal{X}_1$, we have $E(x, u) = D_2 L(x, u) \cdot u - L(x, u)$ and hence

$$dE(x, u) \cdot (u_1, u_2) = D_1 D_2 L(x, u) \cdot u_1 \cdot u_1 - D_1 L(x, u) \cdot u_1 + D_2 D_2 L(x, u) \cdot u_1 \cdot u_2,$$

where $u_1, u_2 \in \mathcal{Y}_1 \times \mathcal{X}_1 \subset \mathcal{X}_1 \times \mathcal{X}_1$.

Locally, at points in $\mathcal{D}$, let $X_E = (G_1, G_2)$ (base points are omitted). The defining condition on $X_E$ is the relation

$$\omega_L(x, u)(X_E(x, u), (u_1, u_2)) = dE(x, u) \cdot (u_1, u_2).$$

Using the local formula (6) for $\omega_L$, this becomes

$$D_1 D_2 L(x, u) \cdot u_1 \cdot G_1 - D_1 D_2 L(x, u) \cdot G_1 \cdot u_1 + D_2 D_2 L(x, u) \cdot u_2 \cdot G_1$$

$$- D_2 D_2 L(x, u) \cdot G_2 \cdot u_1 = D_1 D_2 L(x, u) \cdot u \cdot u_1 - D_1 L(x, u) \cdot u_1 + D_2 D_2 L(x, u) \cdot u \cdot u_2.$$ (7)
non-degeneracy of $D_2D_2L(x, u)$, we obtain the following conditions:

$$G_1(x, u) = u,$$

$$D_2D_2L(x, u) \cdot G_2 \cdot u_1 = D_1L(x, u) \cdot u_1 - D_1D_2L(x, u) \cdot u \cdot u_1.$$ (9)

From these local formulas all our conclusions follow. Indeed, because $G_1(x, u) \in \mathcal{Y}$, the relation $u = G_1(x, u)$ shows that $\mathcal{D} \subset T\mathcal{Q}$. Conclusions (ii) and (iii) follow from (7) and (9). Finally, (iv) follows from the relation (9) satisfied by $G_2$, as one sees by using the chain rule to differentiate $D_2L(c(t), c'(t))$.

**Remarks** (1) As we shall see below, this form of Lagrange’s equations for field theories is a statement of the weak form of the equations.

(2) By a base integral curve we mean the projection to $\mathcal{Q}$ of an integral curve of $X_\mathcal{E}$. Explicitly, let $\bar{c}(t) \in \mathcal{D}$ be an integral curve of $X_\mathcal{E}$. (This means that $\bar{c}'(t) = X_\mathcal{E}(\bar{c}(t))$, where $\bar{c}'(t)$ is computed relative to the manifold structure of $\mathcal{O}$.) Define $c(t) = \pi(\bar{c}(t))$, a curve in $\mathcal{Q}$. This is the base integral curve. Because $X_\mathcal{E}$ is a second-order vector field, we have $c'(t) = \bar{c}(t)$, where the derivative is computed relative to the manifold structure of $\mathcal{M}$. In components, if $X_\mathcal{E}(x, u) = (u, G_2(x, u))$, then the integral curve $(x(t), u(t))$ satisfies $\dot{x} = u, \ddot{u} = G_2(x, u)$. The curve $x(t)$ is thus the base integral curve.

(3) Because $E$ is a smooth function on $\mathcal{O}$, it was not necessary to introduce a manifold structure on $\mathcal{D}$ in order to construct $X_\mathcal{E}$. (Although, in many instances, $\mathcal{D}$ will have its own manifold structure)

**3.14 Example** To illustrate these constructions, consider the wave equation. We start with $\mathcal{M} = \mathcal{X} = L^2(\mathbb{R}^n)$ and the Lagrangian

$$L(\phi, \dot{\phi}) = \frac{1}{2} \langle \dot{\phi}, \dot{\phi} \rangle - \frac{1}{2} \langle \nabla \phi, \nabla \phi \rangle$$

defined on the space $\mathcal{O} = H^1 \times L^2$. Regard $\mathcal{O}$ as the restriction of $L^2 \times L^2 = T^*L^2$ to $\mathcal{Q} = H^1 \subset L^2$. The fiber derivative of $L$ is the map from $H^1 \times L^2$ to $L^2 \times (L^2)^* = T^*(L^2)$ given by the formula $FL(\phi, \dot{\phi}) = (\phi, \langle \dot{\phi}, \cdot \rangle)$. Hence we have

$$\omega_L((\phi_1, \dot{\phi}_1), (\phi_2, \dot{\phi}_2)) = \langle \dot{\phi}_2, \phi_1 \rangle - \langle \dot{\phi}_1, \phi_2 \rangle,$$

This is the same symplectic form we used in the previous section for the wave equation. We know that $\omega_L$ is weakly non-degenerate on $\mathcal{O}$. By a straightforward computation we find the energy to be

$$E(\phi, \dot{\phi}) = \frac{1}{2} \langle \dot{\phi}, \dot{\phi} \rangle + \frac{1}{2} \langle \nabla \phi, \nabla \phi \rangle,$$

whence we have

$$dE(\phi, \dot{\phi}) \cdot (\psi, \dot{\psi}) = \langle \dot{\phi}, \psi \rangle + \langle \nabla \phi, \nabla \psi \rangle.$$ 

Next, let us use Theorem 3.13 to determine the domain $\mathcal{D}$ of $X_\mathcal{E}$. We know that $\mathcal{D}$ is contained in $\mathcal{Q} = H^1 \times H^1$. We must consider $\alpha(\psi) = -\langle \nabla \phi, \nabla \psi \rangle$ as a function of $\psi$, then does $\alpha$ lie in the range of $D_2D_2L(\phi, \dot{\phi}) = \langle \dot{\phi}, \cdot \rangle$? This is so
if and only if $\phi \in H^2$, in which case $\alpha(\psi) = \langle \nabla \phi, \psi \rangle$, and so

$$X_{E}(\phi, \phi) = (\phi, \Delta \phi)$$

on the domain $D = H^2 \times H^1$. This is then in accord with our treatment of the wave equation in the previous section.

We now generalize this example in a way that is relevant for elastodynamics.

3.15 Definitions Suppose that $\mathcal{M}$ is a (weak) Riemannian manifold with metric $\langle \cdot, \cdot \rangle$. Let $V: \mathcal{Q} \subset \mathcal{M} \rightarrow \mathbb{R}$ be a smooth function on a manifold domain $\mathcal{Q}$. Define a Lagrangian by

$$L(v_q) = \frac{1}{2} \langle v_q, v_q \rangle - V(q), \text{ where } v_q \in T_q \mathcal{M} \text{ and } q \in \mathcal{Q}.$$  

Note that $L$ is a smooth function on $\mathcal{Q} = T \mathcal{M} | \mathcal{Q}$. Moreover, the fiber derivative of $L$ does not involve $V$; in fact, it is just the map from $T \mathcal{M}$ to $T^* \mathcal{M}$ determined by the metric $\langle \cdot, \cdot \rangle$. Hence $\omega_L$ is the weak symplectic form induced by the metric; that is, (6) reduces to (5) in this case.

We say that the weak Riemannian metric has a smooth spray provided there is a smooth Hamiltonian vector field $X_K: T \mathcal{M} \rightarrow T(T \mathcal{M})$ associated to the kinetic energy function $K(v) = \frac{1}{2} \langle v, v \rangle$ on $T \mathcal{M}$.

If $q \in \mathcal{Q}$, we say that grad $V(q)$ exists provided there is a vector $u \in T_q \mathcal{M}$ such that, for all $v \in T_q \mathcal{Q}$,

$$dV(q) \cdot v = \langle u, v \rangle.$$  

We write $u = \text{grad } V(q)$ in this case, and let $D_0 = \{ q \in \mathcal{Q} \mid \text{grad } V(q) \text{ exists} \}$, the domain of grad $V$.

**Problem 3.5** (a) In local coordinates, show that the condition for existence of a spray is that there be a smooth map $G_2(x, v)$ satisfying the relation

$$\langle G_2(x, v), v_1 \rangle_x = \frac{1}{2} D_x \langle v, v \rangle_x \cdot v_1 - D_x \langle v, v_1 \rangle_x \cdot v,$$

and that the spray $X_K$ is then given by the local formula $X_K(x, v) \times (x, G_2(x, v))$. Show that $G_2(x, v)$ depends quadratically on $v$; this is a characteristic property of sprays.

(b) Let $\mathcal{C}$ be the space of embeddings $\phi: \mathcal{B} \rightarrow \mathcal{S}$. Let

$$\langle V_1, V_2 \rangle = \int_\mathcal{B} \rho V_1 \cdot V_2 \, dV$$

Check that this metric has the smooth spray given by

$$\frac{\partial \phi}{\partial t} = V, \quad \rho \frac{DV}{Dt} = 0$$

Rewrite in spatial form.
Even though a metric $\langle \cdot , \cdot \rangle$ is weak, it may nevertheless possess a smooth spray. This occurs in elastodynamics and fluid mechanics as we shall see in Chapter 6.

We now generalize a familiar theorem of Lagrangian mechanics to the infinite-dimensional case by a straightforward calculation.

3.16 Theorem Let $\langle \cdot , \cdot \rangle$ be a weak Riemannian metric on $\mathcal{M}$ that has a smooth spray. Let $V: Q \subset \mathcal{M} \rightarrow \mathbb{R}$ be a smooth function with manifold domain $Q$, and define $L$ on $\mathcal{O} = T \mathcal{M}\mid Q$ as above: $L(v_q) = K(v_q) - V(q)$. Assume that the spray $X_K$ exists and maps $\mathcal{O}$ into $T \mathcal{O}$.

The domain $\mathcal{D}$ of $X_E$, the associated Lagrangian vector field, is $\mathcal{D} = T \mathcal{Q}\mid \mathcal{D}_0$, where $\mathcal{D}_0$ is the domain of $\text{grad} \ V$. Furthermore, we have the formula

$$X_E(v_q) = X_K(v_q) - [\text{grad} \ V(q)]_v, \quad v_q \in \mathcal{D},$$

where $[ \cdot ]_v$ denotes the canonical injection ("vertical lift") of $T_v \mathcal{Q}$ into $T_v(T \mathcal{M})$ defined by

$$[u_v]_v = \frac{d}{dt}(v_q + tu_q)\bigg|_{t=0}.$$

Problem 3.6 Prove Theorem 3.16.

To treat incompressible elasticity, we shall need some general facts about constrained systems in the context of the present discussion. A technically useful fact is that in many cases the property of having a smooth spray is not destroyed by the presence of constraints. For the case of an ideal fluid with the constraint of incompressibility this was shown by Ebin and Marsden [1970]. It has technical utility for analytical purposes as well as being of interest in its own right. In Chapter 6 we shall explain how this same result can be used in elasticity.

3.17 Theorem Let $\mathcal{M}$ be a weak Riemannian manifold possessing a smooth spray $S: T \mathcal{M} \rightarrow T^2 \mathcal{M}$. Let $\mathcal{H}$ be a submanifold of $\mathcal{M}$. Suppose that, for each $x \in \mathcal{H}$, there is an orthogonal decomposition $T_x \mathcal{M} = T_x \mathcal{H} \oplus \mathcal{E}_x$. Using this decomposition, define a projection $P: T \mathcal{M}\mid \mathcal{H} \rightarrow T \mathcal{H}$. Assume $P$ is smooth. Then the restriction to $\mathcal{H}$ of the Riemannian metric has a smooth spray given by

$$S_{\mathcal{H}} = T P \circ S \text{ at points of } T \mathcal{H}.$$

Problem 3.7 Prove Theorem 3.17. (See Abraham and Marsden [1978], p. 229 if you get stuck).

Problem 3.8 A vector $w \in T^2 \mathcal{M}$ is called vertical if $T \pi_{\mathcal{M}} \cdot w = 0$, where $\pi_{\mathcal{M}}: T \mathcal{M} \rightarrow \mathcal{M}$ is the projection. (a) Show that vertical vectors can be identified with "ordinary" vectors—that is, tangent vectors to $\mathcal{M}$ by way

---

5The existence of such decompositions is automatic for strong metrics. For weak metrics it usually relies on the Fredholm alternative and elliptic theory; see Chapter 6.
of vertical lift. (b) Show that \( S_{\mathfrak{H}} - S \) is vertical at points of \( \mathfrak{H} \). (c) Because of (b), \( S_{\mathfrak{H}} - S \) may be identified with a vector field in \( \mathfrak{H} \), with domain \( \mathfrak{H} \). Show that \( S_{\mathfrak{H}} - S \) is orthogonal to \( \mathfrak{H} \). (d) Intuitively, \( S_{\mathfrak{H}} - S \) gives the "forces of constraint" which ensure that particle trajectories remain in \( \mathfrak{H} \). (For incompressible fluid dynamics or elasticity, this force of constraint is the pressure gradient, as we shall see later). Verify this explicitly in terms of centripetal force for a particle in \( \mathbb{R}^2 \) constrained to move on a circle of radius \( R \).

**Box 3.1 Summary of Important Formulas for Section 5.3**

[Finite-dimensional analogues are given in brackets.]

**Phase Space**

\[(\varphi, \omega); \ d\omega = 0 \quad \text{and} \quad \omega_x(v_x, w_x) = 0 \quad \text{for all} \ w_x \]

implies \( v_x = 0 \).

**Hamiltonian Vector Field**

\[
X_H: \mathcal{D} \subset \varphi \rightarrow T\varphi, \ i_{X_H}\omega = dH
\]

**Flow of \( X_H \)**

\[
F_t: \mathcal{D} \rightarrow \mathcal{D} \text{satisfies} \quad \frac{d}{dt} F_t(x) = X_H(F_t(x))
\]

**Poisson Bracket**

\[
\{H, K\} = \omega(X_H, X_K) \quad \text{and} \quad \{H, K\}(F_t(x)) = \{K, H\}(F_t(x))
\]

where \( F_t \) is the flow of \( X_H \).

**Canonical Forms on \( T^*Q \)**

\[
\theta(x) \cdot w = \alpha \cdot T\pi^*(w), \quad \omega = -d\theta
\]

\[
\omega(x, \alpha)((u_1, \alpha_1), (u_2, \alpha_2)) = \alpha_2(u_1) - \alpha_1(u_2)
\]

\[
\{\omega = dq^i \wedge dp_i\}
\]

**Symplectic Form on \( TQ \) with Respect to a Metric \( \langle \ , \ \rangle \) on \( Q \)**

\[
\Omega = \ast \omega, \quad \Omega(x, u)((v_1, w_1), (v_2, w_2)) = D_x \langle u, v_1 \rangle_x \cdot v_2 - D_x \langle u, v_2 \rangle_x \cdot v_1 + \langle w_2, v_1 \rangle_x - \langle w_1, v_2 \rangle_x
\]

\[
\Omega = g_{ij} dq^i \wedge dq^j + \frac{\partial^2}{\partial q^i \partial q^j} \dot{q}^i dq^j \wedge dq^k
\]

**Lagrangian**

\[
L: TQ \rightarrow \mathbb{R} \quad L = L(x, u) \quad [L = L(q^i, \dot{q}^i)]
\]
Legendre Transform

\[ FL: TQ \rightarrow T^*Q \]

\[ FL(v) \cdot w = \frac{d}{dt} L(v + tw) \bigg|_{t=0} \]

\[ p_i = \frac{\partial L}{\partial \dot{q}^i} \]

Lagrange Two-Form

\[ \omega_L = (FL)^* \omega \quad \omega_L(x, u) \cdot ((v_1, w_1), (v_2, w_2)) = D_1[D_2 L(x, u) \cdot v_1 \cdot v_2 - D_1[D_2 L(x, u) \cdot v_1 \cdot v_2] \cdot v_1 + D_2 D_2 L(x, u) \cdot w_2 \cdot v_1 - D_2 D_2 L(x, u) \cdot w_1 \cdot v_2 \]

\[ \omega_L = \frac{\partial^2 L}{\partial q^j \partial q^i} dq^j \wedge dq^i + \frac{\partial^2 L}{\partial q^i \partial q^k} dq^i \wedge dq^k \]

Action and Energy

\[ A(v) = FL(v) \cdot v, \quad E = A - L \]

\[ A(x, u) = D_2 L(x, u) \cdot u \left[ A = \frac{\partial L}{\partial \dot{q}^i} \right] \]

Lagrange Vector Field

\[ i_{X_E} \omega_L = dE \quad X_E(x, v) = (v, [D_2 D_2 L(x, v)]^{-1}(D_1 L(x, v) - D_2 D_1 L(x, v) \cdot v)) \]

\[ X_E(q^i, \dot{q}^i) = \left( \dot{q}^i, \left[ \frac{\partial^2 L}{\partial q^i \partial q^j} \right]^{-1} \left( \frac{\partial L}{\partial q^j} - \frac{\partial^2 L}{\partial q^j \partial q^k} \dot{q}^k \right) \right) \]

Lagrange’s Equations (Integral Curves of \( X_E \))

\[ \frac{d}{dt} D_2 L(x, \dot{x}) = D_1 L(x, \dot{x}) \quad \left[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) = \frac{\partial L}{\partial q^i} \right] \]

Spray of a Metric \( \langle , \rangle \)

\[ S = X_K, \quad \text{where} \quad K(v) = \frac{1}{2} \langle v, v \rangle \]

\[ [X_K(q^i, \dot{q}^i) = (\dot{q}^i, \Gamma^j_{jk} \dot{q}^j \dot{q}^k)] \]

Motion in a Potential \( V \) and Metric \( \langle , \rangle \)

\[ X_E(v_0) = X_K(v_0) - \left[ \text{grad} \ V(q) \right]_{v_0} \]

\[ X_E(q^i, \dot{q}^i) = \left( \dot{q}^i, \Gamma^j_{jk} \dot{q}^j \dot{q}^k - g^{ij} \frac{\partial V}{\partial q^j} \right) \]

5.4 LAGRANGIAN FIELD THEORY

AND NONLINEAR ELASTICITY

This section begins by studying Lagrangian systems whose Lagrangian is defined in terms of a density. This is the subject of classical field theory. This theory can be extensively developed, but we shall not do so here (see, for example, Truesdell and Toupin [1960] and Kijowski and Tulczyjew [1979]). We then show how elasticity fits into this context.

The “fields” of elasticity are the configurations \( \phi: \mathcal{B} \rightarrow \mathcal{S} \). To include elasticity, tensor field theories (such as electromagnetism) and other field theories (such as gauge theories) in one context, we shall regard the fields as sections of a bundle \( \pi: \mathcal{E} \rightarrow \mathcal{B} \); in our case \( \mathcal{E} = \mathcal{B} \times \mathcal{S} \) and \( \pi: \mathcal{E} \rightarrow \mathcal{B} \) is the projection to the first factor. We can regard a map \( \phi: \mathcal{B} \rightarrow \mathcal{S} \) as a section \( \tilde{\phi}: \mathcal{B} \rightarrow \mathcal{E} \) of \( \mathcal{E} \) by
\( \phi(X) = (X, \phi(X)) \) so that \( \pi \circ \phi = \text{Identity} \). In general, \( \pi: \mathcal{E} \rightarrow \mathcal{B} \) or just \( \mathcal{E} \) will denote a fiber bundle. For us, this means that \( \mathcal{E} \) and \( \mathcal{B} \) are manifolds, \( \pi: \mathcal{E} \rightarrow \mathcal{B} \) is a smooth map, \( \pi \circ \pi = \pi \) and the derivative of \( \pi \) is surjective at each point. The fiber over \( X \in \mathcal{B} \) is defined by \( \mathcal{E}_X = \pi^{-1}(X) \). One can think of \( \mathcal{E} \) as the collection of fibers \( \mathcal{E}_X \), one at each point of \( \mathcal{B} \). In fact, fiber bundles are often defined by specifying the fiber over a typical point in the base. Vector bundles (such as a tensor bundle) are a special case in which each \( \mathcal{E}_X \) is a vector space. If this idea seems foreign, a review of Section 1.4 may be necessary.

Following elasticity notation, coordinates on \( \mathcal{B} \) are denoted \( X^A \) and those on the fibers are denoted \( x^a \). Thus, local coordinates for the whole bundle are \( (X^A, x^a) \). The reader should fill in the coordinate formulas while reading this section.

We shall assume for simplicity that the fiber bundle \( \mathcal{E} \) carries a splitting (connection). This means that at each point \( p \in \mathcal{E}_X \), there is a projection map \( \mathcal{P}_p: T_p\mathcal{E} \rightarrow T_p(\mathcal{E}_X) \). It follows that \( T_p\mathcal{E} = T_p(\mathcal{E}_X) \oplus \ker \mathcal{P}_p \) and that \( T\pi(p) \) gives an isomorphism of \( \ker \mathcal{P}_p \) with \( T_x\mathcal{B} \), so we can regard \( T_p\mathcal{E} = T_p(\mathcal{E}_X) \oplus T_x\mathcal{B} \). For the case \( \mathcal{E} = \mathcal{B} \times \mathbb{R} \), \( \mathcal{P}_p \) is just the tangent of the projection onto the second factor.

If \( \phi: \mathcal{B} \rightarrow \mathcal{E} \) is a section of \( \mathcal{E} \)—that is, \( \pi \circ \phi = \text{Identity} \)—we define the derivative of \( \phi \) at \( X \) to be the linear map \( D\phi(X): T_x\mathcal{B} \rightarrow T_{\phi(X)}\mathcal{E}_X \) given by \( D\phi(X) = \mathcal{P}_{\phi(X)} \circ T\phi(X) \). If \( \phi \) is the section of \( \mathcal{B} \times \mathbb{R} \) corresponding to a map \( \phi: \mathcal{B} \rightarrow \mathbb{S} \), then \( D\phi(X) = T\phi(X): T_x\mathcal{B} \rightarrow T_{\phi(X)}\mathbb{S} \) is just the deformation gradient of the configuration \( \phi \). By analogy with this special case, we shall sometimes write \( F(X) = D\phi(X) \) for the derivative of \( \phi \) at \( X \).

4.1 Definition Let \( \pi: \mathcal{E} \rightarrow \mathcal{B} \) be a fiber bundle with a splitting. Its first jet bundle is the fiber bundle \( J^1(\mathcal{E}) \) over \( \mathcal{B} \) whose fiber at \( X \in \mathcal{B} \) is

\[
\mathcal{J}^1(\mathcal{E})_X = \{ (\phi_x, F_x) | \phi_x \in \mathcal{E}_X = \pi^{-1}(X) \}
\]

and \( F_x \) is a linear map of \( T_x\mathcal{B} \) to \( T_{\phi_x}\mathcal{E}_X \).

If \( \phi \) is a section of \( \mathcal{E} \), then its first jet is the section \( j(\phi) \) of \( J^1(\mathcal{E}) \) given by

\[
j(\phi)(X) = (\phi(X), F(X))
\]

where \( F = D\phi(X) \) is the derivative of \( \phi \) at \( X \).

In the literature (for example, see Palais [1965]) the reader will find the appropriate definitions without the splitting assumption. However, for elasticity a natural splitting is available, and it simplifies matters somewhat to use it.

Next, we make up a bundle that incorporates the velocity variables as well (in a space–time context, these would already be included as part of \( D\phi \)).

4.2 Definitions Let \( J^1(\mathcal{E}) \) be as in 4.1. Define the bundle \( \mathcal{E} \) over \( \mathcal{B} \) to be the bundle whose fiber \( \mathcal{E}_X \) at \( X \in \mathcal{B} \) consists of pairs \( (\phi_x, \dot{\phi}_x) \), where \( \phi_x \in \mathcal{E}_X \) and \( \dot{\phi}_x \in T_{\phi(X)}\mathcal{E}_X \). Let the bundle \( \mathcal{E} \) over \( \mathcal{B} \) have fiber at \( X \in \mathcal{B} \) consisting of triples \( (\phi_x, \dot{\phi}_x, F_x) \), where \( (\phi_x, \dot{\phi}_x) \in \mathcal{E}_X \) and \( F_x \) is a linear map of \( T_x\mathcal{B} \) to \( T_{\phi_x}\mathcal{E}_X \).
Let $\mathcal{C}$ denote a space of sections $\phi: \mathcal{B} \rightarrow \mathcal{E}$ so that $T_\phi \mathcal{C}$ may be identified with sections of the bundle whose fiber at $X \in \mathcal{B}$ is $T_{\phi(X)} \mathcal{E}_X$. Thus, $T \mathcal{C}$ itself can be identified with sections of $\mathcal{E}$.

A Lagrangian density is a smooth map $\mathcal{L}: \mathcal{E} \rightarrow \mathbb{R}$ and we shall, by abuse of notation, write $\mathcal{L} = \mathcal{L}(X, \phi, \dot{\phi}, F)$.

Define the Lagrangian $L: T \mathcal{C} \rightarrow \mathbb{R}$ associated to $\mathcal{L}$ and a volume element $dV(X)$ on $\mathcal{B}$ by

$$L(\phi, \dot{\phi}) = \int_{\mathcal{B}} \mathcal{L}(X, \phi(X), \dot{\phi}(X), F(X)) \, dV(X).$$

The notation $\mathcal{C}$ for the space of sections is consistent with our earlier usage in case $\mathcal{E} = \mathcal{B} \times \mathcal{S}$. (It may be necessary to restrict the sections, for example, by imposing regularity conditions and boundary conditions of place.)

The configuration manifold is $\mathcal{Q} = \mathcal{C}$, with appropriate differentiability restrictions on elements of $\mathcal{Q}$. Using Theorem 1.13 of Chapter 3, one can show that if members of $\mathcal{C}$ are at least $C^1$, then $L(\phi, \dot{\phi})$ is a smooth function. Moreover, we have the following formula (suppressing the variable $X$):

$$DL(\phi, \dot{\phi}) \cdot (h, \dot{h}) = D_\dot{\phi}L(\phi, \dot{\phi}) \cdot \dot{h} + D_\phi L(\phi, \dot{\phi}) \cdot h$$

Consider now Lagrange's equations for $L$ from the previous section:

$$\frac{d}{dt} D_\phi L(\phi, \dot{\phi}) = D_\phi L(\phi, \dot{\phi}).$$

Using (1), (2) means that for any section $h \in T_\phi \mathcal{C}$, the relation

$$\frac{d}{dt} \int_{\mathcal{B}} \partial_\phi \mathcal{L}(\phi, \dot{\phi}, D\phi) \cdot h \, dV = \int_{\mathcal{B}} \partial_\phi \mathcal{L}(\phi, \dot{\phi}, D\phi) \cdot h \, dV + \int_{\mathcal{B}} \partial_{D\phi} \mathcal{L}(\phi, \dot{\phi}, D\phi) \cdot Dh \, dV$$

holds. By definition, (3) is the weak form of the field equations. To get the strong form, assume $h$ has compact support or vanishes on $\partial \mathcal{B}$ and that we have enough differentiability for the second integral on the right-hand side to be integrated by parts. We then get

$$\int_{\mathcal{B}} \left( \frac{\partial}{\partial t} \partial_\phi \mathcal{L} \right) \cdot h \, dV = \int_{\mathcal{B}} \{ \partial_\phi \mathcal{L} - \text{DIV} \partial_{D\phi} \mathcal{L} \} \cdot h \, dV.$$  

Since $h$ is arbitrary, we must have the Lagrangian density equation

$$\frac{\partial}{\partial t} (\partial_\phi \mathcal{L}) = \partial_\phi \mathcal{L} - \text{DIV}(\partial_{D\phi} \mathcal{L}).$$

The expression on the right-hand side is often called the functional derivative.
of $\mathcal{L}$ and is denoted
\[
\frac{\delta \mathcal{L}}{\delta \phi} = \partial_\phi \mathcal{L} - \text{DIV} \partial_{D\phi} \mathcal{L}.
\]

The situation is summarized as follows:

4.3 Proposition Let $\mathcal{L}$ and $L$ be related as in 4.2. Then Lagrange's equations (2) for $L$ are equivalent to the weak form of the field equations (3). If elements of $\mathcal{C}$ are prescribed on $\partial \mathcal{B}$, so elements $h$ of $T_\phi \mathcal{C}$ (variations) vanish on $\partial \mathcal{B}$, and if $\partial_{D\phi} \mathcal{L}$ is $C^1$, then the weak form (3) is equivalent to the strong form (4).

The above formalism is suitable for field theories in all of space or with Dirichlet boundary conditions—that is, in elasticity, the displacement problem. For the traction problem, however, integration by parts leaves a boundary term, so we shall have to modify things, as follows. Using elasticity terminology for general field theory, we make the following:

4.4 Definition Let $P = -\partial \mathcal{L}/\partial D\phi$ be the first Piola–Kirchhoff stress tensor.

Suppose boundary conditions of place are prescribed on $\partial_4$ and the traction $P \cdot N = \tau$ is prescribed on $\partial_\tau$, where $N$ is the unit outward normal to $\partial \mathcal{B}$. Let $U_\phi$ be a function of $\phi$ such that $-\nabla_\phi U_\phi = \tau$ (in Euclidean space, with "dead" loads, choose $U_\phi = -\tau \cdot \phi$). Consider the Lagrangian
\[
L(\phi, \dot{\phi}) = \int_{\mathcal{B}} \mathcal{L}(\phi, \dot{\phi}, D\phi) \, dV - \int_{\partial_\tau} U_\phi(\phi) \, dA.
\]

The same procedure as above shows that (if we have enough differentiability to pass through the weak form of the equations) Lagrange's equations
\[
\frac{d}{dt} D_\phi L(\phi, \dot{\phi}) = D_\phi L(\phi, \dot{\phi})
\]
are equivalent to the field equations
\[
\frac{\partial}{\partial t} \partial_\phi \mathcal{L} = \partial_\phi \mathcal{L} - \text{DIV} \partial_{D\phi} \mathcal{L} \text{ in } \mathcal{B}
\]
and the boundary conditions
\[
P \cdot N = \tau \text{ on } \partial_\tau.
\]

Thus we conclude that with this modified Lagrangian, the boundary conditions of traction emerge as part of Lagrange's equations, in accord with our work in the first section of this chapter.

Problem 4.1 What is the analogue of the Cauchy stress, $\sigma$?

4.5 Example Let us specialize to the case of elasticity. Let $\mathcal{C}$ be the space of all regular configurations $\phi: \mathcal{B} \rightarrow \mathcal{S}$ of a specified differentiability class, with displacement boundary conditions, if any, imposed. As we saw in Chapter 4, the
tangent space $T_q\mathcal{C}$ consists of vector fields $u: \mathcal{B} \to T_q\mathcal{S}$ covering $\phi$; that is, $u(X) \in T_{\phi(X)}\mathcal{S}$. (Compare with the definition of the bundle $\mathfrak{g}$ in 4.2.)

Consider the basic equations of motion:

$$\rho_{\text{Ref}}A = \text{DIV } P + \rho_{\text{Ref}}B.$$  \hspace{1cm} (6)

We assume that $P = \rho_{\text{Ref}}(\partial W/\partial F)$ for a stored energy function $W$, where $F = T\phi$ is the usual displacement gradient. Define the potential energy $V: \mathcal{C} \to \mathbb{R}$ by

$$V(\phi) = \int_{\mathcal{B}} \rho_{\text{Ref}}W(F) \, dV + \int_{\mathcal{B}} \rho_{\text{Ref}}\mathcal{U}_B(\phi) \, dV$$

$$+ \int_{\partial\mathcal{B}} \mathcal{U}_t(\phi) \, dA \text{ for the traction problem},$$  \hspace{1cm} (7)

where $\nabla \mathcal{U}_B = -B$ (in Euclidean space with dead loads, we can choose $\mathcal{U}_B(\phi) = -B \cdot \phi$). Define the kinetic energy $K: T\mathcal{C} \to \mathbb{R}$ by

$$K(u) = \frac{1}{2} \int_{\mathcal{B}} \rho_{\text{Ref}} \|u\|^2 \, dV,$$

and let

$$H = K + V, \quad L = K - V,$$

and

$$\mathcal{L}(\phi, \dot{\phi}, D\phi) = \frac{1}{2} \rho_{\text{Ref}} \|\dot{\phi}\|^2 - \rho_{\text{Ref}}W(D\phi) - \rho_{\text{Ref}}\mathcal{U}_B.$$  \hspace{1cm} (8)

The Hamiltonian system corresponding to this energy function is defined by Lagrange’s equations:

$$\frac{d}{dt} D_q L(\phi, \dot{\phi}) = D_{\dot{q}} L(\phi, \dot{\phi}).$$

As was explained in Proposition 4.3, these equations are precisely the weak form of the equations of motion (and boundary conditions in the traction case), and if $P$ is $C^1$, they give the strong form (6) and the traction boundary conditions.

**Problem 4.2** Make sense out of, and derive, under suitable covariance assumptions, the Doyle–Erickson formula for the Cauchy stress $\sigma = -\partial \mathcal{L}/\partial g$ for a general Lagrangian field theory.

**4.6 Example** (Incompressible Elasticity). Here we impose the constraint $J = 1$; that is, $\text{div } v = 0$. The equations of motion are modified by replacing the Cauchy stress $\sigma$ by $\sigma + p I$, where $J^{-1}\sigma F^{-T} = \rho_{\text{Ref}}(\partial W/\partial F)$, that part of the stress derived from a stored energy function and where $p$ is to be determined by the incompressibility condition. Such models are commonly used for materials like rubber. Interestingly, the geometric ideas developed in the last section can be of technical benefit for the incompressible case.

As we saw in the previous example, the equations of elastodynamics may be regarded as a Hamiltonian system with configuration space $\mathcal{C}$. For incompressible elasticity we work with

$$\mathcal{C}_{\text{vol}} = \{\phi \in \mathcal{C} | J(\phi) = 1\}.$$
Recall that in the displacement problem \( \phi \) is fixed on \( \partial \), but no boundary conditions are imposed in \( \partial \) for the traction problem.

One can show that in suitable function spaces (Sobolev spaces; see Chapter 6), \( \mathcal{E}_{vol} \) is a smooth submanifold of \( \mathcal{E} \). Its tangent space at \( \phi \in \mathcal{E}_{vol} \) is

\[
T_{\phi} \mathcal{E}_{vol} = \{ V \in T_{\phi} \mathcal{E} | \text{div}(V \circ \phi^{-1}) = 0 \}
\]

(The proof is given in Ebin–Marsden [1970] and relies on facts about elliptic operators that are given in Chapter 6.)

The main point is that the equations (and boundary conditions) of incompressible elasticity are equivalent to Lagrange's equations for the usual Lagrangian given by (7) and (8) on \( T\mathcal{E}_{vol} \). The extra term \( \rho I \) in the stress may be regarded as a Lagrange multiplier giving the force of constraint.

**Problem 4.3** Establish the last two statements above by using 3.17 and Problem 3.8.

For another approach to the Hamiltonian structure of nonlinear elasticity based on "Lie–Poisson structures," see Seliger and Whitham [1968], Holm and Kuperschmidt [1982] and Marsden, Ratiu and Weinstein [1982].

---

**Box 4.1 Summary of Important Formulas for Section 5.4**

**Lagrangian Density**

\[
\mathcal{L}(X, \phi, \dot{\phi}, D\phi) = \mathcal{L}(X^A, \phi^a, \dot{\phi}^a, F^a_A)
\]

**Lagrangian**

\[
L(\phi, \dot{\phi}) = \int_{\mathbb{R}} \mathcal{L}(X, \phi(X), \dot{\phi}(X), F(X)) \, dV(X) \left( -\int_{\partial} \nabla \cdot (\phi) \, dA(X) \right)
\]

for traction boundary conditions, where \( \nabla \cdot \phi = -\tau \)

**Piola–Kirchhoff Stress**

\[
P = -\frac{\partial \mathcal{L}}{\partial \dot{F}} \quad \quad P^A_a = -\frac{\partial \mathcal{L}}{\partial F^a_A}
\]

**Weak Form of the Lagrange Density Equations for \( \mathcal{L} \)** (\( \leftrightarrow \) Lagrange’s Equations for \( L \)): for all variations \( h \),

\[
\frac{d}{dt} \int_{\mathbb{R}} \partial_4 \mathcal{L}(\phi, \dot{\phi}, D\phi) \cdot h \, dV = \int_{\mathbb{R}} \partial_4 \mathcal{L}(\phi, \dot{\phi}, D\phi) \cdot h \, dV
\]

\[
+ \int_{\partial} \partial D_4 \mathcal{L}(\phi, \dot{\phi}, D\phi) Dh \, dV + \int_{\partial} \tau \cdot h \, dV
\]

**Strong Form of the Lagrange Density Equations** (equivalent to the weak form if the stress is \( C^1 \))

\[
\frac{\partial}{\partial t}(\partial_4 \mathcal{L}) = \partial_4 \mathcal{L} - \text{DIV} \partial D_4 \mathcal{L}; \quad P \cdot N = \tau \quad \text{on} \quad \partial \tau
Elasticity
\[ \mathcal{L}(\phi, \dot{\phi}, F) = \frac{1}{2} \rho_{\text{rel}} \| \dot{\phi} \|^2 - \rho_{\text{rel}} W(F) - \rho_{\text{rel}} \nabla \phi \]

Incompressible Elasticity
Impose the constraint \( J(\phi) = 1 \) and replace the Cauchy stress \( \sigma \) by \( \sigma + pI \), where \( p \) is the pressure.

5.5 CONSERVATION LAWS

This section derives special conservation laws for Lagrangian systems. This is done first for finite-dimensional systems and then for field theory. These results, commonly known as Noether's theorem, play an important role in Hamiltonian systems. (See Abraham and Marsden [1978], Chapter 4 for this theory in a more general context.) These conservation laws are then applied to elasticity, reproducing as a special case, results obtained by Knowles and Sternberg [1972] and Fletcher [1976], who obtained them by other methods.

For orientation, we give an example from one-dimensional elasticity: consider the equations

\[ \dddot{\phi} = P(\phi X)_X \quad X \in \mathbb{R}, \]

where \( P(\phi X) = W'(\phi X) \) for the stored energy function \( W \) and subscripts denote differentiation. We assume \( W \) is homogeneous—that is, independent of \( X \in \mathbb{R} \). This homogeneity is associated with the identity

\[ \frac{d}{dt} \left( \phi \phi_X \right) = \frac{d}{dx} \left( P(\phi X) \phi_X + \mathcal{L} \right), \]

where \( \mathcal{L} = \frac{1}{2}(\phi(X))^2 - W(\phi X) \). This conservation law may be directly checked; for an equilibrium solution, note the special case: \( (d/dx)(P(\phi X) \phi_X - W(\phi X)) = 0 \). In general, spatial and material symmetries lead to such conservation laws or identities.

We begin with the classical Noether theorem for finite-dimensional Lagrangian systems. Let \( L(q^1, \ldots, q^n, \dot{q}^1, \ldots, \dot{q}^n) \) be a Lagrangian and suppose \((\dot{q}^i(t), \ddot{q}^i(t))\) satisfies Lagrange's equations

\[
\begin{aligned}
\frac{d}{dt} q^i &= \dot{q}^i, \\
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} &= \frac{\partial L}{\partial q^i} \quad (i = 1, \ldots, n).
\end{aligned}
\]

Suppose \( Y \) is a vector field in \( Q \) space; \( Y = (Y^1(q), \ldots, Y^n(q)) \) such that if \( \psi_s \) is the flow of \( Y \)—that is, \( (\partial/\partial s)\psi_s^i(q) = Y^i(\psi_s(q)) \)—then \( \psi_s \) leaves \( L \) invariant;

\[
\begin{aligned}
\frac{d}{dt} \left( \phi \phi_X \right) = \frac{d}{dx} \left( P(\phi X) \phi_X + \mathcal{L} \right).
\end{aligned}
\]
that is, we have the identity
\[ L(q^i, \dot{q}^i) = L\left(\psi'(q), \frac{\partial \psi'}{\partial q^i}, \dot{q}^i\right). \] (2)

In other words, \( Y \) is a symmetry of \( L \) in the sense that the transformation of phase space induced by the flow of \( Y \) leaves \( L \) invariant.

5.1 Proposition If Equations (1) and (2) hold, then \( \mathfrak{P} = \left(\partial L/\partial \dot{q}^i\right) Y^i \) is a constant of the motion; that is, \( d\mathfrak{P}/dt = 0 \).

Proof Differentiating (2) with respect to \( s \) at \( s = 0 \) gives the identity
\[ \frac{\partial L}{\partial q^i} Y^i + \frac{\partial L}{\partial \dot{q}^i} \frac{\partial Y^i}{\partial q^j} \dot{q}^j = 0. \] (3)

By (1) we have
\[ \frac{d}{dt} \mathfrak{P} = \frac{d}{dt} \left(\frac{\partial L}{\partial \dot{q}^i} Y^i\right) = \frac{\partial L}{\partial q^i} Y^i + \frac{\partial L}{\partial \dot{q}^i} \frac{\partial Y^i}{\partial q^j} \dot{q}^j, \]
which vanishes by (3). \( \square \)

5.2 Examples
(a) \( Q = \mathbb{R}^3 \) and \( Y(q^1, q^2, q^3) = e_1 = (1, 0, 0) \), the first basis vector. The flow of \( Y \) is translation in the \( q^1 \) direction; the induced transformation of phase space is
\[ q^1 \mapsto q^1 + s, \quad \dot{q}^1 \mapsto \dot{q}^1, \]
\[ q^2 \mapsto q^2, \quad \dot{q}^2 \mapsto \dot{q}^2, \]
\[ q^3 \mapsto q^3, \quad \dot{q}^3 \mapsto \dot{q}^3. \]

Thus the associated conserved quantity for Lagrangians independent of \( q^1 \) is \( \mathfrak{P} = \partial L/\partial \dot{q}^1 \), the momentum in the \( q^1 \)-direction.

(b) Let \( Q = \mathbb{R}^3 \) and \( Y(q^1, q^2, q^3) = (q^2, -q^1, 0) \), the vector field whose flow consists of rotations about the \( q^3 \)-axis. If \( L \) is invariant under such rotations, then the angular momentum about the \( q^3 \)-axis, \( \mathfrak{P} = p_1 q^2 - q^1 p_2 \) is conserved, where \( p_i = \partial L/\partial \dot{q}^i \).

Proposition 5.1 may be generalized to infinite dimensions using the same proof as follows:

5.3 Proposition In the context of 3.13, let \( \psi_s \) be a flow consisting of \( C^1 \) maps of \( Q \) to \( Q \). Let
\[ Y(x) = \left. \frac{d}{ds} \psi_s(x) \right|_{s=0} \text{ so } \left. DY(x) \cdot v = \frac{d}{ds} D\psi_s(x) \cdot v \right|_{s=0} \]
exist for \((x, v) \in D\). Suppose \( D\psi_s \) leaves \( L \) invariant; that is, \( D\psi_s \) leaves \( D \) invariant and \( L(x, v) = L(\psi_s(x), D\psi_s(x) \cdot v) \), for \((x, v) \in D\). Then \( \mathfrak{P}(x, v) = D_2 L(x, v) \cdot Y(x) \) is a constant of the motion; that is, if \((x(t), v(t)) \) satisfies Lagranges
equations
\[
\frac{d}{dt} x(t) = v(t),
\]
\[
\frac{d}{dt} D_2 L(x(t), v(t)) = D_1 L(x(t), v(t)),
\]
then \((d/dt)\Psi = 0\).

Next we turn to conservation laws for a Lagrangian field theory using the context and notation of Section 5.4. [Note: All of the results that follow are given in differential form and assume that the solutions are at least \(C^1\). As usual, when shocks or other discontinuities are present, the integrated form is preferable: this is, what is obtained if 5.3 is used.] We begin by proving a conservation law for the energy density.

Let \(\mathcal{L}\) be a smooth Lagrangian density on a bundle \(\pi : \mathcal{E} \rightarrow \mathcal{B}\) and let \(\phi(t)\) be a differentiable curve of fields (sections of \(\mathcal{E}\)) such that the Lagrange density equation of motion holds:

\[
\frac{\partial}{\partial t} (\partial_{\phi} \mathcal{L}) = \partial_{\phi} \mathcal{L} - \text{DIV} \partial_{D\phi} \mathcal{L}.
\]

**5.4 Proposition** Define the energy density by \(E = \phi \cdot \partial_{\phi} \mathcal{L} - \mathcal{L}\). Then \(E\) obeys the following conservation equation (“continuity equation”):

\[
\frac{\partial E}{\partial t} + \text{DIV} (\phi \cdot \partial_{D\phi} \mathcal{L}) = 0, \quad \text{that is,} \quad \frac{\partial E}{\partial t} - \text{DIV}(\phi \cdot \mathcal{P}) = 0.
\]

**Proof** Indeed, using the chain rule together with the equation of motion, we find

\[
\frac{\partial E}{\partial t} = \frac{\partial}{\partial t} (\phi \partial_{\phi} \mathcal{L}) - \frac{\partial \mathcal{L}}{\partial t} = \phi \frac{\partial}{\partial t} \partial_{\phi} \mathcal{L} + \frac{\partial}{\partial t} (\phi \partial_{\phi} \mathcal{L}) - \phi \partial_{\phi} \mathcal{L} - \phi \partial_{\phi} \mathcal{L} - D\phi \cdot \partial_{D\phi} \mathcal{L}
\]

\[
= \phi \left( \frac{\partial}{\partial t} (\partial_{\phi} \mathcal{L}) - \phi \partial_{\phi} \mathcal{L} - D\phi \cdot \partial_{D\phi} \mathcal{L} \right)
\]

\[
= \phi \left( \phi \partial_{\phi} \mathcal{L} - \text{DIV} \partial_{D\phi} \mathcal{L} \right) - \phi \partial_{\phi} \mathcal{L} - D\phi \cdot \partial_{D\phi} \mathcal{L}
\]

\[
= -\phi \text{DIV} \partial_{D\phi} \mathcal{L} - D\phi \cdot \partial_{D\phi} \mathcal{L} = -\text{DIV}(\phi \partial_{D\phi} \mathcal{L}).
\]

One can similarly localize the conservation laws associated with general symmetries. This proceeds as follows. Let \(\psi_s\) be a flow on \(\mathcal{B}\) and let \(\overline{\psi}_s\) be a flow on \(\mathcal{E}\), preserving fibers and covering \(\psi_s\). This extends to a flow on \(J^1(\mathcal{E})\), called say \(\overline{\psi}_s\) determined by \(\overline{\psi}_s \circ j(\phi) \cdot \psi_s^{-1} = j(\overline{\psi}_s \circ \phi \circ \psi_s^{-1})\) for \(\phi\) a smooth section of \(\mathcal{E}\). In coordinates \(X^A\) on \(\mathcal{B}\) and \(x^a\) on the fibers of \(\mathcal{E}\),

\[
\overline{\psi}_s(X^A, x^a, F^a_A) = \left( \psi_s^A(X), \psi_s^a(X, x), \frac{\partial \overline{\psi}_s^a}{\partial x^b} \left( (\frac{\partial \psi_s^a}{\partial X^b})^{-1} \right)^A_B F^b_B \right).
\]

Let \(\xi_\phi\) and \(\xi_\mathcal{E}\) be the corresponding infinitesimal generators on \(\mathcal{B}\) and \(\mathcal{E}\), respectively. Assume that \(\mathcal{L}\) is invariant in the sense that \(\mathcal{L}\) is unchanged under trans-
formation by $\Psi_z \times \Psi_z$ of $\Phi$ and $(\phi, D\phi)$, that is,

$$\mathcal{L} = (\Psi_z \times \Psi_z) = \mathcal{L},$$

and that $\Psi_z$ preserves the volume element $dV$ on $\Omega$. If $\phi$ is a solution of the Lagrange density equations, set

$$T = \mathcal{L}_{\xi_z} = \partial_{\phi} \mathcal{L} \cdot (\xi_z \phi - D\phi \cdot \xi_z)$$

(a vector field on $\Omega$)

$$\mathcal{J} = \partial_{\phi} \mathcal{L} \cdot (\xi_z \phi - D\phi \cdot \xi_z)$$

(a scalar field on $\Omega$),

where $\mathcal{L}$ stands for $\mathcal{L}(X, \phi, D\phi, \ldots)$, and so on.

5.5 Proposition (Noether's Theorem) The following identity (conservation law) holds:

$$\frac{\partial \mathcal{J}}{\partial t} + \text{DIV} T = 0.$$ 

This is proved along the lines already indicated in the proof of the conservation law for the energy density.

Problem 5.1 Give the details of this proof, both invariantly and in coordinates (see the summary in Box 5.1 for the coordinate expressions).

Problem 5.2

(a) Show that 5.5 implies that the flux of the four-vector $(T, \mathcal{J})$ through any smooth bounded region in spacetime is zero.

(b) What is the rate of change of the integral $\int_U \mathcal{J} dV$ over a smooth bounded region $U$ in $\Omega$?

(c) Show that under some hypotheses, $\mathcal{B}$ in 5.3 is given for field theories by $\mathcal{B} = \int_B \mathcal{J} dV$.

We shall now use Noether's theorem to derive conservation laws for elasticity. Here we use the set-up and notation from the second half of Section 5.4. In carrying this out, it is important to keep straight spatial and material invariances—that is, invariances under transformation of $\mathcal{S}$ (the space) and of $\Omega$ (the body), respectively. Such ideas are implicit in the work of Arnold [1966], for instance, and it is in this respect that our treatment differs from that of Knowles and Sternberg [1972] and Fletcher [1976]. (These authors prove more in the cases that they consider. They show that the only transformations that produce the desired infinitesimal invariance of $\mathcal{L}$ are those with which they started.)

6These conservation laws can also be carried out for plates and shells in an analogous manner (see Naghdi [1972]). A convenient context is nonlinear Kirchhoff shell theory in which the stored energy function depends on $C$ and the second fundamental form, $k$. See also Green, Naghdi and Wainwright [1965] and Golubitsky, Marsden and Schaeffer [1983].
5.6 Example Let us begin with spatial invariance. Let \( \psi_s \) be a flow on \( S \) generated by a vector field \( w \). This gives a flow on the bundle \( \mathcal{B} \times S \to \mathcal{B} \) by holding \( \mathcal{B} \) pointwise fixed and moving points in \( S \) by the mapping \( \psi_s \). Invariance of \( L \) in this case reads
\[
L(X, \psi_s(\phi), D\psi_s(\phi) \cdot \phi, D\psi_s \cdot F) = L(X, \phi, \phi, F),
\]
as an identity on \( L \) in its arguments \( X, \phi, \phi, F \). Noether's theorem now states that if \( \phi \) satisfies the equations of motion, then we have the identity
\[
\frac{\partial}{\partial t} (\partial_x L \cdot w) + \text{DIV}(\partial_F L \cdot w) = 0.
\]
That is,
\[
\frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \phi^a} \right) + \left( \frac{\partial L}{\partial \phi^a / \partial x^j} \right) w^a = 0.
\]
(In the notation of Noether's theorem, \( \xi_\phi = 0 \), and \( \xi_\phi = (0, w) \).) Specializing to \( S = \mathbb{R}^3 \) and choosing:

(i) \( \psi_s \) an arbitrary translational flow—\( \psi_s(x) = x + sw \), \( w \) a constant vector—we recover the equations of motion
\[
\frac{\partial}{\partial t} \frac{\partial L}{\partial \phi} + \text{DIV} \partial_F L = 0,
\]
that is, balance of momentum. (The assumed invariance of \( L \) holds if \( L \) does not depend on the point values of \( \phi \): cf. Chapter 3.)

(ii) \( \psi_s \) an arbitrary rotational flow. Here \( w(x) = Bx \), where \( B \) is an arbitrary skew symmetric matrix. Noether's theorem (together with the equations of motion) now states:
\[
(\partial_x L) \otimes \phi + (\partial_F L) \cdot F \text{ is symmetric.}
\]
For elasticity,
\[
(\partial_x L) \otimes \phi = \frac{\partial L}{\partial \phi^a} \phi^b = \phi^a \phi^b
\]
is symmetric, so this reduces to the assertion that \( \sigma = J^{-1}PF^T \) is symmetric—that is, balance of moment of momentum. Again, this invariance assumption will hold if \( L \) depends only on \( F \) through \( C \).

5.7 Remark Noether's theorem provides a natural link between balance laws and material frame indifference. The assumption of material frame indifference plus the above Hamiltonian structure implies the usual balance laws. Thus, from an abstract point of view, the foundations of elasticity theory written in terms of a Lagrangian (or Hamiltonian) field theory seem somewhat more satisfactory—certainly more covariant—than the usual balance laws. (See Section 3.4.)

5.8 Example Next we examine material invariance. Let \( \Lambda_s \) be a volume-preserving flow on \( \mathcal{B} \) generated by a vector field \( W \) on \( \mathcal{B} \). This induces a flow on the bundle \( \mathcal{B} \times S \) by holding \( S \) pointwise fixed. An important remark is that
Noether's theorem is purely local. Thus we may consider rotations about each point of \( \mathcal{B} \) but restrict attention to a ball centered at each such point. The result of Noether's theorem is still valid since the proof is purely local. This is necessary since we wish to speak of isotropic materials without assuming \( \mathcal{B} \) itself is invariant under rotations.

Invariance of \( \mathcal{L} \) means that
\[
\mathcal{L}(\Lambda_t(X), \phi, \dot{\phi}, D\phi \cdot D\Lambda_t) = \mathcal{L}(X, \phi, \dot{\phi}, D\phi)
\]
as an identity on \( \mathcal{L} \) in its arguments.

Noether's theorem in this case states that
\[
\frac{\partial}{\partial t} (\partial_t \mathcal{L} \cdot D\phi \cdot W) + \text{DIV}(\partial_x \mathcal{L} \cdot D\phi \cdot W - \mathcal{L} W) = 0,
\]
that is,
\[
\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \phi^A} F_{A} W^A \right) + \left( \frac{\partial \mathcal{L}}{\partial F_{B}^A} F_{B} W^B - \mathcal{L} W^A \right)_{|A} = 0.
\]
(In the terminology of Proposition 5.5, \( \xi_{\mathcal{B}} = W \) and \( \xi_{\mathcal{B}} = (W, 0) \). Note that the "field values" of \( \xi_{\mathcal{B}} \) are zero.) Again this can be rewritten using the equations of motion, if desired.

Now specialize to the case in which \( \mathcal{B} \) is open in \( \mathbb{R}^3 \) and make the following two choices:

(i) \( \Lambda_t \) is an arbitrary translation \( \Lambda_t(X) = X + sW, W \) a constant vector. Then \( \mathcal{L} \) will be invariant if it is homogeneous—that is, independent of \( X \). In this case, Noether's theorem yields the identity
\[
\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \phi^A} F_{A} \right) + \left( \frac{\partial \mathcal{L}}{\partial F_{B}^A} F_{B} \right)_{|B} - \mathcal{L} = 0,
\]
That is, for any subbody \( \mathcal{U} \subset \mathcal{B} \) with unit outward normal \( N_A \),
\[
\frac{\partial}{\partial t} \int_{\mathcal{U}} \frac{\partial \mathcal{L}}{\partial \phi^A} F_{A} dV = \int_{\mathcal{U}} \left( \mathcal{L} N_A - \frac{\partial \mathcal{L}}{\partial F_{B}^A} F_{A} N_B \right) dA.
\]
The identity expresses conservation of material momentum; indeed, for elasticity,
\[
\frac{\partial \mathcal{L}}{\partial \phi^A} F_{A} = \rho_{\text{ref}} \frac{\partial \mathcal{L}}{\partial \phi^A} F_{A}
\]
is just the momentum density expressed in material coordinates. Thus,
\[
\mathcal{L} N_A - \frac{\partial \mathcal{L}}{\partial F_{B}^A} F_{A} N_B = \mathcal{L} N_A + P_{AB} F_{A} N_B
\]
(where \( P \) is the first Piola–Kirchhoff stress tensor) may be interpreted as a momentum flux. (If \( \mathcal{L} \) is independent of \( X \), the momentum identity can be verified directly using the equations of motion and the chain rule on \( \mathcal{L}_{|A} \).)
**Problem 5.3** Show that the identity derived in the introduction to this section is a special case of this result.

(ii) If $A_0$ is a rotation about the point $X_0$, then $W = B(X - X_0)$, where $B$ is skew-symmetric matrix. In vector notation,

$$W = V \times (X - X_0),$$

where $V$ is a constant vector; in Euclidean coordinates,

$$W_A = \epsilon_{ABC} V^B (X^C - X_0^C),$$

where $\epsilon^{ABC}$ is the alternator. Noether's theorem becomes (in Euclidean coordinates)

$$\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}^a} F^a_A \epsilon^{ABC} X_C \right) + \left( \frac{\partial \mathcal{L}}{\partial F^a_D} F^a_A \epsilon^{ABC} X_C - \mathcal{L} \epsilon^{DBC} X_C \right)_{|D} = 0.$$

This expresses a conservation law for the *material angular momentum of the body*. For it to hold, $\mathcal{L}$ must be isotropic in the sense discussed in Chapter 3, Section 3.5.

If $\mathcal{L}$ is also homogeneous, then, using the identity in (i), (ii) reduces to

$$\frac{\partial \mathcal{L}}{\partial F^a_D} F^a_A \epsilon^{ABD} = 0,$$

that is,

$$P_{aD} F^a_A \epsilon^{ABD} = 0 \quad (B = 1, 2, 3).$$

**Problem 5.4** Use the standard isotropic representation for $P$ to show directly that this identity holds.

**Remarks.** All of this can equally well be done from a space-time point of view. Other symmetry groups (e.g., dilatations, etc.) can be dealt with in the same way. See Olver [1982] for more information.

---

**Box 5.1 Summary of Important Formulas for Section 5.5**

**Noether's Theorem (Finite Dimensional)**

If $L(q, \dot{q})$ is invariant under the transformations induced by the flow of a vector field $Y(q)$, then $\mathcal{B}$ is conserved along any solution of Lagrange's equations, where

$$\mathcal{B} = FL \cdot Y, \quad \mathcal{B} = \frac{\partial L}{\partial \dot{q}^i} Y^i.$$

**Continuity Equation for Energy**

$$\mathcal{E} = \dot{\phi} \partial_\phi \mathcal{L} - \frac{\partial \mathcal{L}}{\partial q}$$

$$\frac{\partial \mathcal{E}}{\partial t} + \text{DIV}(\dot{\phi} \partial_\phi \mathcal{L}) = 0$$

$$\frac{\partial \mathcal{E}}{\partial t} + \left( \frac{\partial \mathcal{L}}{\partial F^a_A} \right)_{|A} = 0.$$
Noether's Theorem for Classical Field Theory

If $\mathcal{L}(\phi, \dot{\phi}, D\phi)$ is invariant under transformations induced by vector fields $\xi_b$ (with components $\xi^A$) on the base $\mathcal{B}$ and $\xi_\mathcal{E}$ (with components $\xi^a$) on the fibers of $\mathcal{E}$, then

$$\frac{\partial \mathcal{L}}{\partial \dot{\phi}} + \text{DIV} T = 0, \quad \frac{\partial \mathcal{L}}{\partial \phi} + T^A_{|A} = 0,$$

where

$$\mathcal{L} = \partial^b \mathcal{L} \cdot (\xi_b \circ \phi - D\phi \cdot \xi_b), \quad \mathcal{L} = \frac{\partial \mathcal{L}}{\partial \phi^a} (\xi^a - F^a_A \xi^A),$$

and

$$T = \mathcal{L} \xi_b + \partial_D \mathcal{L} \cdot (\xi_b \circ \phi - D\phi \cdot \xi_b), \quad T^a = \mathcal{L} \xi^A + \frac{\partial \mathcal{L}}{\partial F^a_A} (\xi^a - F^a_b \xi^B).$$

Noether's Theorem Applied to Elasticity

Spatial invariance:

(i) Under translations gives balance of momentum.
(ii) Under rotations gives balance of moment of momentum.

Material invariance:

(i) Under translations (homogeneous material) gives the following identity (conservation of linear material momentum):

$$\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \dot{\phi}^a} F^a_A \right) + \left( \frac{\partial \mathcal{L}}{\partial F^a_B} F^a_A \right)_{|B} - \mathcal{L}_{|A} = 0,$$

where $\mathcal{L} = \frac{1}{2} \phi^a \phi^b g_{ab} - W(F)$.

(ii) Under rotations (isotropic material) gives the following identity (conservation of angular material momentum):

$$\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \phi^a} F^a_A \epsilon^{ABC} X_C \right) + \left( \frac{\partial \mathcal{L}}{\partial F^a_D} F^a_A \epsilon^{ABC} X_C - \mathcal{L} \epsilon^{DBC} X_C \right)_{|D} = 0.$$

5.6 RECIPROCITY

We begin this section with a statement and proof of the reciprocal theorem of Betti and Rayleigh. This theorem states that "for a hyperelastic body subject to two infinitesimal systems of body and surface forces, the work done by the first system in the displacement caused by the second equals the work done by the second in the displacement caused by the first."

The following special case (due to Maxwell) will emphasize the interest of this statement. Consider a beam (not necessarily unstressed) and choose two points on the beam $P$ and $Q$. Put a concentrated load $F_p$ at the point $P$; this
causes a proportional displacement denoted \( \alpha_{QP} F_P \) at the point \( Q \); \( \alpha_{QP} \) is called the influence coefficient. Likewise, a load \( F_Q \) at the point \( Q \) produces a displacement \( \alpha_{PQ} F_Q \) at \( P \). Reciprocity implies the equality of the two workings: \( F_Q \cdot (\alpha_{QP} F_P) = F_P \cdot (\alpha_{PQ} F_Q) \); that is, that
\[
\alpha_{PQ} = \alpha_{QP} \quad \text{(Maxwell relations).}
\]

Following our discussion of the reciprocal theorem in elasticity, we give a brief discussion of reciprocity in terms of Lagrangian submanifolds. The point is that whenever there is a potential (variational principle) for a given problem, there is a corresponding reciprocity principle and vice versa. For example, in thermodynamics the reciprocity principle is called the Onsager relation.

We begin by deriving the classical reciprocal theorem. We recall from Proposition 2.8, Section 4.2 that the linearized equations about a given solution \( \phi \), corresponding to incremental loads \( \mathbf{B}^*, \tau^* \) and boundary conditions of place (if any), are given in material form by
\[
\begin{align*}
\rho_{\text{Ref}} (\mathbf{B}^* - \mathbf{U}) + \text{DIV}(\mathbf{A} \cdot \nabla \mathbf{U}) &= 0, \\
\langle \mathbf{A} \cdot \nabla \mathbf{U}, \mathbf{N} \rangle &= \tau^* \quad \text{on } \partial_r, \\
\mathbf{U} &= 0 \quad \text{on } \partial_s,
\end{align*}
\]
where \( \mathbf{A} \) is the elasticity tensor evaluated in the configuration \( \phi \). We consider another such system for incremental loads \( (\mathbf{B}^*, \tau^*) \) satisfying
\[
\begin{align*}
\rho_{\text{Ref}} (\mathbf{B}^* - \mathbf{U}) + \text{DIV}(\mathbf{A} \cdot \nabla \mathbf{U}) &= 0, \\
\langle \mathbf{A} \cdot \nabla \mathbf{U}, \mathbf{N} \rangle &= \tau^* \quad \text{on } \partial_r, \\
\mathbf{U} &= 0 \quad \text{on } \partial_s.
\end{align*}
\]
Now multiply (1) by \( \mathbf{U} \) and integrate over \( \mathcal{B} \) to get
\[
\int_{\mathcal{B}} \rho_{\text{Ref}} \langle \mathbf{B}^* - \mathbf{U}, \mathbf{U} \rangle \, dV = -\int_{\mathcal{B}} \langle \text{DIV}(\mathbf{A} \cdot \nabla \mathbf{U}), \mathbf{U} \rangle \, dV
\]
\[
= \int_{\mathcal{B}} (\mathbf{A} \cdot \nabla \mathbf{U}) \cdot \nabla \mathbf{U} \, dV - \int_{\partial_r} \langle \tau^*, \mathbf{U} \rangle \, dA.
\]
The quantity \( (\mathbf{A} \cdot \nabla \mathbf{U}) \cdot \nabla \mathbf{U} \) is given in coordinates by \( A_{\alpha \beta} U_{\beta} \bar{U}_{\alpha} \), which is symmetric in \( \nabla \mathbf{U} \) and \( \nabla \bar{\mathbf{U}} \) for hyperelastic materials. Thus, (3) yields the following:

**6.1 Theorem (Betti Reciprocity)** Let \( \mathbf{U} \) and \( \bar{\mathbf{U}} \) be two solutions of the linearized equations of hyperelastodynamics corresponding to incremental loads \( (\mathbf{B}^*, \tau^*) \) and \( (\bar{\mathbf{B}}^*, \bar{\tau}^*) \), respectively—that is, satisfy (1) and (2). Then
\[
\int_{\mathcal{B}} \rho_{\text{Ref}} \langle \mathbf{B}^* - \mathbf{U}, \bar{\mathbf{U}} \rangle \, dV + \int_{\partial_r} \langle \tau^* \bar{\mathbf{U}} \rangle \, dA
\]
\[
= \int_{\mathcal{B}} \rho_{\text{Ref}} \langle \bar{\mathbf{B}}^* - \bar{\mathbf{U}}, \mathbf{U} \rangle \, dV + \int_{\partial_r} \langle \bar{\tau}^* \mathbf{U} \rangle \, dA.
\]

Notice that for the special case of elastostatics, Betti reciprocity states that
\[
\int_{\mathcal{B}} \rho_{\text{Ref}} \langle \mathbf{B}^*, \bar{\mathbf{U}} \rangle \, dV + \int_{\partial_r} \langle \tau^*, \bar{\mathbf{U}} \rangle \, dA = \int_{\mathcal{B}} \rho_{\text{Ref}} \langle \bar{\mathbf{B}}^*, \mathbf{U} \rangle \, dV + \int_{\partial_r} \langle \bar{\tau}^* \mathbf{U} \rangle \, dA.
\]
**Problem 6.1** Derive the Maxwell relations from Betti reciprocity.

**Problem 6.2** Prove that Betti reciprocity implies hyperelasticity.

**Problem 6.3** Show that if \( \phi = \text{identity} \) is stress free and the material is isotropic and homogeneous, each side of (4) (or (5) for elastostatics) becomes

\[
\int [2\mu u^* \dddot{u} + \lambda (\text{div} \, u)(\text{div} \, \dddot{u})] \, dv
\]

(identifyng material and spatial quantities).

Betti’s reciprocal theorem is important in several applications. One of these is in the theory of bifurcation of three-dimensional elastic bodies, where it limits the number of possible solutions. (This theory is described in Section 7.3.) For other applications and a historical discussion, see Truesdell and Noll [1965] and Sokolnikoff [1956].

Now we turn our attention to a reformulation of Betti’s theorem in terms of Lagrangian submanifolds. (For additional information, see Abraham and Marsden [1978], Section 5.3, Guillemin and Sternberg [1977], Weinstein [1977], Oster and Perelson [1973], and Tulczyjew [1974].)*

We shall begin by discussing the linear case, and then we shall globalize to manifolds. Following this we shall give some simple examples and explain the connections with reciprocity.

**6.2 Definitions** Let \((E, \omega)\) be a symplectic vector space (see Section 5.2) and \(F \subset E\) a subspace. The \(\omega\)-orthogonal complement of \(F\) is the subspace defined by

\[ F^\perp = \{ e \in E \mid \omega(e, e') = 0 \text{ for all } e', e \in F \}. \]

We say:

(i) \(F\) is isotropic if \(F \subset F^\perp\), that is, \(\omega(e, e') = 0\) for all \(e, e' \in F\);

(ii) \(F\) is co-isotropic if \(F' \supset F^\perp\), that is, \(\omega(e, e') = 0\) for all \(e' \in F\) implies \(e \in F\);

(iii) \(F\) is Lagrangian if \(F\) is isotropic and has an isotropic complement, that is, \(E = F \oplus F'\), where \(F'\) is isotropic.

(iv) \(F\) is symplectic if \(\omega\) restricted to \(F \times F\) is nondegenerate.

The terminology “Lagrangian subspace” was apparently first used by Maslov [1965], although the ideas were in isolated use before that date.

To get a feel for some of the ideas we shall assume temporarily that our vector spaces and manifolds are finite dimensional. The following collects some properties related to Definition 6.2.

---

6.3 Proposition

(i) $\mathcal{F} \subset \mathcal{G}$ implies $\mathcal{G}^\perp \subset \mathcal{F}^\perp$.
(ii) $\mathcal{F}^\perp \cap \mathcal{G}^\perp = (\mathcal{F} + \mathcal{G})^\perp$.
(iii) $\dim \mathcal{F} = \dim \mathcal{F} + \dim \mathcal{F}^\perp$.
(iv) $\mathcal{F} = \mathcal{F}^\perp$.
(v) $(\mathcal{F} \cap \mathcal{G})^\perp = \mathcal{F}^\perp + \mathcal{G}^\perp$.

Proof The assertions (i) and (ii) are simple verifications. To prove (iii), consider the linear map $\omega^*: \mathcal{E} \to \mathcal{E}^*$, and for $e \in \mathcal{F}$, $\omega^*(e)$ annihilates $\mathcal{F}^\perp$, so we get an induced linear map $\omega_\mathcal{F}^*: \mathcal{F} \to (\mathcal{E}/\mathcal{F}^\perp)^*$. Since $\omega$ is nondegenerate, this map in injective. Thus, by linear algebra

$$\dim \mathcal{F} \leq \dim (\mathcal{E}/\mathcal{F}^\perp)^* = \dim \mathcal{E} - \dim \mathcal{F}^\perp.$$ 

Next consider $\omega^*: \mathcal{E} \to \mathcal{E}^* \to \mathcal{F}^*$. As a linear map $\omega_\mathcal{F}^*$ of $\mathcal{E}$ to $\mathcal{F}^*$, this has kernel exactly $\mathcal{F}^\perp$. Thus, by linear algebra again

$$\dim \mathcal{F} \geq \dim \text{Range } \omega_\mathcal{F}^* = \dim \mathcal{E} - \dim \mathcal{F}^\perp.$$ 

These two inequalities give (iii).

For (iv), notice that $\mathcal{F} \subset \mathcal{F}^\perp$ is clear. From (iii) applied to $\mathcal{F}$ and to $\mathcal{F}^\perp$ we get $\dim \mathcal{F} = \dim \mathcal{F}^\perp$, so $\mathcal{F} = \mathcal{F}^\perp$.

Finally, for (v), notice that, using (ii) and (iv).

$$\mathcal{F}^\perp = (\mathcal{F}^\perp \cap \mathcal{G}^\perp)^\perp = \mathcal{F}^\perp + \mathcal{G}^\perp.$$ 

The next result is often used to define Lagrangian subspaces.

6.4 Proposition Let $(\mathcal{E}, \omega)$ be a symplectic vector space and $\mathcal{F} \subset \mathcal{E}$ a subspace. Then the following assertions are equivalent:

(i) $\mathcal{F}$ is Lagrangian.
(ii) $\mathcal{F} = \mathcal{F}^\perp$.
(iii) $\mathcal{F}$ is isotropic and $\dim \mathcal{F} = \frac{1}{2} \dim \mathcal{E}$.

Proof First we prove that (i) implies (ii). We have $\mathcal{F} \subset \mathcal{F}^\perp$ by definition. Conversely, let $e \in \mathcal{F}^\perp$ and write $e = e_0 + e_1$, where $e_0 \in \mathcal{F}$ and $e_1 \in \mathcal{F}'$, where $\mathcal{F}'$ is given by Definition 6.2 (iii). We shall show that $e_1 = \mathbf{0}$. Indeed, $e_1 \in \mathcal{F}'^\perp$ by isotropy of $\mathcal{F}'$, and similarly $e_1 = e - e_0 \in \mathcal{F}^\perp$. Thus $e_1 \in \mathcal{F}'^\perp \cap \mathcal{F}^\perp = (\mathcal{F}' + \mathcal{F})^\perp = \mathcal{E}^\perp = \{\mathbf{0}\}$ by nondegeneracy of $\omega$. Thus $e_1 = \mathbf{0}$, so $\mathcal{F}^\perp \subset \mathcal{F}$ and (ii) holds.

Secondly, (ii) implies (iii) follows at once from 6.3 (iii).

Finally, we prove that (iii) implies (i). First, observe that (iii) implies that $\dim \mathcal{F} = \dim \mathcal{F}^\perp$ by 6.3 (iii). Since $\mathcal{F} \subset \mathcal{F}^\perp$, we have $\mathcal{F} = \mathcal{F}^\perp$. Now we construct $\mathcal{F}'$ as follows. Choose arbitrarily $v_1 \notin \mathcal{F}$ and let $\mathcal{U}_1 = \text{span}(v_1)$; since $\mathcal{F} \cap \mathcal{U}_1 = \{\mathbf{0}\}$, $\mathcal{F} + \mathcal{U}_1 = \mathcal{E}$ by 6.3(v). Now pick $v_2 \in \mathcal{U}_1$, $v_2 \notin \mathcal{F} + \mathcal{U}_1$, let $\mathcal{U}_2 = \mathcal{U}_1 + \text{span}(v_2)$, and continue inductively until $\mathcal{F} + \mathcal{U}_k = \mathcal{E}$. By construction, $\mathcal{F} \cap \mathcal{U}_k = \{\mathbf{0}\}$. Therefore, $\mathcal{F} \subset \mathcal{F}^\perp$ and (i) holds.
= \{0\}, so \( \mathcal{E} = \mathcal{F} \oplus \mathcal{U}_k \). Also by construction,
\[
\mathcal{U}_k^\perp = \mathcal{U}_1 + \text{span}(v_2)^\perp = \mathcal{U}_1 \cap \text{span}(v_2)^\perp \supset \text{span}(v_1, v_2) = \mathcal{U}_2
\]
since \( v_2 \in \mathcal{U}_1^\perp \). Inductively, \( \mathcal{U}_k \) is isotropic as well. Thus we can choose \( \mathcal{F}' = \mathcal{U}_k \).

We can rephrase 6.4 by saying that Lagrangian subspaces are \textit{maximal isotropic subspaces}.

\textbf{6.5 Examples}

(i) Any one-dimensional subspace of \( \mathcal{E} \) is isotropic, so if \( \mathcal{E} \) is two dimensional, any one-dimensional subspace is Lagrangian.

(ii) Let \( \mathcal{E} = \mathbb{R}^2 \times \mathbb{R}^2 \) with elements denoted \( v = (v_1, v_2) \) and with the usual symplectic structure
\[
\omega((v_1, v_2), (w_1, w_2)) = \langle v_1, w_2 \rangle - \langle v_2, w_1 \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product. Then the subspace spanned by linearly independent vectors \( v \) and \( w \) is Lagrangian if and only if
\[
\langle v_1, w_2 \rangle = \langle v_2, w_1 \rangle.
\]
For instance \( \mathbb{R}^2 \times \{0\} \) and \( \{0\} \times \mathbb{R}^2 \) are Lagrangian subspaces, as is \( \text{span}((1, 1, 1, 1), (0, 1, 0, 1)) \), and so forth.

(iii) Let \( \mathcal{E} = \mathcal{U} \oplus \mathcal{U}^* \) with the canonical symplectic form
\[
\omega_0((v_1, \alpha_1), (v_2, \alpha_2)) = \alpha_2(v_1) - \alpha_1(v_2).
\]
Then \( \mathcal{U} \oplus \{0\} \subset \mathcal{E} \) and \( \{0\} \oplus \mathcal{U}^* \) are Lagrangian, since \( \omega_0 \) vanishes on them and they have half the dimension of \( \mathcal{E} \).

(iv) Let \( \mathcal{H} \) be a complex inner product space (regarded as a real vector space) with the symplectic form
\[
\omega(z, z') = -\text{Im}\langle z, z' \rangle.
\]
(See Example 2.4(c), Section 5.2.) Thus a subspace \( \mathcal{U} \subset \mathcal{H} \) is isotropic if and only if all inner products of pairs of elements of \( \mathcal{U} \) are \textit{real}. Let \( \mathcal{J} : \mathcal{H} \rightarrow \mathcal{H} \) be multiplication by \( i = \sqrt{-1} \). Then if \( \mathcal{U} \) is isotropic, so is \( \mathcal{U}' = \mathcal{J} \cdot \mathcal{U} \). Also, \( \mathcal{U} \cap \mathcal{J} \cdot \mathcal{U} = \{0\} \), as is easily seen. Thus \( \mathcal{U} \) is Lagrangian if and only if all pairs of inner products of elements of \( \mathcal{U} \) are real and \( \mathcal{U} + \mathcal{J} \mathcal{U} = \mathcal{H} \). This last decomposition of \( \mathcal{H} \) identifies \( \mathcal{H} \) with the complexification of a real inner product space \( \mathcal{U} \) and within \( \mathcal{H} \), the "purely real" and "purely imaginary" subspaces are Lagrangian. Thus, this example merely rephrases Example (iii).

The next proposition shows that Example 6.5(iii) is, in a sense, the most general example.

\textbf{6.6 Proposition} \textit{Let} \( (\mathcal{E}, \omega) \textit{ be a symplectic vector space and} \( \mathcal{U} \subset \mathcal{E} \textit{ a Lagrangian subspace. Then there is a symplectic isomorphism} A : (\mathcal{E}, \omega) \rightarrow (\mathcal{U} \oplus \mathcal{U}^*, \omega_0) \textit{ taking} \mathcal{U} \textit{ to} \mathcal{U} \oplus \{0\}.}
Proof Let $E = \mathcal{U} \oplus \mathcal{U}'$, where $\mathcal{U}'$ is isotropic, and consider the map

$$T: \mathcal{U}' \to \mathcal{U}^*, \quad T(e_1) \cdot e = \omega(e, e_1)$$

We claim $T$ is an isomorphism. Indeed, suppose that $T(e_1) = 0$; then $\omega(e_1, e) = 0$ for all $e \in \mathcal{U}$ and hence—as $\mathcal{U}'$ is isotropic and $E = \mathcal{U} \oplus \mathcal{U}'$—for all $e \in E$. Since $\omega$ is nondegenerate, $e_1 = 0$. Hence $T$ is one-to-one, and since $\dim \mathcal{U} = \dim \mathcal{U}'$, it is an isomorphism.

Now let $A = \text{Identity} \oplus T$. It is now easy to verify that $A^*\omega_0 = \omega$; indeed,

$$\begin{align*}
(A^*\omega_0)((e, e_1), (e', e'_1)) &= \omega_0((e, Te_1), (e', Te'_1)) \\
&= (Te'_1)(e) - (Te_1)(e') \\
&= \omega(e, e'_1) - \omega(e', e_1) \\
&= \omega(e + e_1, e' + e'_1)
\end{align*}$$

since each of $\mathcal{U}$ and $\mathcal{U}'$ is isotropic.

Now we move from the context of linear spaces to manifolds. We begin with the following.

6.7 Definitions Let $(\mathcal{Q}, \omega)$ be a symplectic manifold and $i: \mathcal{L} \to \mathcal{Q}$ an immersion. We say $\mathcal{L}$ is an isotropic (co-isotropic, symplectic) immersed submanifold of $(\mathcal{Q}, \omega)$ if $(T_x \mathcal{L})(T_x \mathcal{L}) \subset T_{i(x)} \mathcal{Q}$ is an isotropic (co-isotropic, symplectic) subspace for each $x \in \mathcal{L}$. The same terminology is used for submanifolds of $\mathcal{Q}$ and for subbundles of $\mathcal{T}\mathcal{Q}$ over submanifolds of $\mathcal{Q}$.

A submanifold $\mathcal{L} \subset \mathcal{Q}$ is called Lagrangian if it is isotropic and there is an isotropic subbundle $\mathcal{E} \subset T\mathcal{Q}|\mathcal{L}$ such that $T\mathcal{Q}|\mathcal{L} = T\mathcal{L} \oplus \mathcal{E}$.

Notice that $i: \mathcal{L} \to \mathcal{Q}$ is isotropic if and only if $i^*\omega = 0$. Also note, from the linear theory, that if $\mathcal{Q}$ is finite dimensional and $\mathcal{L} \subset \mathcal{Q}$ is Lagrangian, then $\dim \mathcal{L} = \frac{1}{2} \dim \mathcal{Q}$ and $(T_x \mathcal{L})^\perp = T_x \mathcal{L}$.

6.8 Proposition Let $(\mathcal{Q}, \omega)$ be a finite-dimensional symplectic manifold and $\mathcal{L} \subset \mathcal{Q}$ a submanifold. Then $\mathcal{L}$ is Lagrangian if and only if $\mathcal{L}$ is isotropic and $\dim \mathcal{L} = \frac{1}{2} \dim \mathcal{Q}$.

Proof The preceding remark proves the “only if” part. For the “if” part, we know $T_x \mathcal{L}$ has an isotropic complement $\mathcal{E}_x$ at each $x \in \mathcal{L}$. One can readily check that they can be chosen in a smooth manner.

An important example of a Lagrangian submanifold is given in the next proposition.

6.9 Proposition Let $\alpha$ be a one-form on a finite-dimensional manifold $\mathcal{Q}$ and $\mathcal{L} \subset T^*\mathcal{Q}$ be its graph. Then $\mathcal{L}$ is a Lagrangian submanifold if and only if $\alpha$ is closed.
Proof Clearly \( \mathcal{L} \) is a submanifold with dimension \( \frac{1}{2} \dim T^*Q \). However, from Definition 3.8, we have, \( \alpha^*\theta = \alpha \), so

\[
d\alpha = d^*d\theta = -\alpha^*\omega.
\]
Thus \( \alpha \) is closed if and only if \( \alpha^*\omega = 0 \), what is \( \mathcal{L} \) is isotropic.

In particular, note that \( Q \) itself, being the zero section, is Lagrangian. The argument also shows that the Lagrangian submanifolds of \( T^*Q \) which project diffeomorphically onto \( Q \) are in one-to-one correspondence with the closed one-forms on \( Q \).

Since \( \alpha \) is closed, locally \( \alpha = dS \) for a function \( S \) by the Poincaré lemma. This remark leads into the next definition.

6.10 Definition Let \((\mathcal{P}, \omega)\) be a symplectic manifold, \( \mathcal{L} \) a Lagrangian submanifold, and \( i: \mathcal{L} \to \mathcal{P} \) the inclusion. If, locally, \( \omega = -d\theta \), then \( i^*\omega = -di^*\theta = 0 \), so \( i^*\theta = dS \) for a function \( S: \mathcal{L} \to \mathbb{R} \) (locally defined). We call \( S \) a generating function or a potential function for \( \mathcal{L} \).

If \( \mathcal{L} \subset T^*Q \) is the graph of \( dS \), where \( S: Q \to \mathbb{R} \), then \( \mathcal{L} \) is Lagrangian and we can identify the generating function of \( \mathcal{L} \) with \( S \).

The idea of generating functions really goes back to Hamilton and Jacobi. However, the definition in the above general context is due to Sniatycki and Tulczyjew [1972].

Most of the concepts of analytical mechanics such as canonical transformations (and their generating functions) can be expressed entirely in terms of Lagrangian submanifolds. See Abraham and Marsden [1978], Section 5.3 for details.

We now turn to the ideas involved in reciprocity. First we consider an example,\(^7\) namely, a 3- (or generally \( n \)-) port nonlinear DC electric network, schematically shown in Figure 5.6.1. Let \( q^i \) denote voltages applied to each terminal and let \( p_i \) denote the currents flowing into the terminal (in specified directions, as in the figure). The applied voltages determine the currents, so we have

\[q^i = \text{applied voltages} \]
\[p_i = \text{currents into terminals}\]

Figure 5.6.1

\(^7\)Many of the ideas here are due to W. Tulczyjew and G. Oster.
relations

\[ p_i = f_i(q^1, \ldots, q^n) \quad (i = 1, \ldots, n). \]

Thus small changes in the \( q \)'s, \( \Delta q^i \) produce small changes \( \Delta p_i \) in the \( p \)'s. Reciprocity means that

\[ \frac{\Delta p_2}{\Delta q_1} = \frac{\Delta p_1}{\Delta q_2}, \]

that is, the proportional change of current/voltage induced in port 2 by activating port 1 is the same if instead we activate port 1 and look at the current changed in port 2. Precisely, this means

\[ \frac{\partial f_i}{\partial q^i} = \frac{\partial f_j}{\partial q^j} \quad (i, j = 1, \ldots, n). \]

Another way of saying this equality is that the manifold which is the graph of \( f = (f_1, \ldots, f_n) \) in \( \mathbb{R}^{2n} \) with its usual symplectic structure \( \omega = \sum dq^i \wedge dp_i \) is isotropic and hence Lagrangian (since its dimension is \( n \)). This fits in with 6.9 for the above relations say exactly that \( f \) regarded as a one-form, \( f = f_i dq^i \), is closed.

For a 2-port network, reciprocity (plus a nondegeneracy condition) is equivalent to having a function \( F(q^1, q^2) \) such that \( p_1 = -\partial F/\partial q^1 \) and \( p_2 = \partial F/\partial q^2 \); that is, \( F \) is the generating function of a canonical transformation of \( (q^1, p_1) \) to \( (q^2, p_2) \). For three or higher ports, we still have generating functions (6.10).

Other physical examples are reciprocal relationships between generalized forces and displacements in an elastic system (see below), thermodynamics and thermostatistics. The generating functions for these examples are the "internal energy" and the "free energy." In the first case, \( \theta = p_i dq^i \) is usually called the "virtual work." In thermostatistics, the reciprocity relations are called the Maxwell relations, while in thermodynamics they are called the Onsager relations. Thus, \textit{pairs of variables in a definite relationship are called reciprocal when they define a Lagrangian submanifold of the corresponding phase space.} The fact that these submanifolds have generating functions means that there will be a potential associated to any reciprocity relation, although its physical meaning will depend on the particular system. One can carry these ideas further, as Kijowski and Tulczyjew [1979] have done, and regard Lagrangian submanifolds as basic entities describing systems.

Let us now rephrase Betti's reciprocal theorem for hyperelastostatics in terms of Lagrangian submanifolds. Let \( \mathcal{C} \) denote the space of all configurations \( \phi: \mathcal{B} \rightarrow \mathcal{S} \) satisfying boundary conditions of place (if any). We identify \( T^*\mathcal{C} \) with loads (generalized forces) as follows: an element of \( T^*\mathcal{C} \) is a linear map \( l: T_\phi \mathcal{C} \rightarrow \mathbb{R} \). We can identify a pair of (dead) loads \( (B, \mathcal{r}) \) with such an \( l \) by mapping the infinitesimal displacement \( U \in T_\phi \mathcal{C} \) to the corresponding virtual work:

\[ \int_\mathcal{B} B \cdot U \, dV + \int_{\partial \mathcal{S}} \mathcal{r} \cdot U \, dA. \]

(One sees again that forces should "really" be one-forms and not vectors.)
Given constitutive functions for the stress, let $\mathcal{L} \subset T^*\mathcal{E}$ be defined to be the set of all $(\phi, (B, \tau)) \in T^*\mathcal{E}$ such that the equations of elastostatics are satisfied.

6.11 Theorem $\mathcal{L}$ is a Lagrangian submanifold of $T^*\mathcal{E}$ if and only if the stress is derived from an internal energy function $\bar{W}$. The function

$$\mathfrak{W}(\phi) = \int_{\partial\Omega} \bar{W}(F) \, dX$$

is the generating function for $\mathcal{L}$ in the sense of 6.10.

Problem 6.4 Verify this theorem and that it yields the reciprocal relations (5).

Problem 6.5 Derive a dynamic version of 6.11. (Consult Abraham and Marsden [1978]).

Problem 6.6 (Tułczyjew) An Elastic Beam. Consider an elastic beam in Euclidean space. The equilibrium configuration of the beam with no external forces is a straight line $l$. Small deflections induced by external forces and torques can be represented by points of a plane $\mathcal{M}$ perpendicular to the line $l$. The distance measured along $l$ from an arbitrary reference point is denoted by $s$. We select a section of the beam corresponding to an interval $[s_1, s_2]$ and assume that external forces and bending torques are applied only to the ends of the section. The configuration manifold $\mathcal{Q}$ of the section of the beam is the product $T\mathcal{M} \times T\mathcal{M}$ with coordinates $(q^i, q'^i, q^k, q'^k)$ ($i, j, k, l = 1, 2$). The force bundle $\mathcal{F} = T^*T\mathcal{M} \times T^*T\mathcal{M}$ has coordinates $(q^i, q'^i, f^l_k, t^l_i, q^1_m, q'^1_n, f^1_p, t^1_r)$. The coordinates $f^l_k$ and $t^l_i$ are components of the reaction force and the reaction moment respectively at $q^i$; $f^1_p$ and $t^1_r$ are components of the force and the torque applied to the end of the beam section at $q^1_m$. If $(\delta q^i_2, \delta q'^i_2, \delta f^l_2, \delta t^l_2, \delta q^1_2, \delta q'^1_2, \delta f^1_2, \delta t^1_2)$ are components of an infinitesimal "displacement" $u$ in $\mathcal{F}$ at $(q^i, q'^i, f^l_k, t^l_i, q^1_n, q'^1_n, f^1_p, t^1_r)$ then the virtual work is

$$w = f^1_i \delta q^i_1 + t^1_i \delta q'^i_1 - f^2_i \delta q^i_2 - t^2_i \delta q'^i_2 = -\langle u, \mathfrak{g} \rangle,$$

where

$$\mathfrak{g} = f^2_i \, dq^i_2 + t^2_i \, dq'^i_2 - f^1_i \, dq^i_1 - t^1_i \, dq'^i_1.$$

In the limit $s_2 \rightarrow s_1$ the configuration manifold $\mathcal{Q}'$ is the bundle $T^*T\mathcal{M}$ with coordinates $(q^i, q'^i, \dot{q}^k, \dot{q}'^k)$ and the force bundle $\mathcal{F}'$ is the bundle $TT^*T\mathcal{M}$ with coordinates $(q^i, q'^i, f^l_k, t^l_i, q^m, q'^n, \dot{f}^p, \dot{t}^r)$. The form $\mathfrak{g}$ becomes

$$\mathfrak{g} = \dot{f}^i \, dq^i + \dot{t}^i \, dq'^i + t^i \, dq'^i + t^i \, dq^i.$$

Equilibrium conditions are

$$\dot{f}^i = 0, \quad \dot{t}^i + t^i = 0, \quad t^i = k_{ij} \dot{q}'^j,$$

where $k_{ij}$ is a tensor characterizing the elastic properties of the beam. These conditions express the vanishing of the total force and the total moment,
and also Hooke’s law. In addition to these conditions there is a constraint condition \( \dot{q}^i = q''^i \). This condition defines a constraint submanifold
\[
\mathcal{C} = \{ w \in T T \mathcal{M} \mid \tau_{T \mathcal{M}}(w) = T \tau_m(w) \}.
\]
We use on \( \mathcal{C} \) coordinates \((q^i, \dot{q}^i, \ddot{q}^i)\) related to coordinates \((q^i, q'^i, \dot{q}^i, \ddot{q}^i)\) by \( \dot{q}^i = \ddot{q}^i \). Show that these conditions define a Lagrangian submanifold \( \mathcal{S}' \subset \mathcal{C} \) generated by \(-L\), where
\[
L(q^i, \dot{q}^i, \ddot{q}^i) = \frac{1}{2} k_{ij} \ddot{q}^i \ddot{q}^j
\]
is the potential energy per unit length of the beam and is defined on \( \mathcal{C} \). Finally, show that the equations
\[
\dot{q}^i = q''^i, \quad \ddot{q}^i = k_{ij} \dot{q}^j, \quad (k_{ij} k_{jl} = \delta_{il}), \quad \ddot{f}_i = 0, \quad \dddot{t}_i = -f_i
\]
define a Hamiltonian vector field \( \mathfrak{X} \) on \( \mathcal{C} \) and that the Lagrangian submanifold \( \mathcal{S}' \) is the image of the field \( \mathfrak{X} \). (See Tulczyjew [1976] for more information).

**Problem 6.7 (Harmonic Maps)** A map \( \phi: \mathcal{M} \to \mathcal{S} \) between Riemannian manifolds is called harmonic if it minimizes the energy function \( E(\phi) = \frac{1}{2} \int_\mathcal{M} |d\phi(X)|^2 dV(X) \). (a) Compute the first Piola–Kirchhoff stress and write down the Euler–Lagrange equations. (b) Find a Lagrangian submanifold that contains the harmonic maps. (c) Read the introduction to Eells and Lemaire [1978] and relate the notions to those of this book. Identify their “tension field” as one of the stress tensors. (d) Transcribe the results of Tanyi [1978] into the notations of this book.

---

**Box 6.1 Summary of Important Formulas for Section 5.6**

**Betti Reciprocity Principle**

If \( U \) and \( \bar{U} \) solve the linearized equations of hyperelastodynamics with incremental loads \((B^*, \tau^*)\) and \((\bar{B}, \bar{\tau}^*)\), respectively, then
\[
\int_{\mathcal{S}} \rho_{\text{Ref}} \langle (B^* - \bar{U}), \bar{U} \rangle dV + \int_{\mathcal{S}_T} \langle \bar{\tau}^*, \bar{U} \rangle dA
\]
is unchanged if the barred and unbarred quantities are swapped.

**Lagrangian Manifolds**

A submanifold \( \mathcal{L} \) of a symplectic manifold \((\mathcal{P}, \omega)\) is called Lagrangian when the form \( \omega \) vanishes when pulled back to \( \mathcal{L} \) and \( \mathcal{L} \) is maximal with respect to this property (if \( \mathcal{P} \) is finite dimensional this means \( \dim \mathcal{L} = \frac{1}{2} \dim \mathcal{P} \)).

**Reciprocity and Lagrangian Submanifolds**

If \( \mathcal{L} \subset T^*\mathcal{C} \) denotes the set of all solutions \((\phi, (B, \tau))\) of the equations of hyperelastics, then \( \mathcal{L} \) is Lagrangian and has the internal energy as its generating function.
5.7 RELATIVISTIC ELASTICITY

This section outlines some of the basic ingredients that go into elasticity in the context of general relativity. This theory is believed to be important in a number of astrophysical situations, such as neutron stars. The theory is also of academic interest since related continuum theories such as fluids, magnetohydrodynamics, and plasmas are of great astrophysical importance.

We shall begin by discussing the kinematics of relativistic continua and then discuss very briefly the dynamics. We cannot be exhaustive here, as this subject should properly take an entire textbook. The reader is assumed to have a nodding acquaintance with the basic tools of relativity; our main source is Misner, Thorne, and Wheeler [1973] (and its companion problem book by Lightman, Press, Price, and Teukolsky).

There are many references relevant to relativistic elasticity, although the literature is discouragingly diffuse. For us, the most useful source have been Carter and Quintana [1972] and Carter [1973]. Other standard references are Bennoun [1965], Bressan [1978], Lianis and Rivlin [1972], and Maugin [1975].

Our aim is to bring out the unity of the relativistic and nonrelativistic principles. Because of the development of covariant methods in this book, our burden is somewhat lightened.

Let us begin now with kinematics. The reader should consult Section 2.4 for a comparison with the nonrelativistic case. In that section \( \mathcal{U} \) denoted a classical spacetime. Now it denotes a spacetime in the sense of general relativity; that is, \( \mathcal{U} \) is a four-manifold with a pseudo-Riemannian metric \((\mathbf{g})\) of Lorentz signature \((+, +, +, -)\).

7.1 Definitions

1. A world tube is a one-to-one map \( \Phi: \mathfrak{B} \times \mathbb{R} \to \mathcal{U} \), where \( \mathfrak{B} \) is a three-dimensional reference body (i.e., a particle-label space).

2. A slicing of \( \mathcal{U} \) is a diffeomorphism \( i: \mathfrak{S} \times \mathbb{R} \to \mathcal{U} \), where \( \mathfrak{S} \) is a three-dimensional reference manifold or physical space, such that the hypersurface \( \mathfrak{S}_t \equiv i(\mathfrak{S} \times \{t\}) \equiv i_\ast(\mathfrak{S}) \) (called a constant-t-slice) is spacelike.

3. A motion of \( \mathfrak{B} \) in \( \mathfrak{S} \) is, as usual, a curve of embeddings from \( \mathfrak{B} \) into \( \mathfrak{S} \), namely, \( \phi: \mathfrak{B} \times \mathbb{R} \to \mathfrak{S} \).

4. Given a world tube \( \Phi \) and a slicing \( i \), we define a corresponding motion \( \phi^i \) of \( \mathfrak{B} \) in \( \mathfrak{S} \) exactly as in Section 2.4 by

\[
\Phi(X, t) = i(\phi^i(X, t), t).
\]
(See Section 2.4 for figures going with these definitions.) As in Section 2.4, note that the superscript \( i \) refers to a slicing \( i \) and not to tensor components.

This definition of \( \phi^i \) makes sense if the world tube and the slicing are \textit{synchronized}; that is, \( \Phi(X, t) \in S_i \) for all \( X \in \mathcal{B} \) and \( t \in \mathbb{R} \). We shall assume this is the case without loss of generality, since the world-tube can always be reparametrized if necessary.

### 7.2 Definitions

We define \( V^0 = \partial \Phi / \partial t : \mathcal{B} \times \mathbb{R} \to T \mathcal{U} \) to be the \textit{material 4-velocity} of \( \Phi \) and let \( v^0 = V^0 \circ \Phi^{-1} \) be the corresponding \textit{spatial velocity}. Likewise, \( V^i = \partial i / \partial t : S \times \mathbb{R} \to T \mathcal{U} \) is the \textit{material frame velocity} and \( v^i = V^i \circ i^{-1} \) is the \textit{spatial frame velocity}. Finally, \( V^0,i = \partial \phi^i / \partial t : \mathcal{B} \times \mathbb{R} \to TS \) is the \textit{apparent material velocity} and \( v^{0,i} = V^0,i \circ (\Phi)^{-1} \) is the \textit{apparent spatial velocity}.

By differentiating the defining relation for \( \phi^i \) with respect to \( t \), we find, exactly as in Section 2.4, that:

### 7.3 Proposition

At \( p = i(x, t) \), \( v^0 - v^i \) is, tangent to \( S_i \), and \( i_{\ast} v^{0,i} = v^0 - v^i \), where \( i_{\ast} = T i \) is the tangent of \( i \).

Now since \( \mathcal{U} \) has a connection, namely, the Levi-Civita connection \((\mathcal{L}) V \) of \((\mathcal{L}) g \), we can define accelerations as well. We let \( \nabla^i \) be the Levi-Civita connection of \( g_i \), on \( S_i \), where \( g_i \) is the metric \((\mathcal{L}) g \) restricted (pulled back) to \( S_i \). We know that

\[ \nabla^i = (\mathcal{L}) V - n_i \otimes k_i = \text{the piece of } (\mathcal{L}) V \text{ tangent to } S_i, \]

where \( n_i \) is the unit normal vector field on \( S_i \) and \( k_i \) is the second fundamental form of \( S_i \) (see Section 1.5 for a discussion of the second fundamental form). Finally, let \( \nabla_{i_{\ast}} \text{app} \) denote the connection on \( S_n \), which is the Levi-Civita connection of \( g_i = i_{\ast} g_i \). Corresponding to the pull-back of the metric we get a pull-back relation for the connections, \( \nabla_{i_{\ast}} \text{app} = i_{\ast} \nabla^i \), which is defined as \( (i_{\ast} \nabla^i)_w \equiv (i_{\ast})^{-1} \nabla^i_{i_{\ast}v} i_{\ast}w \). ("app" stands for "apparent").

In classical spacetimes, the condition \((\mathcal{L}) V d \tau = 0 \) ensures that \((\mathcal{L}) V_{\mathcal{U} u} \mathcal{V} \) is tangent to \( S_i \) whenever \( u \) and \( v \) are; so even though the notion of a unit normal does not make sense there, the second fundamental form—which measures the amount of non-tangency of \((\mathcal{L}) V_{\mathcal{U} u} \mathcal{V} \)—is effectively zero.

All the above connections are, by construction, torsion-free and satisfy \( \nabla_{\mathcal{U} u} \mathcal{V} = \mathcal{V}_{\mathcal{U} u}[u, v] \).

Our \textit{index conventions} are as follows: Latin indices (say, \( a, b, c \)) range from 1 to 3, while Greek indices (say, \( \alpha, \beta, \gamma \)) range from 0 to 3.

### 7.4 Definitions

Let \( i \) be a slicing and let \( \Phi \) be a world-tube that is synchronized with \( i \). The \textit{world-tube material 4-acceleration} is defined by

\[ A^0 = \frac{(\mathcal{L}) D}{dt} V^0 : \mathcal{B} \times \mathbb{R} \to T \mathcal{U}, \]
In a coordinate chart, 

\[ (A^\phi(X, t))^a = \frac{d}{dt}(V^\phi(X, t))^a + (4)\gamma_\beta r |_{\phi(x, t)} (V^\phi(X, t))^\beta (V^\phi(X, t))^\gamma. \]

The world-tube spatial 4-acceleration is defined by 

\[ a^\phi = A^\phi_{\circ} \Phi^{-1} = (4)\nabla_{\phi} v^\phi. \]

The frame material 4-acceleration \( A^i \) and the frame spatial 4-acceleration \( a^i \) are similarly defined as above. The material apparent 3-acceleration of the motion \( \phi^i \) is denoted by \( \mathbf{a}^\phi_{\circ} = A^\phi_{\circ} \circ (\phi^i)^{-1} : \mathcal{S} \rightarrow T\mathcal{S}, \) where, in a coordinate chart, 

\[ (A^\phi_{\circ} (X))^a = \frac{d}{dt} (V^\phi_{\circ} (X))^a + \gamma_\beta c (x, t) (V^\phi_{\circ} (X))^\beta (V^\phi_{\circ} (X))^\gamma. \]

Finally, the spatial apparent 3-acceleration of the motion \( \phi^i \) is \( \mathbf{a}^\phi_{\circ} = A^\phi_{\circ} \circ (\phi^i)^{-1} : \mathcal{S} \rightarrow T\mathcal{S}, \) which is a time-dependent vector field on \( \mathcal{S}. \)

If we write \( (V^\phi_{\circ} (X))^a \) as \( (v^\phi_{\circ} (\phi^i (X, t))^a, \) use the chain rule to compute \( (d/dt)(V^\phi_{\circ} (X))^a, \) and the definitions of spatial objects, we get 

\[ a^\phi_{\circ} = \frac{\partial}{\partial t} v^\phi_{\circ} + \nabla_{\mathbf{v}_{\circ}} v^\phi_{\circ} v^\phi_{\circ}. \]

To compute \( a^\phi_{\circ} \) in terms of \( a^\phi \) and \( a^i \) we need to generalize what we did in Section 2.4. As we did there, we use:

\[ i_{t^*} (\frac{\partial}{\partial t} v^\phi_{\circ}) = [v^i, v^\phi - v^i]. \]

\[ \left[i_{t^*} \left( \frac{\partial}{\partial t} v^\phi_{\circ} \right) \right]_{i_t(x)} = i_{t^*} \left[ \left( \frac{\partial}{\partial t} v^\phi_{\circ} \right) \right]_{i_t(x)}, \]

\[ = i_{t^*} \lim_{h \to 0} \frac{1}{h} (v^\phi_{\circ} (x) - v^\phi_{\circ} (x)) \]

\[ = \lim_{h \to 0} \frac{1}{h} (i_{t^*} (i_{t+h} \circ)^{-1} (i_{t+h})_{\circ} v^\phi_{\circ} (x) - i_{t^*} v^\phi_{\circ} (x)) \]

\[ = \lim_{h \to 0} \frac{1}{h} [(i_{t+h} \circ i_{t}^{-1})_{\circ}^{-1} (v^\phi - v^i) |_{i_{t+h}} - (v^\phi - v^i) |_{i_t}] \]

Now if \( F_h \) is the flow on \( \mathcal{U} \) generated by the time-independent vector field \( v^i, \) then definition-chasing shows that, on \( \mathcal{S}_t, \) \( F_h \) agrees with \( i_{t+h} \circ i_{t}^{-1}, \) hence \( F_{h \circ}^\phi \) and \( (i_{t+h} \circ i_{t}^{-1})_{\circ}^{-1} \) have the same effect on vectors tangent to \( \mathcal{S}_{t+h}, \) and therefore the above limit equals 

\[ \lim_{h \to 0} \frac{1}{h} [F_h^\phi (v^\phi - v^i) - (v^\phi - v^i)]_{i_t(x)} \]

\[ = \left[ \frac{d}{ds} F_s^\phi (v^\phi - v^i) \right]_{s=0} (i_t(x)) = \left[ \mathcal{L}_\triangledown (v^\phi - v^i) \right] (i_t(x)) \]

\[ = [v^i, v^\phi - v^i] (i_t(x)). \]
7.6 Proposition  On the slice $S_0$, we have

\[
i_{i*}a_t^{\omega, i} = a^\omega - a^i - 2 \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} v^i - k_i(v^\omega - v^i, v^\omega - v^i)n_t.
\]

Proof

\[
i_{i*}a_t^{\omega, i} = i_{i*} \left( \frac{\partial}{\partial t} v_t^{\omega, i} + \nabla_{(\omega^\rho - \nu^\rho)} v_t^{\omega, i} \right)
= [v^i, v^\omega - v^i] + \nabla_{i*}v_t^{\omega, i} i_{i*}v_t^{\omega, i}
= [v^i, v^\omega] + \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} (v^\omega - v^i)
= [v^i, v^\omega] + (a^\omega + a^i - 2 \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} v^i - [v^i, v^\omega]) - k_i(v^\omega - v^i, v^\omega - v^i)n_t
= [v^i, v^\omega] + (a^\omega - a^i - 2 \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} v^i - [v^i, v^\omega]) - k_i(v^\omega - v^i, v^\omega - v^i)n_t
= a^\omega - a^i - 2 \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} v^i - k_i(v^\omega - v^i, v^\omega - v^i)n_t.
\]

In the computation above, there is an intermediate formula worth noting:

\[
i_{i*}v_t^{\omega, i} = [v^i, v^\omega] + \nabla_{i*}(\omega^\rho - \nu^\rho)(v^\omega - v^i).
\]

Next we discuss the transformation laws for velocity and acceleration under a change of framing.

Let $i, j$ be slicings that generate the same constant $t$-slices $S_t$; that is, $i$ and $j$ are synchronized. We have a motion $\xi: S \times \mathbb{R} \to S$ defined by $\xi_t = j^{-1} \circ i_t$. On the other hand, by viewing $i$ as a world-tube and $j$ as a slicing, we can construct the motion $i^j: S \times \mathbb{R} \to S$.

The definitions show that $(i^j)_t = \xi_t$; some straightforward computations then give

\[
V^{i^j}_t = V^\xi_t \quad \text{and} \quad v^{i^j}_t = v^\xi_t;
\]

Building on these formulas and with a little care, one gets

\[
A^{i^j}_t = A^\xi_t \quad \text{and} \quad a^{i^j}_t = a^\xi_t.
\]

7.7 Proposition  Let $\Phi$ be a world-tube and $i, j, \xi$ be as above. Then

\[
\phi^{i^j}_t = \xi_t \circ \phi^i_t,
\]

\[
v^{\Phi^{i^j}, i}_t = v^\xi_t + \xi_t v^{\omega, i}_t,
\]

\[
a^{\Phi^{i^j}, i}_t = a^\xi_t + \xi_t a^{\omega, i}_t + 2 \nabla_{\omega^\rho \xi_t (\omega^\rho - \nu^\rho)} v^\xi_t.
\]

Problem 7.1  Prove these three formulas.

Box 7.1  The Correspondence with Newtonian Mechanics

In 7.3 and 7.6, we saw, respectively, that $i_{i*}v_t^{\omega, i} = v^\omega - v^i$ and

\[
i_{i*}a_t^{\omega, i} = a^\omega - a^i - 2 \langle 4 \rangle \nabla_{(\omega^\rho - \nu^\rho)} v^i - k_i(v^\omega - v^i, v^\omega - v^i)n_t.
\]

For any four-vector $u$ on $U$, let us denote by $u_i$ the component of $u$.
tangent to \( S_f \); the projection \( u \rightarrow u_i \) is linear. The preceding formulas, after a projection and a rearrangement, read

\[
(v^\omega)_1 = i_{\ast} v^\omega_{i} + (v^i)_l,
\]

\[
(a^\omega)_1 = i_{\ast} a^\omega_{i} + 2(4\nabla_{(x^\omega - \omega)} v^i)_l + (a^i)_l.
\]

Note that these have a poetic resemblance to the classical statements we saw in Section 2.4, namely,

\[
\frac{dx}{dt} = \frac{d^*x}{dt} + \omega \times x,
\]

\[
\frac{d^2x}{dt^2} = \frac{d^*2x}{dt^2} + 2(\omega \times \frac{d^*x}{dt}) + \left[ \omega \times (\omega \times x) + \frac{d^*\omega}{dt} \times x \right],
\]

where one has, at some fixed origin \( \Theta \), a frame \( \{f_1, f_2, f_3\} \) rotating with a time-dependent angular velocity \( \omega \) relative to a frozen background, say the distant stars.

Any vectorial quantity \( r \) can be expressed as \( r^a f_a \). We introduce the following notation:

\[
\frac{d^*r}{dt} \text{ means } \left( \frac{dr^a}{dt} \right) f_a \text{ and } \frac{dr}{dt} \text{ means } \left( \frac{dr^a}{dt} \right) f_a + r^a \frac{df_a}{dt},
\]

which is simply \( d^*r/dt + \omega \times r \) because \( (d/dt)f_a = \omega \times f_a \).

We want to verify that, in some slicing \( i \) to be explicitly constructed, first-order approximations of some sort yield the correspondence table 5.7.1.

<table>
<thead>
<tr>
<th>Relativistic Object</th>
<th>Classical Object</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1 ( (v^\omega)_1 )</td>
<td>( dx/\frac{dt} )</td>
</tr>
<tr>
<td>V2 ( i_{\ast} v^\omega_{i} )</td>
<td>( \frac{d^*x}{dt} )</td>
</tr>
<tr>
<td>V3 ( (v^i)_l )</td>
<td>( \omega \times x )</td>
</tr>
<tr>
<td>A1 ( (a^\omega)_1 )</td>
<td>( \frac{d^2x}{dt^2} )</td>
</tr>
<tr>
<td>A2 ( i_{\ast} a^\omega_{i} )</td>
<td>( \frac{d^*2x}{dt^2} )</td>
</tr>
<tr>
<td>A3 ( 2(4\nabla_{(x^\omega - \omega)} v^i)_l )</td>
<td>( 2\left( \omega \times \frac{d^*x}{dt} \right) )</td>
</tr>
<tr>
<td>A4 ( (a^i)_l )</td>
<td>( \omega \times (\omega \times x) + \frac{d^*\omega}{dt} \times x )</td>
</tr>
</tbody>
</table>
To find a suitable slicing $i$, we will find an appropriate coordinate system $i^{-1}$ (for $U$) which is, in some sense, rotating because the classical formulas we are trying to make contact with were derived by expressing things in terms of rotating coordinates.

We shall construct this "rotating" coordinate system $i^{-1}$ by translating the classical set-up into terms that make relativistic sense. We do that, step-by-step, as follows:

1. The origin $\Theta$ is fixed, say attached to a distant star; being under no acceleration, its history must be a timelike geodesic $t \mapsto \Lambda(t)$ in $U$. For convenience, let us require $\Lambda$ to have unit speed; that is, $\langle d\Lambda/dt, d\Lambda/dt \rangle = -1$ for all $t$. Also, denote $d\Lambda/dt$ by $e_0$.

2. At $t = 0$, one selects a preferred frame $\{f_1, f_2, f_3\}$ attached to $\Theta$; the orientations of this frame at other times $t$ are governed by the differential equations

$$\frac{d}{dt} \begin{bmatrix} f_1 \\ f_2 \\ f_3 \end{bmatrix} = \begin{bmatrix} \omega(t) \times f_1 \\ \omega(t) \times f_2 \\ \omega(t) \times f_3 \end{bmatrix} = \begin{bmatrix} 0 & \omega^3 & -\omega^2 \\ -\omega^3 & 0 & \omega^1 \\ \omega^2 & -\omega^1 & 0 \end{bmatrix} \begin{bmatrix} f_1 \\ f_2 \\ f_3 \end{bmatrix}.$$ 

Relativistically, one goes to the rest space of $\Lambda(0)$, namely the three-dimensional subspace orthogonal to $e_0$, pick out an orthonormal basis $\{e_1, e_2, e_3\}$ (this corresponds to $\{f_1, f_2, f_3\}$ at $t = 0$), and evolve it along $\Lambda$ with the help of the differential equations

$$\frac{\langle 4 \rangle}{d\tau} \begin{bmatrix} e_1 \\ e_2 \\ e_3 \end{bmatrix} = \begin{bmatrix} 0 & \omega^3 & -\omega^2 \\ -\omega^3 & 0 & \omega^1 \\ \omega^2 & -\omega^1 & 0 \end{bmatrix} \begin{bmatrix} e_1 \\ e_2 \\ e_3 \end{bmatrix}.$$ 

We may suggestively abbreviate the above system as

$$\frac{\langle 4 \rangle}{d\tau} e_a = \omega(t) \times e_a$$

indicating "spatial" rotation. Incidentally, note that $\frac{\langle 4 \rangle}{d\tau} e_0 = 0$ because $\Lambda$ is a geodesic. One must check that the above evolution equations preserve the orthonormality of $\{e_0, e_1, e_2, e_3\}$ at all times. This is not difficult; in fact, using the Leibniz rule

$$\frac{d}{dt} \langle u(t), v(t) \rangle = \langle \frac{\langle 4 \rangle}{d\tau} u, v \rangle + \langle u, \frac{\langle 4 \rangle}{d\tau} v \rangle$$

and letting
one obtains

\[
\begin{bmatrix}
\langle e_0, e_0 \rangle \\
\langle e_0, e_1 \rangle \\
\langle e_0, e_2 \rangle \\
\langle e_0, e_3 \rangle
\end{bmatrix}, \quad
\begin{bmatrix}
\langle e_1, e_1 \rangle \\
\langle e_2, e_2 \rangle \\
\langle e_3, e_3 \rangle \\
\langle e_1, e_2 \rangle \\
\langle e_1, e_3 \rangle \\
\langle e_2, e_3 \rangle
\end{bmatrix}
\]

\[
\frac{d}{dt} P = \begin{bmatrix}
0 & \omega^3 & -\omega^2 \\
-\omega^3 & 0 & \omega^1 \\
\omega^2 & -\omega^1 & 0
\end{bmatrix} P, \quad P(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

and

\[
\frac{d}{dt} Q = \begin{bmatrix}
0 & 0 & 0 & 2\omega^3 & -2\omega^2 & 0 \\
0 & 0 & 0 & -2\omega^3 & 0 & 2\omega^1 \\
0 & 0 & 0 & 0 & 2\omega^2 & -2\omega^1 \\
-\omega^3 & \omega^3 & 0 & 0 & \omega^1 & -\omega^2 \\
\omega^2 & 0 & -\omega^2 & -\omega^1 & 0 & \omega^3 \\
0 & -\omega^1 & \omega^1 & \omega^2 & -\omega^3 & 0
\end{bmatrix} Q,
\]

\[
Q(0) = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 0 \\ 0 \end{bmatrix},
\]

Now \( P(t) \equiv P(0) \) and \( Q(t) \equiv Q(0) \) are constant solutions satisfying the initial data, so by uniqueness they must be the only solutions. Similar considerations lead to the fact that \( \langle e_0, e_0 \rangle \equiv -1 \) along \( \Lambda \), which is consistent with our initial specification that \( \Lambda \) has unit speed. See Figure 5.7.1.

(3) Now we can define \( i^{-1} \) for points close to \( \Lambda \). If a point \( p \) of \( U \) can be reached by traveling for one unit of parameter time along a geodesic emanating from \( \Lambda(t) \) with initial tangent \( r^a e_a \), we define \( i^{-1}(p) \) to be \( (r^1, r^2, r^3, t) \). \( i^{-1} \) is unambiguously definable for all points close to \( \Lambda \). This completes our construction of the slicing \( i \).

Readers seasoned in relativity may have already recognized the previous construction as an important special case of the Generalized

Next we need to familiarize ourselves with the connection \( (4) \gamma \) along \( \Lambda \) and the metric \( (4) g \) near \( \Lambda \): Geodesics emanating from \( \Lambda(t) \) with tangents orthogonal to \( e_0 \) must, in the coordinate system \( i^{-1} \), have the form \( s \mapsto (r^1 s, r^2 s, r^3 s, t) \); the geodesic equation

\[
\frac{d^2 x^a}{ds^2} + (4) \gamma^a_{\beta\gamma} \frac{dx^\beta}{ds} \frac{dx^\gamma}{ds} = 0
\]

for these curves reduces to \( (4) \gamma^a_{\beta\gamma} r^\beta r^\gamma = 0 \), which implies that \( (4) \gamma^a_{\beta\gamma} = 0 \) along \( \Lambda \) (in fact, along those curves). Also, the geodesic equation for \( \Lambda \) tells us that \( (4) \gamma^0_{0\alpha} = 0 \) along \( \Lambda \). Similarly, using our prescriptions for \( (4) D/dt e_\alpha \), we obtain

\[
(4) \gamma^0_{0\alpha} = 0 \quad \text{and} \quad (4) \gamma^a_{\beta0} = \begin{bmatrix} 0 & -\omega^3 & \omega^2 \\ \omega^3 & 0 & -\omega^1 \\ -\omega^2 & \omega^1 & 0 \end{bmatrix} \text{ along } \Lambda.
\]

This information, together with the identity

\[
(4) \gamma^a_{\beta\nu} = \frac{(4) g^{\sigma\tau}}{2} ( (4) g_{\alpha\beta,\gamma} - (4) g_{\beta,\gamma} + (4) g_{\gamma,\beta})
\]

and the fact that \( (4) g_{\alpha\beta} = \eta_{\alpha\beta} \) along \( \Lambda \), yields

\[
(4) g_{00,\alpha} = 0, \quad (4) g_{ab,\alpha} = 0, \quad \text{and}
\]
\[
\left( ^{(4)}g_{0b,c} \right) = \begin{bmatrix}
0 & -\omega^3 & \omega^2 \\
\omega^3 & 0 & -\omega^1 \\
-\omega^2 & \omega^1 & 0
\end{bmatrix}, \text{along } \Lambda.
\]

The last equality may be compactly rewritten as \( ^{(4)}g_{0b,c} = -\omega^a \epsilon_{abc} \), where \( \epsilon_{abc} \) is totally antisymmetric and \( \epsilon_{0123} = 1 \).

The above information on \( ^{(4)}g_{a\beta,c} \) along \( \Lambda \) will allow us to approximate \( ^{(4)}g \) near \( \Lambda \) by a first-order Taylor expansion.

From now on, let us focus on a fixed particle world-line, which will be of the form \( t \mapsto (x^1(t), x^2(t), x^3(t), t) \) in the coordinate system provided by \( i^{-1} \) because our world-tube \( \Phi \) is synchronized with respect to the slices \( \mathcal{S}_i \) generated by the slicing \( i \). Also, let \( x = (x^1(t), x^2(t), x^3(t)) \), \( \omega = (\omega^1(t), \omega^2(t), \omega^3(t)) \). A Taylor expansion in \( x \), to first order, shows that

\[
{(4)}g \approx -dx^0 \otimes dx^0 + (\omega \times x)_a dx^a \otimes dx^0 \\
+ (\omega \times x)_a dx^0 \otimes dx^a + \delta_{ab} dx^a \otimes dx^b,
\]

where \( (\omega \times x)_a = (\omega \times x)^a \) is the \( a \)th component of the usual cross product in \( \mathbb{R}^3 \), the lowered index \( a \) allows us to use the automatic summation convention. This determines \( ^{(4)}g \) near \( \Lambda \).

Before we apply these preliminaries to derive the correspondence table, let us make an observation that will prove to be repeatedly useful later, and that is: the above approximation of \( ^{(4)}g \) says that, to first order in \( x \), the vectors \( \{\partial/\partial x^1, \partial/\partial x^2, \partial/\partial x^3\} \) remain orthonormal; hence standard linear algebra implies that

\[
\left( \frac{\partial}{\partial x^0} \right)_\parallel \approx -\left( ^{(4)}g_{0a} \right) \frac{\partial}{\partial x^a} \approx (\omega \times x)^a \frac{\partial}{\partial x^a} \quad (\approx \text{means "to first order in } x\)."
\]

Now we are prepared to establish the correspondence of velocities. Recall that our particle's world-line has coordinates \( (x^1(t), x^2(t), x^3(t), t) \); hence

\[
(V^\omega)_t = \left( \frac{\partial}{\partial x^0} + \frac{dx^a}{dt} \frac{\partial}{\partial x^a} \right)_\parallel \approx (\omega \times x)^a \frac{\partial}{\partial x^a} + \frac{dx^a}{dt} \frac{\partial}{\partial x^a},
\]

\[
(v^\prime)_t = \left( \frac{\partial}{\partial x^0} \right)_\parallel \approx (\omega \times x)^a \frac{\partial}{\partial x^a}.
\]

Also, examination of the definitions yields

\[
i_{\gamma}v_{\tau}^{\omega, i} = \frac{dx^a}{dt} \frac{\partial}{\partial x^a}.
\]

This verifies items V1 to V3 of the correspondence table.
The next and final task is to establish the correspondence of accelerations. Let
\[ x, 0 = \left( \frac{dx^1}{dt}, \frac{dx^2}{dt}, \frac{dx^3}{dt} \right) \quad \text{and} \quad \omega, 0 = \left( \frac{d\omega^1}{dt}, \frac{d\omega^2}{dt}, \frac{d\omega^3}{dt} \right). \]

All the following approximations will be done, without explicit mention, to first order in \( x \) and \( x, 0 \). We will give the details for approximating \((a^a)_1\) and will simply state the answers for the other terms, leaving their verifications as instructive exercises. We compute at the point \((x^1(t), x^2(t), x^3(t), t)\) on the particle's world-line. First we have
\[ (a^a)_1 = (a^a)^0 \left( \frac{\partial}{\partial x^0} \right)_1 + (a^a)^a \frac{\partial}{\partial x^a}. \]

But
\[ (a^a)^0 \left( \frac{\partial}{\partial x^0} \right)_1 = \left( \frac{d^2 x^0}{dt^2} + (4) \gamma_\beta^0 \frac{dx^\beta}{dt} \frac{dx^\gamma}{dt} \right) \left( \frac{\partial}{\partial x^0} \right)_1 \]
\[ \simeq \left( (4) \gamma_0^0 + 2(4) \gamma_0^0 \frac{dx^b}{dt} \right) \left( \omega \times x \right)^a \frac{\partial}{\partial x^a} \]
\[ \simeq (4) \gamma_0^0 \omega_{\Lambda(0)} \left( \omega \times x \right)^a \frac{\partial}{\partial x^a} = 0, \]
so
\[ (a^a)_1 \simeq (a^a)^a \frac{\partial}{\partial x^a} = \left( \frac{d^2 x^a}{dt^2} + (4) \gamma_\beta^a \frac{dx^\beta}{dt} \frac{dx^\gamma}{dt} \right) \frac{\partial}{\partial x^a} \]
\[ \simeq \left( \frac{d^2 x^a}{dt^2} + (4) \gamma_0^a + 2(4) \gamma_0^a \frac{dx^b}{dt} \right) \frac{\partial}{\partial x^a} \]
\[ \simeq \left( \frac{d^2 x^a}{dt^2} + (4) \gamma_{00, \Lambda(0)} + (4) \gamma_{00, c \Lambda(0)} x^c + 2(4) \gamma_{00 \Lambda(0)} \frac{dx^b}{dt} \right) \frac{\partial}{\partial x^a} \]
\[ \simeq \left( \frac{d^2 x^a}{dt^2} + (4) \gamma_{00, c \Lambda(0)} x^c + 2(\omega \times x, 0)^a \right) \frac{\partial}{\partial x^a}. \]

Next note that
\[ (4) R_{000} = (4) \gamma_{00, c} - (4) \gamma_{0, c, 0} + (4) \gamma_{c} (4) \gamma_{00} - (4) \gamma_{a0} (4) \gamma_{0c}. \]
Evaluating at \( \Lambda(t) \) and contracting with \( x^a \), we get
\[ (4) \gamma_{00, c \Lambda(0)} x^c = (4) R_{000 \Lambda(0)} x^c + (\omega, 0 \times x)^a + (\omega \times (\omega \times x))^a. \]
Hence
\[ (a^a)_1 \simeq \left( \frac{d^2 x^a}{dt^2} + 2(\omega \times x, 0)^a + (4) R_{000 \Lambda(0)} x^c \right) \frac{\partial}{\partial x^a}. \]
Similarly, one finds that
\[(a')_i \cong ((^4R^e_{\theta e0|\Lambda(0)}) x^e + (\omega_0 \times x)^a + (\omega \times (\omega \times x)) e)^a \partial \partial x^a\]
and
\[2(^4V_{(\omega \times x)}^e b^j) \cong 2(\omega \times x, 0)^a \partial \partial x^a\]
while definition-chasing establishes that
\[i_{t*}a'^{a, t} = \frac{d^2 x^a}{dt^2} \partial \partial x^a.\]

This verifies items A1 to A4 of the correspondence table.

We hasten to point out that the term \((^4R^e_{\theta e0|\Lambda(0)}) x^e (\partial / \partial x^a)\) in \((a''_i)\) and \((a')_i\) has no classical analogue and may be interpreted as the first order “truly gravitational” acceleration; see Misner, Thorne and Wheeler [1973], p. 1008.

The dynamics of relativistic elasticity concerns two basic unknowns: the world-tube \(\Phi\) and the metric \(^4g\). Our objective is to introduce the most fundamental tensors and equations studied by Carter and Quintana [1972], and to point out their nonrelativistic analogues within the context of Chapters 1, 2, and 3 of this book; then, following Carter [1973], we write relativistic perfect elasticity as a classical Lagrangian field theory. To begin the dynamics, we present:

7.8 The Basic Conservation Postulate \(\mathfrak{B}\) is endowed with a function—the local number density of idealized particles in the reference body. Out of this is constructed a function \(n\) on \(\mathcal{U}\), which at each event along a particle’s world-line represents the local number density as seen in the particle’s rest space (the three-dimensional subspace orthogonal to the particle’s velocity four-vector).

By construction, \(n\) satisfies the continuity equation \((mu^a)_a = 0\), where \(u\) is the unit 4-velocity field of the world-tube and “;” denotes covariant differentiation with \(^4V\). At a typical event \((x^a(t), t)\) along a particle world-line, \(u\) has components \(u^a = dx^a/d\tau, u^0 = dt/d\tau\), where \(\tau\) denotes proper time.

Such a contrived continuity equation is analogous to our conservation of mass postulate. This is easily seen by taking its Newtonian limit in Minkowski spacetime. There the equation reads \((mu^a)_a = 0\) in Euclidean coordinates, and becomes \(\partial n/\partial t + \text{div}(nv) = 0\) upon using the Newtonian approximations
\[u^0 = \frac{dt}{d\tau} = \frac{1}{\sqrt{1 - v^2}} = 1 + \frac{1}{2}v^2 \text{ } + \frac{3}{8}v^4 \text{ } + \cdots \cong 1,\]
\[ u^a = \frac{dx^a}{d\tau} = \frac{v^a}{\sqrt{1 - v^2}} \approx v^a, \]

where

\[ v^a = \frac{dx^a}{dt} \quad \text{and} \quad v \text{ (the Newtonian speed)} = \sqrt{\sum_{a=1}^{3} (v^a)^2}. \]

Such approximations are valid only when \( v \ll 1 \) (1 is the speed of light in geometric units).

To complete the analogy, one only needs to multiply the above equation by \( \mu_0 \)—the typical rest mass per particle—and then identify the quantity \( n \mu_0 \)—the rest mass density as observed in rest spaces—with our time-dependent mass density \( \rho(x, t) \).

Next we shall discuss some fundamental objects of elasticity: In Table 5.7.2 below, we compare the material and spatial versions of some of the most popular functions and tensors with their relativistic analogues, as given by Carter and Quintana. An intuitive appreciation of the table hinges on one's awareness that our spatial objects correspond, sometimes with the help of an approximation scheme, to the so-called “orthogonal” tensors (i.e., any slot, when contracted with \( u \), gives 0). These tensors live on spacetime but only carry the information about the physics that is present in the local rest spaces of the particles. We have already seen this philosophy at work in the case of our \( \rho \) versus Carter and Quintana’s \( n \) (or \( n \mu_0 \)). A slightly more sophisticated example is the following: the spatial version of our right Cauchy–Green tensor, namely, the metric \( g \) in our physical space, is the object that determines the distances between neighboring particles; the spacetime object that performs the same duty in the local rest spaces is therefore the standard projection tensor \( r \) (with both indices down) where invariantly \( \gamma(v, w) = \langle v^\perp, w^\perp \rangle \) (\( v \) and \( w \) are four-vectors and \( v^\perp, w^\perp \) denote their components orthogonal to the particle’s velocity four-vector; e.g., \( v^\perp = v + \langle v, u \rangle u \), where the plus sign is used because \( \langle u, u \rangle = -1 \) and, in coordinates, \( \gamma_{\alpha\beta} = \{g_{\alpha\beta} + u_\alpha u_\beta \}. \)

Clearly, \( \gamma \) is an orthogonal tensor.

After this preliminary discussion, the table on the next page will hopefully seem believable.

To reinforce our understanding of Table 5.7.2, let us now briefly study the equations of motion. Relativistic perfect elasticity is described by the symmetric stress-energy tensor \( t^\alpha{}_{\beta} = (n\xi) u^\alpha u^\beta + p^\alpha{}_{\beta} \); note that \( n\xi \) gives the total energy density and that this \( t \) generalizes the case of a relativistic perfect fluid, hence the forementioned name.

The tensor \( t \) is to obey the standard conservation law \( t^\alpha{}_{\beta} ;\beta = 0 \) provided that external forces (e.g., electromagnetism) are absent. This embodies our balance laws for energy and momentum, and is consistent with taking the Newtonian limit in Minkowski spacetime, as we shall outline below.

As a preliminary remark, note that the orthogonality of \( p \) (i.e., \( p^\alpha{}_{\beta} u_\beta = 0 \)) together with the approximations \( u_0 \approx -1, \; u_\alpha \approx v_\alpha \) (provided that \( v \ll 1 \),
<table>
<thead>
<tr>
<th>Our Objects</th>
<th>Carter-Quintana's Orthogonal Generalizations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rest-mass density</strong></td>
<td>$n\mu_0 \quad \mu_0 = \text{rest-mass per particle} $</td>
</tr>
<tr>
<td><strong>Deformation, separation between particles</strong></td>
<td>$\gamma = \langle g \rangle + u \otimes u$</td>
</tr>
<tr>
<td><strong>Equation of state</strong></td>
<td>$\xi = \xi(\gamma)$ relativistic total energy per particle</td>
</tr>
<tr>
<td><strong>Non-relativistic total energy per unit rest-mass</strong></td>
<td>$\xi - \frac{\mu_0}{\gamma}$</td>
</tr>
<tr>
<td><strong>Pressure and stress tensors</strong></td>
<td>symmetric pressure tensor $(-p) = 2n \frac{\partial^2 \xi}{\partial \gamma^2} = 2(n\mu_0) \frac{\partial}{\partial \gamma} \left( \frac{\xi - \mu_0}{\mu_0} \right)$ and is identifiable with $2p \frac{\partial}{\partial g} (e + \frac{1}{2} \langle v, v \rangle)$ $\sigma = \sigma + p\nu \otimes \nu$</td>
</tr>
<tr>
<td><strong>The elasticity tensor and its symmetries</strong></td>
<td>$e = 4n \frac{\partial^2 \xi}{\partial \gamma \partial \gamma} = 4(n\mu_0) \frac{\partial}{\partial \gamma} \frac{\partial}{\partial \gamma} \left( \frac{\xi - \mu_0}{\mu_0} \right)$ and is then identifiable with $4p \frac{\partial}{\partial g} \frac{\partial^2 e}{\partial g^2} (e + \frac{1}{2} \langle v, v \rangle)$ $\sigma_{\alpha\beta} = \sigma_{\alpha\beta} + p\nu \otimes \nu$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Material</th>
<th>Spatial</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{Ref}}$</td>
<td>$\rho$</td>
</tr>
<tr>
<td>$C$</td>
<td>$g$</td>
</tr>
<tr>
<td>right Cauchy-Green tensor</td>
<td></td>
</tr>
</tbody>
</table>

**Equation of state**

$$E = E(C, G) \quad e = e(g, c)$$

**Non-relativistic total energy per unit rest-mass**

$$E + \frac{1}{2} \langle V, V \rangle \quad e + \frac{1}{2} \langle v, v \rangle$$

**Pressure and stress tensors**

$$S = 2\rho_{\text{Ref}} \frac{\partial E}{\partial C}$$

second Piola-Kirchhoff stress tensor

$$\sigma = 2\rho \frac{\partial e}{\partial g}$$

Cauchy stress tensor

**The elasticity tensor and its symmetries**

$$C = 4\rho_{\text{Ref}} \frac{\partial^2 E}{\partial C \partial C}$$

$C^{ABCD}$ is symmetric under: $A \leftrightarrow B$ |

$$c = 4\rho \frac{\partial^2 e}{\partial g \partial g}$$

c^{abcd}$ is symmetric under: $a \leftrightarrow b \quad c \leftrightarrow d \quad ab \leftrightarrow cd$ (hyperelasticity) (hyperelasticity)
imply that $p^{a0} \equiv p^{ab}v_b$ and $p^{00} \equiv p^{ab}v_a v_b$, hence

$$
t^{00} \equiv n_\xi + p^{ab}v_a v_b,
$$

$$
t^{0a} = t^{a0} \equiv n_\xi v^a + p^{ab}v_b, \text{ and}
$$

$$
t^{ab} \equiv n_\xi v^a v^b + p^{ab}.
$$

In flat space using Euclidean coordinates, the four-vector conservation equation reads $t^{a,\beta}_\nu = 0$. Geometrically, one expects its component along $u$ to yield energy balance and that orthogonal to $u$ to give balance of momentum; in other words, one needs to take suitable linear combinations of the coordinate equations $t^{0,\beta}_\nu = 0$ and $t^{a,\beta}_\nu = 0$ in order to give the whole procedure geometric meaning. This can be unnecessarily cumbersome! Fortunately, it turns out that in the $v \ll 1$ limit, $t^{0,\beta}_\nu = 0$ alone already gives balance of energy, and likewise, $t^{a,\beta}_\nu = 0$ suffices for balance of momentum. So this is what we will present a brief outline of. An exceedingly crude justification (which borders on being incorrect) for this simplification is that at low speeds (i.e., $v \ll 1$), $u$ is practically parallel to $a/\partial t$ and therefore the rest space $u^\perp$ is essentially spanned by $\{a/\partial x^1, a/\partial x^2, a/\partial x^3\}$.

We substituted our approximations of $t^{a,\beta}_\nu$ into the equations $t^{0,\beta}_\nu = 0$ and $t^{a,\beta}_\nu = 0$; then, with the help of particle number conservation (i.e., $\partial n/\partial t + \text{div}(nv) = 0$), the symmetry of $p$, and the material derivative notation $\cdot = \partial/\partial t + v \cdot \nabla$, the above equations respectively become

$$
n_\xi = -p^{ba}v_{b, a} - p^{ba}v^b - \frac{\partial}{\partial t}(p^{ab}v_a v_b)
$$

and

$$
\xi v^a = -p^{ab}v_{b, a} - n_\xi v^a - \frac{\partial}{\partial t}(p^{ab}v_b).
$$

The correct way to reduce these equations to our balance laws is to reexpress all the terms in terms of our classical objects and then do a case study of them in order to decide which terms are negligible compared to the others. This is too ambitious for our purposes. Instead, we shall take advantage of the following controversial but consistent short-cut:

1. Recover suppressed factors of $c$ (the speed of light) from each term by simply replacing $\partial/\partial t$ by $(1/c)(\partial/\partial t)$, $v$ by $(1/c)v$, and hence the operator $\cdot$ by $(1/c)\cdot$; for example, $\dot{v}^a$ becomes $(1/c^2)\dot{v}^a$.

2. Using our correspondence table, reexpress the equations in terms of our classical objects. Straightforward examples are $(-p) \rightarrow \sigma$ and

$$
n_\xi \rightarrow \frac{1}{c} n_\xi \frac{1}{c} (n \mu_0) \left( \frac{\xi - \mu_0}{\mu_0} \right) \cdot
$$

$$
\rightarrow \frac{1}{c} \rho (e + \frac{1}{2} \langle v, v \rangle) \cdot = \frac{1}{c} \rho \dot{e} + \frac{1}{c} \rho \dot{v}^b v_b.
$$
A not so straightforward example would be
\[ \xi n^{\rho a} \rightarrow \frac{1}{c^2} \xi n^{\rho a} = \left( \text{energy density} \right) \delta^{\rho a} = \left( \text{rest-mass density} \right) \delta^{\rho a} \]
\[ \equiv \left( \text{rest-mass density} \right) \delta^{\rho a} = \rho \delta^{\rho a}, \]
where the superficial factor \(1/c^2\) was canceled by using the famous "\(E = mc^2\)" equation.

(3) In each equation, keep only terms of lowest order in \(1/c\). Equivalently, cancel off common factors of \(1/c\) and then let \(c\) tend to infinity, assuming that all classical objects and their derivatives are bounded.

Note that steps (1) and (2) modify our equations to read
\[ \frac{1}{c} \rho \dot{\epsilon} + \frac{1}{c} \rho \dot{\gamma}^{b \nu} b = \frac{1}{c} \sigma^{b a} v_{b, a} + \frac{1}{c^3} \partial (\sigma^{b a} v_{b, a}) \]
\[ \rho \dot{\delta}^{a} = \sigma^{a b, b} - \left( \frac{1}{c} \rho \dot{\epsilon} + \frac{1}{c^2} \rho \dot{\gamma}^{b \nu} b \right) v_{a} + \frac{1}{c^2} \partial (\sigma^{b a} v_{b, a}) \]
Now step (3) simplifies these to
\[ \rho \dot{\epsilon} + \rho \dot{\gamma}^{b \nu} b = \sigma^{b a} v_{b, a} + \sigma^{a b} v_{b} \]
\[ \rho \dot{\delta}^{a} = \sigma^{a b, b} \]
The second equation is already balance of momentum; substituting it into the first equation, we obtain \( \rho \dot{\epsilon} = \sigma^{b a} v_{b, a} \), which is balance of energy.

Finally, we will outline how one could view relativistic perfect elasticity as a Lagrangian field theory. The basic "fields" are \(\Phi\) the world-tube—and \((^{(4)}g)\). An important unknown \(\gamma = ^{(4)}g + u \otimes u\) is formed from them; this is the generalization of the nonrelativistic right Cauchy-Green tensor.

The particle number density is specified materially and its spatial analogue \(n = n(\gamma)\) is to obey the conservation law \((nu^{a})_{, a} = 0\).

As a constitutive assumption, one proposes an equation of state \(\xi = \xi(\gamma)\) for the energy \(\xi\), computes from it the pressure tensor \(-p = 2n(\partial \xi/\partial \gamma)\), and specifies the stress-energy tensor as
\[ t = (n \xi) u \otimes u + p. \]
Varying the action \(\int_{\gamma} (^{(4)}R - 16\pi n\xi)^{1/2} d^{4}x\) with respect to the basic fields \(\Phi\) and \((^{(4)}g)\), one obtains the Euler-Lagrange equations
\[ \text{Ein}(^{(4)}g) = 8\pi t \quad \text{and} \quad t^{a b, b} = 0. \]

Here \(^{(4)}R\) is the scalar curvature of the four metric \(^{(4)}g\) and \(\text{Ein}(^{(4)}g)_{\mu \nu} = R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} G_{\mu \nu}\) is the Einstein tensor of \(^{(4)}g\). These are the basic field equations of the coupled system—general relativity and perfect elasticity. The second set of equations \(t^{a b, b} = 0\) follows from the first using the Bianchi identities. The Hamiltonian structure of this coupled system can be obtained by combining the methods of this chapter with those of general relativity in, for instance, Fischer and Marsden [1979a].
In relativity the stress-energy-momentum tensor is usually taken to be the derivative of the matter Lagrangian with respect to the spacetime metric \((4)g\), as in Misner-Thorne and Wheeler [1973], p. 491–504 and Hawking and Ellis [1973], p. 66. Let us check that this is the case here. Namely, we claim that with \(t\) as defined above,

\[
t = \frac{2}{\sqrt{-\det(4)g}} \frac{\partial}{\partial(4)g} \left( -n \xi \sqrt{-\det(4)g} \right)
\]

whereas the pressure tensor can be written

\[
p = 2n \frac{\partial \xi}{\partial(4)g}
\]

It is the latter which is analogous to \(\sigma = 2\rho (\partial e/\partial g)\).

To prove our claim, note that

\[
\frac{2}{\sqrt{-\det(4)g}} \frac{\partial}{\partial(4)g} \left( -n \xi \sqrt{-\det(4)g} \right)
= \frac{-2}{\sqrt{-\det(4)g}} \left[ \frac{\partial n}{\partial(4)g} \xi \sqrt{-\det(4)g} + n \frac{\partial \xi}{\partial(4)g} \sqrt{-\det(4)g} + n \xi \frac{\partial \sqrt{-\det(4)g}}{\partial(4)g} \right]
\]

now both \(n\) and \(\xi\) depend on \((4)g\) through \(\gamma = (4)g + u \otimes u\), so

\[
\frac{\partial n}{\partial(4)g} = \frac{\partial n}{\partial \gamma} \frac{\partial \gamma}{\partial(4)g} = \frac{\partial n}{\partial \gamma} \cdot I = \frac{\partial n}{\partial \gamma}
\]

and likewise, \(\frac{\partial \xi}{\partial(4)g} = \frac{\partial \xi}{\partial \gamma} \frac{\partial \gamma}{\partial(4)g}\); also,

\[
\frac{\partial \sqrt{-\det(4)g}}{\partial(4)g} = \frac{1}{2} \sqrt{-\det(4)g} \frac{\partial(4)g}{\partial(4)g} = \frac{1}{2} \sqrt{-\det(4)g} (\gamma^{\alpha \beta} - u^\alpha u^\beta);
\]

using these, our expression becomes

\[
-2 \left[ \frac{\partial n}{\partial \gamma} \xi + n \frac{\partial \xi}{\partial \gamma} \right] + \frac{n \xi}{2} (\gamma^{\alpha \beta} - u^\alpha u^\beta).
\]

Finally, one learns from Carter [1973] that \(\frac{\partial n}{\partial \gamma} = -\frac{1}{2} n \gamma^{\alpha \beta}\), hence the above expression has an internal cancellation, reducing it to \(-2[n(\partial \xi/\partial \gamma) - (1/2) n \xi u^\alpha u^\beta]\) which is \((n \xi) u \otimes u - 2n(\partial \xi/\partial \gamma) = t\) indeed.

**Box 7.2 Summary of Important Formulas for Section 5.7**

**World Tube**
\[
\Phi: \mathbb{B} \times \mathbb{R} \rightarrow \mathbb{U} \quad (\mathbb{U} = \text{spacetime})
\]

**Slicing**
\[
i: S \times \mathbb{R} \rightarrow \mathbb{U}
\]
Motion
\[ \Phi(X, t) = i(\phi'(X, t), t) \]

Velocity
\[ V^0 = \frac{\partial \Phi}{\partial t}, \quad (V^0)^\alpha = \frac{\partial \Phi^\alpha}{\partial t} \]

Material Frame Velocity
\[ V^\iota = \frac{\partial i^\iota}{\partial t}, \quad (V^\iota)^\alpha = \frac{\partial i^\iota}{\partial t} \]

Material Apparent Velocity
\[ V_{^\phi, ^\iota} = \frac{\partial \phi^\iota}{\partial t} \]

Material Acceleration
\[ A^0 = \frac{(4)D}{dt} V^0, \quad (A^0)^\alpha = \frac{\partial (V^0)^\alpha}{\partial t} + \gamma^\alpha_\beta_\gamma (V^0)^\beta (V^0)^\gamma \]

Material Frame Acceleration
\[ A^\iota = \frac{(4)D}{dt} V^\iota \]

Material Apparent Acceleration
\[ A_{^\phi, ^\iota} = \frac{(3)D}{dt} V_{^\phi, ^\iota} \]

Spatial Quantities
\[ v, a; \] compose material ones with \( \Phi^{-1} \) or \( (\phi')^{-1} \).

Absolute vs. Apparent Acceleration
\[ i_{^\phi} a_{^\phi, ^\iota} = a^0 - a^\iota - 2 (4) \nabla (v^0 - v^\iota) - k_i (v^0 - v^\iota, v^0 - v^\iota) n_i \]

Change of Framing
\[ \phi_{^\phi} (\phi_{^\iota})^{-1} = \xi, \]
\[ a_{^\phi, ^\iota} = a_{^\iota} + \xi_{^\phi} a_{^\phi, ^\iota} + 2 \nabla_{^\phi, ^\iota} v_{^\phi, ^\iota} \]

Correspondence with Newtonian Mechanics

See Table 5.7.1

Relativistic vs. Non-Relativistic

Correspondence between stress, energy, and so on; see Table 5.7.2.

Stress-energy tensor
\[ t = n^\iota u \otimes u + p = \frac{2}{\sqrt{- (4) g}} \frac{\partial}{\partial (4) g} \left[ -n^\iota \sqrt{- (4) g} \right] \]

Action for Relativistic Elasticity
\[ \int_0 (4) R - 16\pi n \xi) \sqrt{- (4) g} d^4 x \]

Field Equations
\[ \text{Ein}(4) g = 8\pi t, \quad G_{^\alpha^\beta} = 8\pi t_{^\alpha^\beta} \]
\[ \text{div} \ t = 0, \quad t_{^\alpha^\beta;^\iota} = 0 \]
The purpose of this chapter is to present some basic theorems in elasticity concerning the boundary value problems of elastostatics and elastodynamics. The techniques are primarily those of linear and nonlinear functional analysis. The first five sections are motivated by questions of existence and uniqueness, but the results turn out to bear on basic questions such as: what constitutive inequalities should one impose? Section 6.6 discusses what is currently known (to the authors) concerning a longstanding problem: are minima of the energy stable? This turns out to be a very subtle yet significant point. The final section gives an application of nonlinear analysis to a control problem for a beam as a sample of how the general machinery can be used in a problem arising from nonlinear elasticity.

This chapter is not intended to be comprehensive. Some of the important topics omitted are the methods of variational inequalities (see Duvaut and Lions [1972]) and, except for a few illustrative examples, the existence theory for rods, plates, and shells. The topics omitted include both the approximate models such as the von Karmen equations and the full nonlinear models (see, for example, Ciarlet [1983], Berger [1977], Antman [1978a], [1979b], [1980c], and references therein).

6.1 ELLIPTIC OPERATORS AND LINEAR ELASTOSTATICS

This section discusses existence and uniqueness for linear elastostatics. The methods used are based on elliptic theory. Basic results in this subject are stated without proof; for these proofs, the reader should consult, for example, Agmon
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[1965], Friedman [1969], Morrey [1966], or Wells [1980]. These results are then applied to linear elastostatics. The methods and emphasis here differ slightly from those in the important reference work of Fichera [1972a].

To simplify notation and the spaces involved, we shall explicitly assume the body $\mathcal{B}$ is a bounded open set $\Omega$ in $\mathbb{R}^n$ with piecewise smooth boundary. The reader is forewarned that standard usage and a number of notational conflicts have resulted in us adopting various notations for the volume element throughout this chapter.

The linearized equations under consideration are as follows (see Chapter 4):

$$\text{div}(\mathbf{a} \cdot \nabla \mathbf{u})(x) = f(x), \quad x \in \Omega,$$

where $f = -\rho \mathbf{b} - \text{div} \mathbf{\sigma}$, $\mathbf{b}$ is the body force, $\mathbf{\sigma}$ is the Cauchy stress in the configuration we are linearizing about, and $\mathbf{a} = \mathbf{\sigma} \otimes \mathbf{\delta} + \mathbf{c}$ is the corresponding elasticity tensor; we assume $\mathbf{a}$ is $C^\infty$. We assume boundary conditions of displacement or traction are used and shall assume them to be homogeneous. [This is no real loss of generality, for if the boundary conditions are not homogeneous, say $\mathbf{u}$ equals some displacement $\tilde{\mathbf{u}}$ on $\partial \Omega$, replace $f$ by $f + \text{div}(\mathbf{a} \cdot \nabla \tilde{\mathbf{u}})$ and $\mathbf{u}$ by $\mathbf{u} - \tilde{\mathbf{u}}$.]

1.1 Definitions Let $L^2$ denote the Hilbert space of all displacements $\mathbf{u}: \Omega \rightarrow \mathbb{R}^n$ that are square integrable:

$$\|\mathbf{u}\|_2^2 = \int_\Omega \|\mathbf{u}\|^2 \, dv < \infty.$$  

Let $H^1$ denote the Hilbert space of all displacements $\mathbf{u}: \Omega \rightarrow \mathbb{R}^n$ that belong to $L^2$ and such that the gradient $\nabla \mathbf{u}$ (initially only a distribution) is also an $L^2$ tensor. The $H^1$-norm is defined by

$$\|\mathbf{u}\|_{H^1} = \left( \int_\Omega \|\mathbf{u}\|^2 \, dv + \int_\Omega \|\nabla \mathbf{u}\|^2 \, dv \right)^{1/2}.$$  

Similarly, define $H^s$ for positive integers $s$, with the convention $H^0 = L^2$. (One can show that $H^1$ is a Hilbert space: basic facts about these Sobolev spaces will be given shortly without proof; we shall not require these detailed proofs, which are contained in the references cited earlier and Adams [1975]. See Box 1.1 for further information and some sample proofs.)

If $p$ is a real number ($1 \leq p \leq \infty$), $L^p$ denotes the space of displacements $\mathbf{u}$ such that

$$\|\mathbf{u}\|_{L^p} = \left( \int_\Omega \|\mathbf{u}\|^p \, dv \right)^{1/p} < \infty$$

(with $\|\mathbf{u}\|_{L^\infty} = \text{ess sup}_{x \in \Omega} \|\mathbf{u}(x)\|$). Define $W^{1,p}$ to be the space of $\mathbf{u} \in L^p$ such that $\nabla \mathbf{u}$ is $L^p$ as well, with norm

$$\|\mathbf{u}\|_{W^{1,p}} = (\|\mathbf{u}\|_{L^p} + \|\nabla \mathbf{u}\|_{L^p})^{1/p}.$$  

Similarly, define the Sobolev spaces $W^{s,p}$ for $s$ a positive integer.\(^1\) In this

\(^1\)For $s$ not an integer, these may still be defined by means of the Fourier transform; see Box 1.1.
notation, we have the following coincidences:

\[ H^0 = L^2, \quad W^{s, 2} = H^s. \]

Let \( H^2 \) denote the set of \( u \in H^2 \) with homogeneous boundary conditions of displacement or traction (or both) imposed; that is, \( u = 0 \) on \( \partial_d \) and \( (a \cdot \nabla u) \cdot n = 0 \) on \( \partial_e \) (where one of \( \partial_d \) or \( \partial_e \) may be empty). (One has to show that \( H^2 \) is a well-defined closed subspace of \( H^2 \); this is true and relies on the so-called “trace theorems”; cf. Adams [1975], Section 5.22 and p. 330 below.)

Define the linear operator

\[ A: H^2 \to L^2 \text{ by } A(u) = \text{div}(a \cdot \nabla u). \]

Problem (1) can be phrased as follows: given \( f \in L^2 \), can we solve \( Au = f \)?

Throughout this section, we shall make the following:

1.2 Assumptions (i) The elasticity tensor \( a \) is hyperelastic; that is,

\[ a^{abcd} = a^{cdab}. \]

(ii) The elasticity tensor \( a \) is strongly elliptic; that is, there is an \( \epsilon > 0 \) such that

\[ a^{abcd}(x)\xi_a \xi_c \eta_b \eta_d \geq \epsilon \| \xi \|^2 \| \eta \|^2 \]

for all vectors \( \xi, \eta \in \mathbb{R}^n \) and all \( x \in \Omega \).

1.3 Proposition Assumption (i) is equivalent to symmetry of \( A \); that is,

\[ \langle Au, v \rangle = \langle u, Av \rangle \]

for \( u, v \in H^2 \), where \( \langle , \rangle \) is the \( L^2 \) inner product.

Proof Assume (i). Then

\[ \langle Au, v \rangle = \int_{\Omega} (a^{abcd}u_{c|d})_{b}v_{a} \, dv. \]

We can integrate by parts noting that the boundary terms are zero, giving the following:

\[ \langle Au, v \rangle = -\int_{\Omega} a^{abcd}u_{c|d}v_{a|b} \, dv. \]

(This requires some further justification since \( u \) and \( v \) are not smooth; this is done by an approximation argument which is omitted.) This expression is symmetric in \( u \) and \( v \). The converse is left as an exercise.

1.4 Definition The mapping \( B \) from \( H^1 \times H^1 \) to \( \mathbb{R} \) defined by

\[ B(u, v) = \int_{\Omega} a^{abcd}u_{c|d}v_{a|b} \, dv \]  

(which is a continuous symmetric bilinear form) is called the Dirichlet form.
The next proposition, discussed in Box 1.1, relates the Dirichlet form and strong ellipticity.

1.5 Proposition Let $A$ be defined as above, and let (i) of 1.2 hold. Then strong ellipticity is equivalent to Gårding's inequality:

$$B(u, u) \geq c \|u\|_{H^1}^2 - d \|u\|_{L^2}^2,$$

for all $u \in H^1$.

Problem 1.1 Use Gårding's inequality and the inequality $2ab \leq \varepsilon a^2 + (1/\varepsilon)b^2$ to show that $-\langle Au, u \rangle \geq c_1 \|u\|_{H^1}^2 - d_1 \|u\|_{L^2}^2$, for all $u \in H_0^2$, for suitable positive constants $c_1$ and $d_1$.

There are some technical difficulties with the mixed problem that will force us to make hypotheses on $\partial_d$ and $\partial_\tau$ that are stronger than one would ideally like. Specifically, for the validity of certain theorems, we shall need to assume that the closures of $\partial_d$ and $\partial_\tau$ do not intersect. This means, in effect, that $\partial_d$ and $\partial_\tau$ do not touch. An example of something that is allowed by this is when $\mathcal{B}$ is an annulus, with $\partial_d$ the outer boundary and $\partial_\tau$ the inner boundary. For the pure displacement or traction problem, we likewise require $\partial \mathcal{B}$ to be smooth, say $C^1$. Again this is an unpleasant assumption, for it eliminates bodies with corners.

The assumptions in the previous paragraph may well be just technical and not necessary, but to eliminate them would require nontrivial modifications of what follows. The difficulty lies with the regularity of solutions; for example, if one is solving $\Delta \phi = f$ with Dirichlet boundary conditions and $\partial \mathcal{B}$ has corners, the issue of whether or not $\phi$ is in $H^2$ when $f$ is in $L^2$ is delicate. If $\mathcal{B}$ is a square or a cube, this is true and can be seen by using Fourier series. If the angles are not $90^\circ$, however, this assertion need not be true in Sobolev spaces, but analogous results may be true in other spaces. As far as we know, this theory has not yet been developed, except for isolated cases. (See also the remarks on p. 371.)

For both the linear and nonlinear theories, these problems do not really affect the existence question if one seeks a generalized solution with less regularity. However, if regularity is desired, or if the inverse function theorem is to be used, the above assumptions must be made, or else the spaces must be modified. The situation calls for further research to see if these difficulties are just technical or are of physical interest. Presumably the modifications in the spaces needed correspond to known asymptotic solutions near corners, cracks, etc.

For the rest of this section we shall make the assumptions of 1.2 and those on $\partial \mathcal{B}$ above without explicit mention.

1.6 Basic Facts about Elliptic Operators

(i) Elliptic estimates. If $u \in H_0^2$, then for each $s \geq 2$ there is a constant $K$ such that

$$\|u\|_{H^s} \leq K(\|Au\|_{H^{s-1}} + \|u\|_{L^s}),$$
More generally, if \( 1 < p < \infty \),
\[
\| u \|_{W^{1,p}} \leq K(\| Au \|_{W^{1,p}} + \| u \|_{L^p}).
\]

The proof is omitted. See Box 1.1 for the proof in a simple case.

(ii) The kernel of \( A \) is finite dimensional. [Proof: The elliptic estimates show that \( \| u \|_{H^r} \leq C \| u \|_{L^2} \) on Ker \( A \). Rellich's theorem, which states that the inclusion \( H^s \rightarrow H^r \) \((s > r)\) is compact, then implies that the unit ball in Ker \( A \) is compact. Hence it is finite dimensional.]\(^2\) We also get \( \| u \|_{H^s} \leq C \| u \|_{L^2} \) so \( H^s = \bigcap_{s \geq 0} H^r \subset \text{Ker} \) \( A \). Since \( H^r \subset C^s \) if \( s > n/2 + k \) (see Box 1.1), \( H^s = C^s \), so elements of Ker \( A \) are smooth in this case. Similarly, the spectrum of \( A \) is discrete and each eigenvalue has finite multiplicity.

(iii) The range of \( A \) is closed in \( L^2 \). The outline of the proof of this for those knowing some functional analysis requires the following facts:

(1) Let \( T \) be a closed linear operator in a Banach space \( \mathcal{X} \) with domain \( \mathcal{D}(T) \) (\( T \) closed means its graph is closed). Then if \( T \) is continuous, \( \mathcal{D}(T) \) is closed.

This follows from the definition.

(2) Let \( \mathcal{X} \) and \( \mathcal{Y} \) be Banach spaces, \( C: \mathcal{X} \rightarrow \mathcal{Y} \) a \( 1 - 1 \) continuous linear map with closed range, and \( B: \mathcal{X} \rightarrow \mathcal{Y} \) a compact linear operator. Suppose \( C + B \) is \( 1 - 1 \). Then \( C + B \) has closed range.

**Proof** The operator \((C + B)^{-1}\) defined on Range\((C + B)\) is closed since the inverse of a \( 1 - 1 \) closed operator is closed (consider the graphs). Thus, by (1), it suffices to show that \((C + B)^{-1}\) is continuous. Suppose that \((C + B)^{-1}y_n = x_n\) and \( y_n \rightarrow 0 \). Suppose \( x_n \rightarrow 0 \). By passing to a subsequence, we can suppose \( \| x_n \| \geq \varepsilon > 0 \). Let \( \hat{x}_n = x_n/\| x_n \| \). Then
\[
\frac{\| (C + B)(\hat{x}_n) \|}{\| \hat{x}_n \|} = \frac{1}{\| x_n \|} \frac{\| (C + B)x_n \|}{\| x_n \|} = \frac{\| y_n \|}{\| x_n \|} \leq \frac{1}{\varepsilon} \| y_n \|,
\]
so \((C + B)(\hat{x}_n) \rightarrow 0\). Since \( B \) is compact and \( \| \hat{x}_n \| = 1 \), we can suppose \( B(\hat{x}_n) \) converges. Thus \( C(\hat{x}_n) \) converges too. Since \( C \) has closed range, \( C(\hat{x}_n) \rightarrow C\hat{x} \) for some \( \hat{x} \in \mathcal{X} \). By the closed graph theorem, \( C \) has a bounded inverse on its range. Thus \( \hat{x}_n \rightarrow \hat{x} \), so \( \| \hat{x} \| = 1 \). But \((C + B)(\hat{x}_n) \rightarrow 0\) and so \((C + B)(\hat{x}) = 0\) and thus \( \hat{x} = 0 \), a contradiction.

(3) Now, let \( \mathcal{X} = H^2 \), \( \mathcal{Y} = L^2 \times L^2 \), \( Cu = (Au, u) \), and \( Bu = (0, -u) \). Let \( \mathcal{X} \) be the Hilbert space orthogonal complement of Ker \((C + B)\) in \( \mathcal{X} \), and restrict \( C \) and \( B \) to \( \mathcal{X} \). By construction, \( C + B \) is \( 1 - 1 \). Clearly \( C \) is \( 1 - 1 \); moreover, using the sum norm on \( \mathcal{Y} \),
\[
\| Cu \|_{\mathcal{Y}} = \| Au \|_{L^2} + \| u \|_{L^2} \geq \alpha \| u \|_{\mathcal{X}}
\]
by the elliptic estimate (i) with \( \alpha = 1/K \). This estimate shows directly that the

\(^2\)A Banach space is finite dimensional if and only if its unit ball is compact (another theorem of Rellich).
range of $C$ is closed. Finally, $B$ is compact by Rellich's theorem. Thus, by (2), $C + B)(u) = (Au, 0)$ has closed range. Hence $A$ has closed range. 

(iv) Weak solutions are strong solutions. Suppose $u \in L^2, f \in L^2$, and $\langle u, Av \rangle = \langle f, v \rangle$ for all $v \in H_0^2$. Then $u \in H_0^2$ and $Au = f$.

Proof We sketch the proof of (iv) as follows: This is a regularity result. The statement $\langle u, Av \rangle = \langle f, v \rangle$ implies that $Au = f$ in the sense of distributions, so $Au \in L^2$. Thus, as in the basic elliptic estimate (i), $u \in H^2$. In fact, the most delicate part here is that $u$ is $H^2$ near the boundary, a relatively deep fact. That $u$ must satisfy the boundary conditions comes about formally as follows. Integrating by parts,

$$\langle u, Av \rangle = \int_\Omega u \cdot \text{div}(a \cdot \nabla v) \, dv$$

$$= -\int_\Omega \nabla u \cdot a \cdot \nabla v \, dv + \int_\mathcal{S} u \cdot [a \cdot \nabla v \cdot n] \, da$$

$$= \int_\Omega \text{div}(a \cdot \nabla u)v \, dv + \int_\mathcal{S} \{u \cdot [a \cdot \nabla v \cdot n] - v \cdot [a \cdot \nabla u \cdot n]\} \, da.$$ 

Suppose the boundary conditions are $v = 0$ on $\partial \Omega$. If this is to equal $\langle f, v \rangle$ for all $v \in H_0^2$, then first take $v$ of compact support in $\Omega$ to get $\text{div}(a \cdot \nabla u) = f$. Thus, we are left with the identity

$$\int_\mathcal{S} u \cdot [a \cdot \nabla v \cdot n] \, da = 0.$$ 

Since no condition is imposed on $a \cdot [\nabla v \cdot n]$ on $\partial \Omega$, $u$ must vanish on $\partial \Omega$. A similar argument holds for the traction or mixed case. 

From these facts we can deduce the following crucial result for symmetric elliptic operators:

1.7 Fredholm Alternative Theorem $L^2 = \text{Range } A \oplus \text{Ker } A$, an $L^2$ orthogonal sum.

Proof By 1.6(iii), Range $A$ is closed. Let $\mathcal{N}$ be its $L^2$ orthogonal complement. We claim that $\mathcal{N} = \text{Ker } A$. This will prove the result. First of all, if $u \in \text{Ker } A$ and $f = Av \in \text{Range } A$, then as $A$ is symmetric, $\langle u, f \rangle = \langle u, Av \rangle = \langle Au, v \rangle = 0$. Conversely, if $u \in \mathcal{N}$, then $\langle u, Av \rangle = 0$ for all $v \in H_0^2$. Thus by 1.6(iv) $u \in H_0^2$ and $Au = 0$; that is, $u \in \text{Ker } A$. 

Remarks From the elliptic estimates, the decomposition in 1.7 has a regularity property:

$$W^{s,p} = \text{Range}(A | H_0^2 \cap W^{s+2,p}) \oplus \text{Ker } A.$$ 

For non-symmetric elliptic operators, the Fredholm alternative reads

$$L^2 = \text{Range } A \oplus \text{Ker } A^*,$$

where $A^*$ is the adjoint of $A$. 

**Problem 1.2** Use the Fredholm alternative applied to $\lambda I - A$ and Gårding's inequality to show that $\lambda I - A : H_0^2 \to L^2$ is an isomorphism, where $\lambda > d_1$, with $d_1$ given in Problem 1.1.

From 1.7 we obtain the following main result for our boundary value problem.

**1.8 Theorem** Let $f \in L^2$. Then there exists a $u \in H_0^2$ such that $Au = f$ if and only if

$$\langle f, h \rangle = 0 \quad \text{for all } h \in \text{Ker } A.$$ 

In this case, (i) $u$ is unique up to addition of elements in $\text{Ker } A$, and (ii) if $f$ is of class $W^{s,p}$, $u$ is of class $W^{s+2,p}$ (up to and including the boundary).

Theorem 1.8 gives complete information on when the boundary value problem $Au = f, \quad u \in H_0^2$

is solvable for $u$. To be useful, one must be able to compute $\text{Ker } A$ in a specific instance. We show how this may be done for the important case of stable classical elasticity (see Section 4.3). Thus we now deal with the case $Au = \text{div}(c \cdot \nabla u)$ on $\partial = \Omega \subset \mathbb{R}^3$.

**1.9 Definition** Let $c^{abcd}$ be a classical elasticity tensor on $\Omega$. We say $c$ is uniformly pointwise stable if there is an $\eta > 0$ such that

$$\epsilon = \frac{1}{2} e \cdot c \cdot e \geq \eta \| e \|^2$$

for all symmetric $e$ (see 3.5 and 3.6 in Section 4.3).

The argument of 3.9, Section 4.3 shows that uniform pointwise stability implies strong ellipticity, but not conversely.

**1.10 Lemma** If $c$ is uniformly pointwise stable and if $u \in \text{Ker } A$, then $u$ is an infinitesimal Euclidean motion; i.e. a rotation or translation.

**Proof** If $u \in \text{Ker } A$, then $\text{div}(c \cdot \nabla u) = 0$. Thus, multiplying by $u$ and integrating,

$$0 = \int_\Omega u \cdot \text{div}(c \cdot \nabla u) \, dv = -\int_\Omega \nabla u \cdot c \cdot \nabla u \, dv.$$ 

Here we integrated by parts using the boundary conditions. By $c$'s symmetries, $\nabla u \cdot c \cdot \nabla u = e \cdot c \cdot e$, where $e = \frac{1}{2} e_{ab} g$; that is, $e_{ab} = \frac{1}{2} (u_{ab} + u_{ba})$. By 1.9 we conclude that $e = 0$, so $u$ is an infinitesimal rotation or translation.

For the displacement or mixed problem, any infinitesimal rotation must vanish since it vanishes on a portion of $\partial \Omega$ containing three linearly independent points. For the traction problem any infinitesimal rotation or translation lies in $\text{Ker } A$. Thus, we have proved the following:
1.11 Theorem  For classical elasticity, assume $c$ is uniformly pointwise stable, and the hypotheses on the boundary conditions preceding 1.6 hold. Then

(i) For displacement or mixed boundary conditions and any $f \in L^2$, the problem $\text{div}(c \cdot \nabla u) = f$ has a unique solution $u \in H^3$. If $f \in W^{s,p}$, then $u \in W^{s+2,p}$ for $s \geq 0$, $1 < p < \infty$.

(ii) (Traction Problem) The equation

$$\text{div}(c \cdot \nabla u) = f, \quad f \in L^2$$

with $c \cdot \nabla u = 0$ on $\partial \Omega$ has a solution $u \in H^3$ if and only if

$$\int_{\Omega} f(x) \cdot (a + bx) \, dv = 0,$$

where $a$ is any constant vector and $b$ is any skew-symmetric matrix. If this holds, $u$ is unique up to the addition of a term of the form $a + bx$, $b$ a skew matrix. If $f \in W^{s,p}$ ($s \geq 0$, $1 < p < \infty$), then $u \in W^{s+2,p}$.

Sometimes Korn’s inequalities are used in studying results like those in Theorem 1.11; however, our presentation did not require or use them. They are very relevant for questions of stability in linear elastodynamics, as we shall see in Section 6.3. We shall state these without detailed proof (see Fichera [1972a], Friedrichs [1947], Payne and Weinberger [1961], the remark below and Box 1.1 for the proofs).

1.12 Korn’s Inequalities

(i) First Inequality. For $u \in H^3$ satisfying displacement boundary conditions on $\partial_d \subset \partial \Omega$, we have

$$\int_{\Omega} \| e \|^2 \, dv \geq c \| u \|^2_{H^3}$$

for a suitable constant $c > 0$ independent of $u$.

(ii) Second Inequality. There is a constant $\tilde{c} > 0$ such that

$$\int_{\Omega} \| e \|^2 \, dv + \int_{\Omega} \| u \|^2 \, dv \geq \tilde{c} \| u \|^2_{H^3}$$

for all $u \in H^1$.

The first inequality is fairly straightforward (see Box 1.1) while the second is more subtle. For the displacement or mixed problem, uniform pointwise stability implies that we have

$$-\langle Au, u \rangle = \int_{\Omega} e \cdot c \cdot e \, dv \geq 2\eta \int_{\Omega} \| e \|^2 \, dv \geq 2\eta c \| u \|^2_{H^3}.$$  

So it follows that $\text{Ker} \, A = \{0\}$ in this case, reproducing what we found above. As indicated in 2.8, Section 5.2, this inequality will guarantee dynamic stability. Korn’s inequalities are actually special cases of Gårding’s inequality for (not necessarily square) elliptic systems. The Lie derivative operator

$$u \mapsto e$$
is in fact elliptic in the sense of systems of partial differential equations (see, for example, Berger and Ebin [1969]). Gårding's inequality applied to $L$ is exactly Korn's second inequality. The first inequality comes from the general fact that for elliptic operators with constant coefficients satisfying zero boundary conditions, Gårding's inequality reads $B(u, u) \geq c \|u\|_{H^1}^2$—that is, stability. (This is seen by examining the proof; see Box 1.1.)

**Box 1.1 Some Useful Inequalities**

This box discusses four topics: (1) Gårding's inequality (see 1.5); (2) Korn's first inequality (see 1.12); (3) a sample elliptic estimate (see 1.6(i)); and (4) some key Sobolev inequalities.

(1) **Garding's inequality**

(a) Let us prove the inequality

$$B(u, u) \geq c \|u\|_{H^1}^2 - d \|u\|_{H^2}^2$$

in case $a$ is strongly elliptic and is constant (independent of $x$). We shall also assume $u$ is $C^\infty$ with compact support in $\mathbb{R}^n$.

Let $\hat{u}$ be the Fourier transform of $u$:

$$\hat{u}(\xi) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{-i\xi \cdot x} u(x) \, dx \quad (i = \sqrt{-1}).$$

The $H^1$-norm of $u$ is given by

$$\|u\|_{H^1}^2 = \sum_{i} \int_{\mathbb{R}^n} \left( \frac{\partial u}{\partial x_i} \right)^2 \, dx + \sum_{i} \int_{\mathbb{R}^n} \left( u^i \right)^2 \, dx.$$

Since the Fourier transform preserves the $L^2$-norm (Plancherel's theorem), and $(\partial u^i/\partial x^j)^\wedge = \xi_j \hat{u}^i/i$, we have

$$\|u\|_{H^1}^2 = \int_{\mathbb{R}^n} |\xi \otimes \hat{u}(\xi)|^2 \, d\xi + \int_{\mathbb{R}^n} |\hat{u}(\xi)|^2 \, d\xi.$$

By strong ellipticity,

$$B(u, u) = \int_{\mathbb{R}^n} a_{ij} \frac{\partial u^i}{\partial x^j} \frac{\partial u^j}{\partial x^i} \, dx$$

$$= \int_{\mathbb{R}^n} \xi_j \xi_i a_{ij} \hat{u}^j \hat{u}^i \, d\xi \geq \int_{\mathbb{R}^n} \varepsilon |\xi|^2 |\hat{u}|^2 \, d\xi$$

$$= \varepsilon \int_{\mathbb{R}^n} |\xi \otimes \hat{u}|^2 \, d\xi.$$

Thus, we can take $c = \varepsilon$ and $d = \varepsilon$. The case of variable coefficients and a general domain requires a modification of this basic idea (cf. Yosida [1971] or Morrey [1966]).
(b) Relevant to Gårding's inequality is the Poincaré inequality, one version of which states that if \( u = 0 \) on \( \partial \Omega \), then

\[
\| u \|_{L^2} \leq C \| Du \|_{L^2}.
\]

In this case, \( H^1_0 \) can be normed by \( \| Du \|_{L^2} \), and so if \( a \) has constant coefficients, we can choose \( d = 0 \) in Gårding's inequality.

(c) Next we discuss Hadamard's theorem [1902], which states that Gårding's inequality implies strong ellipticity. Let us again just prove a simple case. Suppose \( a \) is constant and assume \( 0 \in \Omega \). Choose \( u(x) = \xi \phi(\lambda \cdot x) \), where \( \xi \) and \( \lambda \) are constant vectors in \( \mathbb{R}^n \) and \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) is smooth with compact support. Then

\[
B(u, u) = \int_\Omega a_{ijkl} \xi_i \lambda_j \xi_k \lambda_l |\phi'(\lambda \cdot x)|^2 \, dx
= \left( \int_\Omega |\phi'(\lambda \cdot x)|^2 \, dx \right) (a_{ijkl} \xi_i \lambda_j \xi_k \lambda_l).
\]

By assumption, we get

\[
\left( \int_\Omega |\phi'(\lambda \cdot x)|^2 \, dx \right) (a_{ijkl} \xi_i \lambda_j \xi_k \lambda_l) \\
\geq c \left( \int_\Omega |\xi|^2 |\lambda|^2 |\phi'(\lambda \cdot x)| \, dx \right) \\
+ (c - d) \left( \int_\Omega |\xi|^2 |\phi(\lambda \cdot x)|^2 \, dx \right).
\]

It is easy to see that we can choose a sequence of \( \phi_n \)'s such that

\[
\left( \int_\Omega |\phi_n(\lambda \cdot x)|^2 \, dx \right) / \int_\Omega |\phi_n(\lambda \cdot x)|^2 \, dx \rightarrow 0 \quad \text{as } n \rightarrow \infty.
\]

Dividing the preceding inequality by \( \int_\Omega |\phi_n(\lambda \cdot x)|^2 \, dx \) and letting \( n \rightarrow \infty \), we see that strong ellipticity holds with \( \epsilon = c \).

(2) Korn's first inequality Let us prove that

\[
\int |e|^2 \, dx \geq c \| u \|_{H^1}^2
\]

for \( u \) a \( C^\infty \) displacement in \( \mathbb{R}^n \) with compact support. As in Gårding's inequality, the general case can be reduced to this one. Let \( \hat{a}(\xi) \) be the Fourier transform of \( u \) as defined above. Thus

\[
\hat{e}(\xi) = \frac{1}{2}(\xi \otimes \hat{a} + \hat{a} \otimes \xi).
\]

Therefore, by Plancherel's theorem for Fourier transforms of tensor
fields,
\[ \int_{\mathbb{R}^n} |e|^2 \, dx = \int_{\mathbb{R}^n} |\theta(\xi)|^2 \, d\xi \]
\[ = \frac{1}{4} \int_{i,j} (\xi_i \hat{\alpha}_j + \xi_j \hat{\alpha}_i)^2 \, d\xi. \]

However,
\[ \sum_{i,j} (\xi_i \hat{\alpha}_j + \xi_j \hat{\alpha}_i)^2 = \sum_{i,j} (\xi_i^2 \hat{\alpha}_j^2 + \xi_j^2 \hat{\alpha}_i^2 + 2\xi_i \hat{\alpha}_i \xi_j \hat{\alpha}_j) \]
\[ = 4 \sum_{i} (\xi_i^2 \hat{\alpha}_i^2) + \sum_{i,j} (\xi_i^2 \hat{\alpha}_j^2 + \xi_j^2 \hat{\alpha}_i^2) \]
\[ + 2(\sum_{i,j} \xi_i \hat{\alpha}_i \xi_j \hat{\alpha}_j). \]

Using the inequality
\[ 2\xi_i \hat{\alpha}_i \xi_j \hat{\alpha}_j \geq -(\xi_i^2 \hat{\alpha}_i^2 + \xi_j^2 \hat{\alpha}_j^2), \]
we get
\[ \sum_{i,j} (\xi_i \hat{\alpha}_j + \xi_j \hat{\alpha}_i)^2 \geq 2 \sum_{i} (\xi_i^2 \hat{\alpha}_i^2) + \sum_{i,j} (\xi_i^2 \hat{\alpha}_j^2 + \xi_j^2 \hat{\alpha}_i^2) \]
\[ = 2 \sum_{i} \xi_i^2 \hat{\alpha}_i^2. \]

Thus,
\[ \int_{\mathbb{R}^n} |e|^2 \, dx \geq 2 \int_{\mathbb{R}^n} |D\hat{\alpha}|^2 \, dx \]
which gives Korn's first inequality (cf. the Poincaré inequality above).

As pointed out in the remark preceding this box, this inequality is, secretly, Gårding's inequality for the elliptic operator \( u \mapsto e. \)

(3) A sample elliptic estimate Suppose \( a \) is constant and strongly elliptic and \( u \) is smooth with compact support on \( \mathbb{R}^n \). We will prove the inequality
\[ \|u\|^2_{\mathbb{H}^1} \leq C(\|Au\|^2_{L^2} + \|u\|^2_{L^2}) \]
for a constant \( C \). We have
\[ \|u\|^2_{\mathbb{H}^1} = \sum_{i,j,k} \int_{\mathbb{R}^n} \xi_i \xi_j \hat{\alpha}_k \, d\xi + \sum_{i,j} \int_{\mathbb{R}^n} \xi_i \hat{\alpha}_j \, d\xi + \sum_{i,j} \int_{\mathbb{R}^n} \hat{\alpha}_i \, d\xi. \]

It suffices to deal with the top order terms by Gårding's inequality. Now by strong ellipticity,
\[ \|Au\|^2_{L^2} = \sum_{i,j,k,l} \int_{\mathbb{R}^n} \epsilon (\sum_{k} \xi_k \hat{\alpha}_k)^2 \, d\xi \]
\[ \geq \int_{\mathbb{R}^n} (\sum_{k} \xi_k \hat{\alpha}_k)^2 \, d\xi \geq \epsilon \int_{\mathbb{R}^n} (\sum_{k} \xi_k \hat{\alpha}_k)^2 \, d\xi. \]

Using \( \xi_i \xi_j \leq \frac{1}{2}(\xi_i^2 + \xi_j^2) \), we get
\[ \sum_{i,j,k} \int_{\mathbb{R}^n} \xi_i \xi_j \hat{\alpha}_k \, d\xi \leq \frac{1}{2} \sum_{i,j,k} \int_{\mathbb{R}^n} (\xi_i^2 + \xi_j^2) \hat{\alpha}_k \, d\xi \]
\[ \leq n \sum_{i,j,k} \int_{\mathbb{R}^n} \xi_i \hat{\alpha}_k \, d\xi \leq \frac{n}{\epsilon} \|Au\|^2_{L^2}. \]

This gives the desired inequality.
Some key Sobolev inequalities Let us begin by being a little more precise in our definitions of Sobolev spaces. Let $\Omega$ be an open set in $\mathbb{R}^n$ with piecewise smooth boundary. Let $C^\infty(\Omega, \mathbb{R}^1)$ denote the maps $f: \Omega \rightarrow \mathbb{R}^1$ that have $C^\infty$ extensions to maps $\tilde{f}$, which are $C^\infty$ on all of $\mathbb{R}^n$. If $\Omega$ is bounded, we set

$$W^{k,p}(\Omega, \mathbb{R}^1) = \left\{ \text{completion of } C^\infty(\Omega, \mathbb{R}^1) \text{ in the norm,} \right. \left. \|f\|_{k,p} = \sum_{0 \leq i \leq k} \|D^i f\|_{L^p}, \right.$$}

where $\|\phi\|_{L^p} = \left( \int_\Omega |\phi(x)|^p \, dx \right)^{1/p}$ is the $L^p$-norm on $\Omega$, $D^i f$ is the $i$th derivative of $f$, and we take its norm in the usual way. For $p = 2$ we set $H^s(\Omega, \mathbb{R}) = W^{s,2}(\Omega, \mathbb{R}^1)$. Thus $H^s$ is a Hilbert space. (One can show that $H^s$ consists of those $L^2$ functions whose first $s$ derivatives, in the sense of distribution theory, lie in $L^2$. This is called the Meyer-Serrin theorem. A convenient reference for the proof is Friedman [1969].)

For general $\Omega$, set $C^\infty_c(\Omega, \mathbb{R}^1)$ = the $C^\infty$ functions from $\Omega$ to $\mathbb{R}^n$ that have compact support in $\Omega$. The completion of this space in the $\|\cdot\|_{k,p}$ norm is denoted $W^{k,p}_0$, and the corresponding $H^s$ space is denoted $H^s_0$. For $\Omega = \mathbb{R}^n$ we just write $H^s = H^s_0$. Again $H^s(\mathbb{R}^n, \mathbb{R}^1)$ consists of those $L^2$ functions whose first $s$ derivatives are in $L^2$.

In order to obtain useful information concerning the Sobolev spaces $W^{k,p}$, we need to establish certain fundamental relationships between these spaces. To do this, one uses the following fundamental inequality of Sobolev, as generalized by Nirenberg and Gagliardo. We give a special case (the more general case deals with Hölder norms as well as $W^{k,p}$ norms).

1.13 Theorem Let $1 \leq q \leq \infty$, $0 \leq r \leq \infty$, $0 \leq j < m$, $jm \leq a \leq 1$, $0 < p < \infty$, with $j$, $m$ integers $\geq 0$; assume that

$$\frac{1}{p} = \frac{1}{n} + a \left( \frac{1}{r} - \frac{m}{n} \right) + (1 - a) \frac{1}{q}$$

(1)

(if $1 < r < \infty$ and $m - j - n/r$ is an integer $\geq 0$, assume $jm \leq a < 1$). Then there is a constant $C$ such that for any smooth $u: \mathbb{R}^n \rightarrow \mathbb{R}^1$, we have

$$\|D^j u\|_{L^p} \leq C \|D^m u\|_{L^r} \|u\|_{L^q}$$

(2)

(If $j = 0$, $rm < n$, and $q = \infty$, assume $u \rightarrow 0$ at $\infty$ or $u$ lies in $L^q$ for some finite $\bar{q} > 0$.)

Below we shall prove some special cases of this result. (The arguments given by Nirenberg [1959] are geometric in flavor in contrast to
the usual Fourier transform proofs and therefore are more suitable for
generalization to manifolds; cf. Cantor [1975a] and Aubin [1976].)
The above theorem remains valid for \( \mathbf{u} \) defined on a region with
piecewise smooth boundary, or more generally if the boundary satisfies
a certain "cone condition."

**Note:** If one knows an inequality of the form (2) exists, one can
infer that (1) must hold as follows: replace \( \mathbf{u}(x) \) by \( \mathbf{u}(tx) \) for a real
\( t > 0 \). Then writing \( \mathbf{u}_t(x) = \mathbf{u}(tx) \), one has

\[
\| D^i u_t \|_{L^p} = \| D^i u \|_{L^p} t^{1 - n/p}, \quad \| D^m u_t \|_{L^r} = \| D^m u \|_{L^r} t^a (m - n/r), \quad \text{and}
\]

\[
\| u_t \|_{L^r} = \| u \|_{L^r} t^{n(1 - a)/q}.
\]

Thus if (2) is to hold for \( u_t \) (with the constant independent of \( t \)), we
must have \( j - n/p = a(m - n/r) - n(1 - a)/q \), which is exactly the
relation (1).

The following corollary is useful in a number of applications:

**1.14 Corollary**  With the same relations as in Theorem 1.13, for any
\( \varepsilon > 0 \) there is a constant \( K_{\varepsilon} \) such that

\[
\| D^i u \|_{L^p} \leq \varepsilon \| D^m u \|_{L^p} + K_{\varepsilon} \| u \|_{L^p}
\]

for all (smooth) functions \( u \).

**Proof**  This follows from 1.13 and Young's inequality: \( x^a y^{1-a} \leq ax + (1-a)y \), which implies that \( x^a y^{1-a} = (\varepsilon x)^a (K_{\varepsilon} y)^{1-a} \leq a \varepsilon x + (1-a) K_{\varepsilon} y \) where, \( K_{\varepsilon} = 1/\varepsilon^{a/(1-a)} \).

Let us illustrate how Fourier transform techniques can be used to
directly prove the special case of 1.14 in which \( n = 3, l = 1, j = 0, \)
\( p = \infty, m = 2, r = 2, \text{ and } q = 2 \).

**1.15 Proposition**  There is a constant \( c > 0 \) such that for any \( \varepsilon > 0 \)
and function \( f: \mathbb{R}^3 \rightarrow \mathbb{R} \) smooth with compact support, we have

\[
\| f \|_{L^\infty} \leq c (\varepsilon^{3/2} \| f \|_{L^1} + \varepsilon^{-1/2} \| \Delta f \|_{L^1} )
\]

(It follows that if \( f \in H^2(\mathbb{R}^3) \), then \( f \) is uniformly continuous and the
above inequality holds.)

**Proof**  Let

\[
\hat{f}(k) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} e^{-i \mathbf{k} \cdot \mathbf{x}} f(x) \, dx
\]

denote the Fourier transform. Recall that \( (\Delta \hat{f})(k) = -|k|^2 \hat{f}(k) \). From
Schwarz' inequality, we have
\[
\left( \int |\hat{f}(k)| \, dk \right)^2 \leq \left( \int \frac{dk}{(\epsilon^2 + \|k\|^2)^2} \right) \left( \int (\epsilon^2 + \|k\|^2)^2 |\hat{f}(k)|^2 \, dk \right) = \frac{c_1}{\epsilon} \|(\epsilon^2 - \Delta)f\|_L^2,
\]

where
\[c_1 = \int_{\mathbb{R}^3} \frac{d\xi}{(1 + \|\xi\|^2)^2} < \infty.
\]

Here we have used the fact that \( h \mapsto \hat{h} \) is an isometry in the \( L^2 \)-norm (Plancherel's theorem). Thus, from \( f(x) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} e^{i k \cdot x} \hat{f}(k) \, dk \),
\[
(2\pi)^{3/2} \|f\|_\infty \leq \|\hat{f}\|_{L^1} \leq \frac{c_2}{\sqrt{\epsilon}} \|(\epsilon^2 - \Delta)f\|_{L^1} \leq c_2 (\epsilon^{3/2} \|f\|_{L^1} + \epsilon^{-1/2} \|\Delta f\|_{L^1}).
\]

Thus we have shown that \( H^2(\mathbb{R}^3) \subset C^0(\mathbb{R}^3) \) and that the inclusion is continuous. More generally one can show by similar arguments that \( H^s(\Omega) \subset C^k(\Omega) \) provided \( s > n/2 + k \) and \( W^{s,p}(\Omega) \subset C^k(\Omega) \) if \( s > n/p + k \). This is one of the celebrated Sobolev embedding theorems.

**Problem 1.3** Prove that the last assertion is a special case of the result in Theorem 1.13.

For \( \Omega \) bounded, the inclusion \( W^{s,p}(\Omega) \rightarrow C^k(\Omega), \; s > n/p + k \) is compact; that is, the unit ball in \( W^{s,p}(\Omega) \) is compact in \( C^k(\Omega) \). This is proved in a manner similar to the classical Arzela–Ascoli theorem, one version of which states that the inclusion \( C^1(\Omega) \subset C^0(\Omega) \) is compact (see Marsden [1974a], for instance). Also, \( W^{s,p}(\Omega) \subset W^{s',p'}(\Omega) \) is compact if \( s > s' \) and \( p = p' \) or if \( s = s' \) and \( p > p' \). (See Friedman [1969] for the proofs.)

We already saw one application of Rellich's theorem in our proof of the Fredholm alternative. It is often used this way in existence theorems, using compactness to extract convergent sequences.

As we shall see later, compactness comes into existence theory in another crucial way when one seeks weak solutions. This is through the fact that the unit ball in a Banach space is weakly compact—that is, compact in the weak topology. See, for example, Yosida [1971] for the proof (and for refinements, involving weak sequential compactness).

We shall give another illustration of Theorem 1.13 through a special case that is useful in the study of nonlinear wave equations. This is the following important inequality in \( \mathbb{R}^3 \):
\[
\|u\|_{L^6} \leq C \|Du\|_{L^2}.
\]
1.16 Proposition  Let \( u: \mathbb{R}^3 \rightarrow \mathbb{R} \) be smooth and have compact support. Then
\[
\int_{\mathbb{R}^3} u^6 \, dx \leq 48 \left( \int_{\mathbb{R}^3} \| \text{grad } u \|^2 \, dx \right)^3.
\]
so \( C = \sqrt[5]{48} \).

Proof\(^3\) From
\[
u^3(x, y, z) = 3 \int_{-\infty}^{x} u^2 \frac{\partial u}{\partial x} \, dx
\]
once gets
\[
\sup_x |u^3(x, y, z)| \leq 3 \int_{-\infty}^{\infty} \left| u^2 \frac{\partial u}{\partial x} \right| \, dx.
\]
Set \( I = \int_{\mathbb{R}^3} u^6 \, dx \) and write
\[
I = \int_{-\infty}^{\infty} \left( \iint \left| u^3 \right| u^3 \, dy \, dz \right) \, dx
\]
\[
\leq \int_{-\infty}^{\infty} \left[ \left( \sup_y \int_{-\infty}^{\infty} |u^3| \, dz \right) \left( \int_{-\infty}^{\infty} \sup_x |u^3| \, dx \right) \right] \, dx
\]
\[
\leq 9 \int_{-\infty}^{\infty} \left[ \left( \iint \left| u^2 \frac{\partial u}{\partial y} \right| \, dy \, dz \right) \left( \iint \left| u^2 \frac{\partial u}{\partial z} \right| \, dy \, dz \right) \right] \, dx.
\]
Using Schwarz' inequality on this gives
\[
I \leq 9 \int_{-\infty}^{\infty} \left[ \left( \iint u^4 \, dy \, dz \right) \left( \iint \left( \frac{\partial u}{\partial y} \right)^2 \, dy \, dz \right)^{1/2} \left( \iint \left( \frac{\partial u}{\partial z} \right)^2 \, dy \, dz \right)^{1/2} \right] \, dx
\]
\[
\leq 9 \max_x \left[ \left( \iint u^4 \, dy \, dz \right) \left( \iint \left( \frac{\partial u}{\partial y} \right)^2 \, dy \, dz \right)^{1/2} \left( \iint \left( \frac{\partial u}{\partial z} \right)^2 \, dy \, dz \right)^{1/2} \right]
\]
\[
\leq 36 \int_{\mathbb{R}^3} \left| u^3 \frac{\partial u}{\partial x} \right| \, dx \, dy \, dz \left( \int_{\mathbb{R}^3} \left( \frac{\partial u}{\partial y} \right)^2 \right)^{1/2} \left( \int_{\mathbb{R}^3} \left( \frac{\partial u}{\partial z} \right)^2 \right)^{1/2}
\]
\[
\leq 36 \sqrt{T} \left( \int_{\mathbb{R}^3} \left( \frac{\partial u}{\partial x} \right)^2 \right)^{1/2} \left( \int_{\mathbb{R}^3} \left( \frac{\partial u}{\partial y} \right)^2 \right)^{1/2} \left( \int_{\mathbb{R}^3} \left( \frac{\partial u}{\partial z} \right)^2 \right)^{1/2}.
\]
Now using the arithmetic geometric mean inequality \( 3\sqrt[3]{abc} < (a + b + c)/3 \) gives
\[
I \leq 36 \sqrt{T} \left( \int_{\mathbb{R}^3} \| \text{grad } u \|^2 \right)^{3/2} / 3^{3/2}.
\]

\(^3\)Following Ladyzhenskaya [1969].
That is,
\[ I \leq \frac{(36)^2}{3^3} \left( \int_{R^3} \| \text{grad } u \| \right)^3. \]

One can use the same technique to prove similar inequalities.

There is another important corollary of Theorem 1.13 that we shall prove. The techniques can be used to determine to which \( W^{s,p} \) space a product belongs.

1.17 Corollary For \( s > n/2 \), \( H^s(R^n) \) is a Banach algebra (under pointwise multiplication). That is, there is a constant \( K > 0 \) such that for \( u, v \in H^s(R^n) \),
\[ \| u \cdot v \|_{H^s} \leq K \| u \|_{H^s} \| v \|_{H^s}. \]

This is an important property of \( H^s \) not satisfied for low \( s \). It certainly is not true that \( L^2 \) forms an algebra under multiplication.

Proof Choose \( a = j/s, r = 2, q = \infty, p = 2s/j, m = s \) (0 \( \leq j \leq s \)) to obtain
\[ \| D^ju \|_{L^q} \leq \text{const.} \| D^ju \|_{L^q} \| u \|_{L^{2-j/s}} \leq \text{const.} \| u \|_{H^s}. \]

(See 1.15.) Let \( j + k = s \). From Holder’s inequality we have
\[ \| D^j u \cdot D^k v \|_{L^2} \leq \| D^j u \|_{L^{2j}} \| D^k v \|_{L^{2j}} \leq \text{const.} \| u \|_{H^s} \| v \|_{H^s}. \]

Now \( D^i(uv) \) consists of terms like \( D^i u \cdot D^k v \), so we obtain
\[ \| D^i(uv) \|_{L^2} \leq \text{const.} \| u \|_{H^s} \| v \|_{H^s}. \]

Similarly for the lower-order terms. Summing gives the result.

The trace theorems have already been mentioned in 1.1. Generally, they state that the restriction map from \( \Omega \) to a submanifold \( \mathcal{M} \subset \Omega \) of codimension \( m \) induces a bounded operator from \( W^{s,p}(\Omega) \) to \( W^{s-r(1/m),p}(\mathcal{M}) \). Adams [1975] and Morrey [1966] are good references; the latter contains some useful refinements of this.

There are also some basic extension theorems that are right inverses of restriction maps. Thus, for example, the Calderon extension theorem asserts that there is an extension map \( T: W^{s,p}(\Omega) \to W^{s,p}(R^n) \) that is a bounded operator and “restriction to \( \Omega \)” \( \circ T = \text{Identity} \). This is related to a classical \( C^k \) theorem due to Whitney. See, for example, Abraham and Robbin [1967], Stein [1970], and Marsden [1973a].

Finally, we mention that all these \( R^n \) results carry over to manifolds in a straightforward way. See, for example, Palais [1965] and Cantor [1979].

**Problem 1.4** Prove a \( W^{s,p} \) version of the \( \omega \)-lemma given in Box 1.1, Chapter 4, by using the results of this box.
Box 1.2 Summary of Important Formulas for Section 6.1

Sobolev Spaces on $\Omega \subset \mathbb{R}^n$

$L^2 = \left\{ u: \Omega \rightarrow \mathbb{R}^n \mid \int_\Omega ||u||^2 \, dv < \infty \right\}$

$\langle u, v \rangle = \int_\Omega u \cdot v \, dv = \int_\Omega u^a(x) v_a(x) \, dx$

$H^1 = \left\{ u: \Omega \rightarrow \mathbb{R}^n \mid u, Du, \ldots, D^5u \text{ are in } L^2 \right\}$

$H^2_\delta = \left\{ u \in H^2 \mid u \text{ satisfies the boundary conditions (displacement, traction or mixed)} \right\}$

$W^{s,p} = \left\{ u: \Omega \rightarrow \mathbb{R}^n \mid u, Du, \ldots, D^s u \in L^p \right\}$

Symmetric Elliptic Operator

Form: $Au = \text{div}(a \cdot \nabla u)$  $(Au)^a = (a_{abcd} u_{c,d})_b$

Symmetry: $a_{abcd} = a_{dcab}$, $\langle Au, v \rangle = \langle u, Av \rangle$ for $u, v \in H^2_\delta$

Strong ellipticity: $a_{abcd} \xi_a \xi_b \eta_c \eta_d \geq \epsilon ||\xi||^2 ||\eta||^2$ for some $\epsilon > 0$ and all $\xi, \eta \in \mathbb{R}^n$

Gårding's Inequality ($\Leftrightarrow$ Strong Ellipticity)

$B(u, u) \geq c ||u||^2_{H^1} - d ||u||^2_{L^2}$ for all $u \in H^1$, where

$B(u, v) = \int_\Omega \nabla u \cdot a \cdot \nabla v \, dv = \int_\Omega u_{ab} a_{abcd} v_{c,d} \, dv$

($= -\langle Au, v \rangle$ for $u, v \in H^2_\delta$).

Fredholm Alternative

(1) $L^2 = \text{Range } A \oplus \text{Ker } A$, an $L^2$ orthogonal sum.

(2) $Au = f$ is solvable for $u \in H^2_\delta$ if and only if $f \perp \text{Ker } A$.

Classical Elasticity

Uniform pointwise stability: $\frac{1}{2} e \cdot c \cdot e \geq \eta ||e||^2$, $\frac{1}{2} e_{ab} c_{abcd} e_{cd} \geq \eta e_{ab} e_{cd}$, implies strong ellipticity. In $\Omega \subset \mathbb{R}^3$,

$\text{div}(c \cdot \nabla u) = f$ is solvable for $u \in H^2_\delta$ using displacement or mixed boundary conditions for any $f$ and for traction boundary conditions if $\int_\Omega f(x) (a + bx) \, dx = 0$ for $a$ any constant vector and $b$ any $3 \times 3$ skew matrix.

Korn's Inequalities

(1) Displacement (or mixed) boundary conditions:

$\int_\Omega ||e||^2 \, dv \geq c ||u||^2_{H^1}$, $e_{ab} = \frac{1}{2}(u_{ab} + u_{ba})$

(2) General:

$\int_\Omega ||e||^2 \, dv + \int_\Omega ||u||^2 \, dv \geq c ||u||^2_{H^1}$
6.2 ABSTRACT SEMIGROUP THEORY

This section gives an account of those parts of semigroup theory that are needed in the following section for applications to elastodynamics. Although the account is self contained and gives fairly complete proofs of most of the theorems, it is not exhaustive. For example, we have omitted details about the theory of analytic semigroups, since it will be treated only incidentally in subsequent sections. The standard references for semigroup theory are Hille and Phillips [1957], Yosida [1971], Kato [1966], and Pazy [1974]. This theory also occurs in many books on functional analysis, such as Balakrishnan [1976].

We shall begin with the definition of a semigroup. The purpose is to capture, under the mildest possible assumptions, what we mean by solvability of a linear evolution equation

\[ \frac{du}{dt} = Au \quad (t \geq 0), \quad u(0) = u_0. \]  

Here \( A \) is a linear operator in a Banach space \( \mathcal{X} \). We are interested in when (1) has unique solutions and when these solutions vary continuously in \( \mathcal{X} \) as the initial data varies in the \( \mathcal{X} \) topology. When this holds, one says that Equation (1) is well-posed. If \( A \) is a bounded operator in \( \mathcal{X} \), solutions are given by

\[ u(t) = e^{tA}u_0 = \sum_{k=0}^{\infty} \frac{(tA)^k}{k!}u_0. \]

For partial differential equations, however, \( A \) will usually be unbounded, so the problem is to make sense out of \( e^{tA} \). Instead of power series, the operator analogue of the calculus formula \( e^x = \lim_{n \to \infty} (1 - x/n)^{-n} \) will turn out to be appropriate.

2.1 Definitions A \((C^0)\) semigroup on a Banach space \( \mathcal{X} \) is a family \( \{U(t)\}_{t \geq 0} \) of bounded linear operators of \( \mathcal{X} \) to \( \mathcal{X} \) such that the following conditions hold:

(i) \( U(t+s) = U(t)U(s) \) \( (t, s \geq 0) \) (semigroup property);
(ii) \( U(0) = \text{Identity} \); and
(iii) \( U(t)x \) is \( t \)-continuous at \( t = 0 \) for each \( x \in \mathcal{X} \); that is, \( \lim_{t \downarrow 0} U(t)x = x \). (This pointwise convergence is also expressed by saying strong \( \lim_{t \downarrow 0} U(t) = I \).)

The infinitesimal generator \( A \) of \( U(t) \) is the (in general unbounded) linear operator given by

\[ Ax = \lim_{t \downarrow 0} \frac{U(t)x - x}{t} \]  

on the domain \( \mathcal{D}(A) \) defined to be the set of those \( x \in \mathcal{X} \) such that the limit (2) exists in \( \mathcal{X} \).

We now derive a number of properties of semigroups. (Eventually we will prove an existence and uniqueness theorem for semigroups given a generator \( A \).)
For Propositions 2.2–2.12, assume that \( U(t) \) is a given \( C^0 \) semigroup with infinitesimal generator \( A \).

### 2.2 Proposition
There are constants \( M > 0, \beta \geq 0 \) such that \( \| U(t) \| \leq Me^{\beta t} \) for all \( t \geq 0 \). In this case we write \( A \in \mathcal{G}(\mathcal{X}, M, \beta) \) and say \( A \) is the generator of a semigroup of type \((M, \beta)\).

**Proof** We first show that \( \| U(t) \| \) is bounded on some neighborhood of zero. If not, there would be a sequence \( t_n \to 0 \) such that \( \| U(t_n) \| \to \infty \). But \( U(t_n)x \to x \) as \( n \to \infty \), so \( U(t_n) \) is pointwise bounded as \( n \to \infty \), and therefore by the Uniform Boundedness Theorem \( \| U(t_n) \| \) is bounded, which is a contradiction.

Thus for some \( \delta > 0 \) there is a constant \( M \) such that \( \| U(t) \| \leq M \) for \( 0 \leq t \leq \delta \). For \( t \geq 0 \) arbitrary, let \( n \) be the largest integer in \( t/\delta \) so \( t = n\delta + \tau \), where \( 0 \leq \tau < \delta \). Then by the semigroup property,

\[
\| U(t) \| = \| U(n\delta)U(\tau) \| \leq \| U(\tau) \| \| U(\delta) \|^n \leq M \cdot M^n \leq M \cdot M^{t/\delta} \leq Me^{\beta t}.
\]

where \( \beta = (1/\delta) \log M \).

### 2.3 Proposition
\( U(t) \) is strongly continuous\(^5\) in \( t \); that is, for each fixed \( x \in \mathcal{X} \), \( U(t)x \) is continuous in \( \mathcal{X} \) as a function of \( t \in [0, \infty) \).

**Proof** Let \( s > 0 \). Since \( U(\tau + s)x = U(s)U(\tau)x \), 2.1(iii) gives

\[
\lim_{t \to s} U(t)x = \lim_{t \to 0} U(\tau + s)x = U(\tau) \lim_{t \to 0} U(\tau)x = U(s)x,
\]

so we have right continuity in \( t \) at \( t = s \). For left continuity let \( 0 \leq \tau \leq s \), and write

\[
\| U(s - \tau)x - U(s)x \| = \| U(s - \tau)(x - U(\tau)x) \| \leq Me^{\beta(s - \tau)} \| x - U(\tau)x \|,
\]

which tends to zero as \( \tau \to 0 \).

### 2.4 Proposition
\begin{enumerate}
  \item \( U(t)\mathcal{D}(A) \subseteq \mathcal{D}(A) \);
  \item \( U(t)Ax = AU(t)x \) for \( x \in \mathcal{D}(A) \); and
  \item \( (d/dt)U(t)x_0 = A(U(t)x_0) \) for all \( x_0 \in \mathcal{D}(A) \) and \( t \geq 0 \). In other words,

\[
x(t) = U(t)x_0 \text{ satisfies } \frac{dx}{dt} = Ax \text{ and } x(0) = x_0.
\]
\end{enumerate}

\(^4\)This theorem states that if \( \{T_a\} \) is a family of bounded linear operators on \( \mathcal{X} \) and if \( \{T_ax\} \) is bounded for each \( x \in \mathcal{X} \), then the norms \( \| T_a \| \) are bounded. See, for example, Yosida [1971], p. 69.

\(^5\)One can show that strong continuity at \( t = 0 \) can be replaced by weak continuity at \( t = 0 \) and strong continuity in \( t \in [0, \infty) \) can be replaced by strong measurability in \( t \). See Hille and Phillips [1957] for details.
Proof From \([U(h)U(t)x - U(t)x]/h = U(t)[(U(h)x - x)/h]\) we get (i) and (ii) We get (iii) by using the fact that if \(x(t) \in \mathcal{X}\) has a continuous right derivative, then \(x(t)\) is differentiable—from the right at \(t = 0\) and two sided if \(t > 0\).)

From (i) and (ii) we see that if \(x \in \mathcal{D}(A^n)\), then \(U(t)x \in \mathcal{D}(A^n)\). This is often used to derive regularity results, because if \(A\) is associated with an elliptic operator, \(\mathcal{D}(A^n)\) may consist of smoother functions for larger \(n\). Notice that we have now shown that the concept of semigroup given here and that given in 2.5, Chapter 5, agree.

2.5 Proposition \(\mathcal{D}(A)\) is dense in \(\mathcal{X}\).

Proof Let \(\phi(t)\) be a \(C^\infty\) function with compact support in \([0, \infty)\), let \(x \in \mathcal{X}\) and set

\[
x_\phi = \int_0^\infty \phi(t)U(t)x\ dt.
\]

Noting that

\[
U(s)x_\phi = \int_0^\infty \phi(t)U(t + s)x\ dt = \int_0^\infty \phi(\tau - s)U(\tau)x\ d\tau
\]

is differentiable in \(s\), we find that \(x_\phi \in \mathcal{D}(A)\). On the other hand, given any \(\varepsilon > 0\) we claim that there is a \(\phi\) (close to the "\(\delta\) function") such that \(\|x_\phi - x\| < \varepsilon\). Indeed, by continuity, choose \(\delta > 0\) such that \(\|U(t)x - x\| < \varepsilon\) if \(0 \leq t \leq \delta\). Let \(\phi\) be \(C^\infty\) with compact support in \((0, \delta)\), \(\phi \geq 0\) and \(\int_0^\infty \phi(t)\ dt = 1\). Then

\[
\|x_\phi - x\| = \left\| \int_0^\infty \phi(t)(U(t)x - x)\ dt \right\| \leq \int_0^\delta \phi(t) \|U(t)x - x\|\ dt \leq \varepsilon \int_0^\delta \phi(t)\ dt = \varepsilon.
\]

The same argument in fact shows that \(\bigcap_{n=1}^\infty \mathcal{D}(A^n)\) is dense in \(\mathcal{X}\).

2.6 Proposition \(A\) is a closed operator; that is, its graph in \(\mathcal{X} \times \mathcal{X}\) is closed.

Proof Let \(x_n \in \mathcal{D}(A)\) and assume that \(x_n \to x_0\) and \(Ax_n \to y\). We must show that \(x \in \mathcal{D}(A)\) and \(y = Ax\). By 2.4,

\[
U(t)x_n = x_n + \int_0^t U(s)Ax_n\ ds.
\]

This follows from the corresponding real variables fact by considering \(l(u(t))\) for \(l \in \mathcal{X}^*\). See Yosida [1971], p. 235.

We shall prove more than this in Proposition 2.12 below, but the techniques given here are more direct and also apply to certain nonlinear semigroups as well. See Chernoff and Marsden [1974].
Since \( U(s)Ax_n = U(s)y \) uniformly for \( s \in [0, t] \), we have

\[
U(t)x = x + \int_0^t U(s)y \, ds.
\]

It follows that \( (d/dt + \cdot) U(t)x \big|_{t=0} \) exists and equals \( y \). 

Next we show that integral curves are unique. (Compare 2.15, Chapter 5.)

**2.7 Proposition** Suppose \( c(t) \) is a differentiable curve in \( \mathcal{X} \) such that \( c(t) \in \mathcal{D}(A) \) and \( c'(t) = A(c(t)) \) \( (t \geq 0) \). Then \( c(t) = U(t)c(0) \).

**Proof** Fix \( t_0 > 0 \) and define \( h(t) = U(t_0 - t)c(t) \) for \( 0 \leq t \leq t_0 \). Then for \( \tau \) small,

\[
\|h(t + \tau) - h(t)\| = \|U(t_0 - t - \tau)c(t + \tau) - U(t_0 - t - \tau)U(\tau)c(t)\| \\
\leq M\varepsilon^{\theta(t - t - \tau)} \|c(t + \tau) - U(\tau)c(t)\|.
\]

However,

\[
\frac{1}{\tau}[c(t + \tau) - U(\tau)c(t)] = \frac{1}{\tau}[c(t + \tau) - c(t)] - \frac{1}{\tau}[U(\tau)c(t) - c(t)],
\]

which converges to \( Ac(t) - Ac(t) = 0 \), as \( \tau \to 0 \). Thus, \( h(t) \) is differentiable for \( 0 < t < t_0 \) with derivative zero. By continuity, \( h(t_0) = \lim_{t \downarrow t_0} h(t) = c(t_0) = \lim_{t \downarrow t_0} h(t) = U(t_0)c(0) \). (The last limit is justified by the fact that \( \|U(t)\| \leq M\varepsilon^{\theta} \).) This is the result with \( t \) replaced by \( t_0 \).

One also has uniqueness in the class of weak solutions as is explained in the optional Box 2.1.

---

**Box 2.1 Adjoint and Weak Solutions (Balakrishnan [1976] and Ball [1977c])**

Let the adjoint \( A^* : \mathcal{D}(A^*) \subset \mathcal{X}^* \to \mathcal{X}^* \) be defined by \( \mathcal{D}(A^*) = \{ v \in \mathcal{X}^* \mid \text{there exists a } w \in \mathcal{X} \text{ such that } \langle w, x \rangle = \langle v, Ax \rangle \text{ for all } x \in \mathcal{D}(A) \} \), where \( \langle , \rangle \) denotes the pairing between \( \mathcal{X} \) and \( \mathcal{X}^* \). Set \( A^*v = w \). If \( c(t) \) is a continuous curve in \( \mathcal{X} \) and if, for every \( v \in \mathcal{D}(A^*) \), \( \langle c(t), v \rangle \) is absolutely continuous and

\[
\frac{d}{dt} \langle c(t), v \rangle = \langle c(t), A^*v \rangle \text{ almost everywhere}
\]

that is, \( \langle c(t), v \rangle = \langle c(0), v \rangle + \int_0^t \langle c(s), A^*v \rangle \, ds \), then \( c(t) \) is called a weak solution of \( dx/dt = Ax \).
2.8 Proposition Let \{U(t)\} be a \(C^0\) semigroup on \(\mathcal{X}\). If \(c(t)\) is a weak solution, then \(c(t) = U(t)c(0)\). Conversely, for \(x_0 \in \mathcal{X}\) (not necessarily in the domain of \(A\)), then \(c(t) = U(t)x_0\) is a weak solution.

Proof If \(x_0 \in \mathcal{D}(A)\), then \(U(t)x_0\) is a solution in \(\mathcal{D}(A)\) and hence a weak solution. Since \(U(t)\) is continuous and \(\mathcal{D}(A)\) is dense, the same is true for \(x_0 \in \mathcal{X}\); that is, we can pass to the limit in
\[
\langle U(t)x_n, v \rangle = \langle x_n, v \rangle + \int_0^t \langle U(\tau)x_n, v \rangle d\tau
\]
for \(x_n \in \mathcal{D}(A)\), \(x_n \rightarrow x_0 \in \mathcal{X}\).

Now suppose \(c(t)\) is a weak solution. Let \(w(t) = c(t) - U(t)c(0)\). Then \(w(0) = 0\) and for \(v \in \mathcal{D}(A^*)\),
\[
\langle w(t), v \rangle = \int_0^t \langle w(\tau), A^*v \rangle d\tau = \left( \int_0^t \langle w(\tau), A^*v \rangle d\tau \right).
\]
Thus, \(\int_0^t w(\tau) d\tau \in \mathcal{D}(A)\) since \(A\) is closed (see 2.6). Here we have used the fact that if \(A\) is closed, then \(A^{**} \subset A\), where we identify \(\mathcal{X}\) with a subspace of \(\mathcal{X}^{**}\). (If \(\mathcal{X}\) is reflexive, \(A^{**} = A\); cf. Kato [1966], p. 168.) It follows that \(z(t) = \int_0^t w(\tau) d\tau\) satisfies \(\dot{z} = Az\), and since \(z(0) = 0\), \(z\) is identically zero by 2.7.

Ball [1977c] also shows that if the equation \(\dot{x} = Ax\) admits unique weak solutions and \(A\) is densely defined and closed, then \(A\) is a generator.

We continue now to develop properties of a given semigroup of type \((M, \beta)\). If \(\beta = 0\), we say the semigroup is bounded, and if \(M = 1\), we say it is quasi-contractive. If \(M = 1\) and \(\beta = 0\), it is called contractive.

2.9 Proposition If \(U(t)\) is (a \(C^0\) semigroup) of type \((M, \beta)\) on \(\mathcal{X}\), then: (i) \(T(t) = e^{-\beta t}U(t)\) is a bounded semigroup with generator \(A - \beta I\); (ii) there is an equivalent norm \(||| \cdot |||\) on \(\mathcal{X}\) relative to which \(U(t)\) is quasi-contractive.

We shall leave the proof as an exercise. For (ii), use the norm \(||| x ||| = \sup_{t \geq 0} ||| e^{-\beta t}U(t)x |||\).

2.10 Example Let \(\mathcal{X} = L^2(\mathbb{R})\) with the norm
\[
|| f ||^2 = \int_{-1}^1 |f(x)|^2 dx + \frac{1}{2} \int_{\mathbb{R}\setminus[-1,1]} |f(x)|^2 dx
\]
and let \((U(t)f)(x) = f(t + x)\). Then \(U(t)\) is a \(C^0\) semigroup and \(Af = df/dx\).
with domain $H'(\mathbb{R})$ (absolutely continuous functions with derivatives in $L^2$). Here, $\|U(t)\| \leq 2$. If we form the norm $\|\|$, we get the usual $L^2$-norm and a contraction semigroup.

2.11 Proposition  $U(t)$ is norm continuous at $t = 0$ if and only if $A$ is bounded.

Proof.  Choose $\epsilon > 0$ so that $\|U(t) - I\| < \frac{1}{2}$ if $0 \leq t \leq \epsilon$ and pick $\phi$ to be a $C^\infty$ function with compact support in $[0, \epsilon)$ such that $\phi \geq 0$ and $\int_0^\epsilon \phi(t) \, dt = 1$.

Let $J_\phi(x) = \int_0^\infty \phi(\tau)U(\tau)x \, d\tau$ and note that
\[
J_\phi(U(t)x) = \int_0^\infty \phi(\tau)(U(\tau + t)x) \, d\tau = \int_0^\infty \phi(\tau - t)U(\tau)x \, d\tau.
\]
However,
\[
\|J_\phi - I(x)\| = \left\| \int_0^\infty \phi(\tau)(U(\tau)x - x) \, d\tau \right\| \leq \frac{1}{2} \int_0^\infty \phi(\tau)\|x\| \, d\tau = \frac{1}{2}\|x\|
\]
so $\|J_\phi - I\| \leq \frac{1}{2}$ and hence $J_\phi$ is invertible. By construction
\[
U(t)x = J_\phi^{-1}\left(\int_0^\infty \phi(\tau - t)U(\tau)x \, d\tau\right),
\]
which is therefore differentiable in $t$ for all $x$ and also shows $A \in \mathfrak{B}(\mathfrak{X})$ (the set of all bounded linear operators on $\mathfrak{X}$). The converse is done by noting that $e^{tA} = \sum_{n=0}^\infty (tA)^n/(n!)$ is norm continuous in $t$.  \(\blacksquare\)

Next we give a proposition that will turn out to be a complete characterization of generators.

2.12 Proposition  Let $A \in \mathfrak{S}(\mathfrak{X}, M, \beta)$. Then:

(i) $\mathfrak{D}(A)$ is dense in $\mathfrak{X}$;
(ii) $(\lambda - A)$ is one-to-one and onto $\mathfrak{X}$ for each $\lambda > \beta$ and the resolvent $R_\lambda = (\lambda - A)^{-1}$ is a bounded operator; and
(iii) $\| (\lambda - A)^{-n} \| \leq M/(\lambda - \beta)^n$ for $\lambda > \beta$ and $n = 1, 2, \ldots$.

Note. Here and in what follows, $\lambda - A$ stands for $\lambda I - A$, where $I$ is the identity operator.

Proof.  Given $x \in \mathfrak{X}$, let
\[
y_\lambda = \int_0^\infty e^{-\lambda t}U(t)x \, dt, \quad \lambda > \beta.
\]
Then
\[
(U(s) - I)y_\lambda = \int_0^\infty e^{-\lambda t}U(t + s)x \, dt - y_\lambda
\]
\[
= e^{\lambda s} \int_s^\infty e^{-\lambda \tau}U(\tau)x \, d\tau - y_\lambda
\]
\[
= (e^{\lambda s} - 1)y_\lambda - e^{\lambda s} \int_0^s e^{-\lambda \tau}U(t)x \, dt.
\]
Hence \( y_\lambda \in \mathfrak{D}(A) \) and \( Ay_\lambda = \lambda y_\lambda - x \). Thus \( (\lambda - A) \) is surjective. (Taking \( \lambda \to \infty \) shows that \( \lambda y_\lambda \to x \), which also shows \( \mathfrak{D}(A) \) is dense, reproducing 2.5.) The formula
\[
u = \int_0^\infty e^{-\mu t}U(t)(\lambda - A)\nu \, dt, \quad \nu \in \mathfrak{D}(A),
\]
which follows from \(-\partial/\partial t)e^{-\mu t}U(t)\nu = e^{-\mu t}U(t)(\lambda - A)\nu\), shows that \( (\lambda - A) \) is one-to-one.

Thus we have proved the Laplace transform relation
\[
R_\lambda x = (\lambda - A)^{-1}x = \int_0^\infty e^{-\mu t}U(t)x \, dt, \quad (\lambda > \beta),
\]
from which it follows that
\[
\| (\lambda - A)^{-1} \| \leq \int_0^\infty e^{-\mu t}Me^{\mu t} \, dt = \frac{M}{\lambda - \beta}.
\]
The estimate (iii) follows from the formulas
\[
(n - 1)! (\lambda - A)^{-n}x = \int_0^\infty e^{-\mu t}U(t)x \, dt, \quad (3)
\]
\[
\int_0^\infty e^{-\mu t} \, dt = \frac{(n - 1)!}{\mu^n}. \quad (4)
\]
Equation (4) is proved by integration by parts and (3) follows from the relation
\[
\left( \frac{d}{d\lambda} \right)^{n-1} (\lambda - A)^{-1} = (-1)^{n-1}(n - 1)! (\lambda - A)^{-n}.
\]

**Problem 2.1** Show that the resolvent identity \( R_\lambda - R_\mu = (\mu - \lambda)R_\lambda R_\mu \) holds and that \( \mu R_\lambda \to \text{Identity strongly as } \lambda \to \infty \).

The following Hille—Yosida theorem asserts the converse of 2.12. It is, in effect, an existence and uniqueness theorem. Uniqueness was already proved in 2.7.

**2.13 Theorem** Let \( A \) be a linear operator in \( \mathfrak{X} \) with domain \( \mathfrak{D}(A) \). Assume there are positive constants \( M \) and \( \beta \) such that:
\begin{enumerate}
  \item \( \mathfrak{D}(A) \) is dense;
  \item \( (\lambda - A) \) is one-to-one and onto \( \mathfrak{X} \) for \( \lambda > \beta \) and \( (\lambda - A)^{-1} \in \mathfrak{B}(\mathfrak{X}) \);
  \item \( \| (\lambda - A)^{-n} \| \leq M/(\lambda - \beta)^n \) \( \lambda > \beta, n = 1, 2, \ldots \).
\end{enumerate}
Then \( A \in \mathfrak{G}(\mathfrak{X}, M, \beta) \); that is, there exists a \( C^0 \) semigroup of type \( (M, \beta) \) whose generator is \( A \). We shall often write \( e^{tA} \) for the semigroup generated by \( A \).

**Proof** If \( (A - \beta I) \) generates the semigroup \( U \), then \( A \) generates the semigroup \( e^{t\beta}U \) (see 2.9). Thus it suffices to prove the theorem for \( \beta = 0 \).

Rewrite (iii) as \( \| (1 - \alpha A)^{-n} \| \leq M \) \( \alpha > 0, n = 1, \ldots \) by taking \( \alpha = 1/\beta \). Thus, if \( x \in \mathfrak{D}(A) \), then \( (1 - \alpha A)^{-1}x - x = \alpha(1 - \alpha A)^{-1}Ax \), so \( (1 - \alpha A)^{-1} = I \).
Let \( U_n(t) = (1 - (t/n)A)^{-n} \), a uniformly bounded sequence of operators. We shall show it converges on a dense set. Write

\[
U_n(t)x - U_m(t)x = U_m(t - s)U_n(s)x \bigg|_{s=0}^{s=t} = \lim_{\epsilon \to 0} \int_{\epsilon}^{t} \frac{d}{ds} U_m(t - s)U_n(s)x \, ds
\]

Thus, if \( x \in \mathcal{D}(A^2) \), we get,

\[
\|U_n(t)x - U_m(t)x\| \leq M^2 \|A^2x\| \left( \frac{1}{n} + \frac{1}{m} \right)^2 t^2.
\]

Thus \( U_n(t)x \) converges for \( x \in \mathcal{D}(A^2) \). But

\[
\mathcal{D}(A^2) = \mathcal{D}((1 - A)^2) = \text{Range}(1 - A)^{-2} = (1 - A)^{-1}\mathcal{D}(A).
\]

Now \( (1 - A)^{-1}: \mathcal{X} \to \mathcal{D}(A) \) is bounded and surjective. Since \( \mathcal{D}(A) \subset \mathcal{X} \) is dense, \( (1 - A)^{-1}(\mathcal{D}(A)) \subset \mathcal{D}(A) \) is dense; that is, \( \mathcal{D}(A^2) \subset \mathcal{X} \) is dense.

Let \( U(t)x = \lim_{n \to \infty} U_n(t)x \). Clearly, \( \|U(t)x\| \leq M \), \( U(0)x = x \), and \( U(t+s) = U(t)U(s) \). Since \( U_n(t)x \to U(t)x \) uniformly on compact \( t \)-intervals for \( x \in \mathcal{D}(A^2) \) and this is dense, \( U(t)x \) is \( t \)-continuous. Thus we have a \( C^0 \) semigroup.

Let \( A' \) be the generator of \( U(t) \). We need to show that \( A' = A \). For \( x \in \mathcal{D}(A) \),

\[
\frac{d}{dt} U_n(t)x = A \left( 1 - \frac{t}{n} A \right)^{-1} U_n(t)x.
\]

Thus

\[
U_n(t)x = x + \int_0^t \left( 1 - \frac{s}{n} A \right)^{-1} U_n(s)Ax \, ds,
\]

and so

\[
U(t)x = x + \int_0^t U(s)Ax \, ds.
\]

Therefore \( x \in \mathcal{D}(A') \) and \( A' \supset A \). But \( (1 - A')^{-1} \in \mathcal{B}(\mathcal{X}) \) by the previous proposition and \( (1 - A)^{-1} \in \mathcal{B}(\mathcal{X}) \) by assumption, so they must agree. \( \blacksquare \)

We shall give some concrete examples of how to check these hypotheses below and in the next section. In this regard, note that if \( M = 1 \), we have a quasi-contractive semigroup and verification of (iii) for \( n = 1 \) is sufficient. Also, as the proof shows, it suffices to verify (ii) and (iii) for some sufficiently large \( \lambda \). Finally, we note that if (ii) and (iii) hold for \( |\lambda| > \beta \), then \( U(t) \) is a group—that is, is defined for all \( t \in \mathbb{R} \), not just \( t \geq 0 \).

For applications, there are two special versions of the Hille–Yosida theorem that are frequently used. These involve the notion of the closure of an operator. Namely, \( A \) is called closable if the closure of the graph of \( A \) in \( \mathcal{X} \times \mathcal{X} \) is the graph of an operator; this operator is called the closure of \( A \) and is denoted \( \overline{A} \). In practice, this often enlarges the domain of \( A \). (For example, the Laplacian

\[ \rightarrow 0 \text{ strongly on } \mathcal{D}(A) \text{ as } \alpha \downarrow 0. \] Since \( (1 - \alpha A)^{-1} - I \in \mathcal{B}(\mathcal{X}) \), convergence also holds on \( \mathcal{X} \).
\[ \nabla^2 \text{ in } \mathcal{X} = L^2 \text{ may originally be defined on smooth functions satisfying desired boundary conditions; its closure will extend the domain to } H^2_0. \]

2.14 First Corollary A linear operator \( A \) has a closure \( \overline{A} \) that is the generator of a quasi-contractive semigroup on \( \mathcal{X} \) if and only if (i) \( \mathcal{D}(A) \) is dense and (ii) for \( \lambda \) sufficiently large, \( (\lambda - A) \) has dense range and \( \| (\lambda - A)x \| \geq (\lambda - \beta) \| x \| \).

Proof Necessity follows Proposition 2.12. For sufficiency, we use the following:

2.15 Lemma (a) Let \( B \) be a closable linear operator with a densely defined bounded inverse \( B^{-1} \). Then \( (B^{-1}) \) is injective, and \( (B^{-1})^{-1} = (B^{-1}) \).

(b) Suppose that \( A \) is a densely defined linear operator such that \( (1 - A)^{-1} \) exists, is densely defined, with \( \| (\lambda - A)^{-1} \| \leq K/\lambda \) for large \( \lambda \). Then \( A \) is closable. (Hence, by part (a), \( A \) is invertible, with \( (A - \overline{A})^{-1} = (A - A)^{-1} \).)

Proof (a) Since \( B^{-1} \) is bounded, \( B^{-1} \) is a bounded, everywhere-defined operator. Suppose that \( B^{-1}y = 0 \). We will show that \( y = 0 \). Let \( y_n \in \text{Range of } B \) and \( y_n \to y \). Then \( y_n = Bx_n \) for \( x_n \in \mathcal{D}(B) \), and \( \| x_n \| \leq \| B^{-1} \| \| y_n \| \to 0 \). Since \( B \) is closable, we must have \( y = 0 \). Thus \( B^{-1} \) is injective and (a) follows.

(b) We shall first show that \( \lambda R_\lambda \to I \) as \( \lambda \to \infty \), where \( R_\lambda = (\lambda - A)^{-1} \) by definition. By assumption, \( \| R_\lambda \| \leq K/\lambda \). Now pick any \( x \in \mathcal{D}(A) \). Then \( x = R_\lambda(\lambda - A)x \), so \( x = \lambda R_\lambda x - R_\lambda Ax \), and \( \| R_\lambda Ax \| \leq (K/\lambda) \| Ax \| \to 0 \) as \( \lambda \to \infty \). Thus \( \lambda R_\lambda \to I \) strongly on \( \mathcal{D}(A) \). But \( \mathcal{D}(A) \) is dense and \( \| \lambda R_\lambda \| \leq K \) for all large \( \lambda \), so \( \lambda R_\lambda \to I \) on the whole of \( \mathcal{X} \).

To prove that \( A \) is closable, we suppose \( x_n \in \mathcal{D}(A) \), \( x_n \to 0 \), and \( Ax_n \to y \). We claim that \( y = 0 \). Indeed, choose a sequence \( \lambda_n \to \infty \) with \( \lambda_n x_n \to 0 \). Then \( (\lambda_n - A)x_n + y \to 0 \). Since \( \| \lambda_n R_\lambda x_n \| \leq K \), we have \( \lambda_n R_\lambda[(\lambda_n - A)x_n + y] \to 0 \). Thus, \( \lambda_n x_n + \lambda_n R_\lambda y \to 0 \). But \( \lambda_n x_n \to 0 \) and \( \lambda_n R_\lambda y \to y \), so \( y = 0 \).

The rest of 2.14 now follows. Indeed, \( A \) satisfies the conditions of part (b) of the lemma, and hence \( \overline{A} \) satisfies the hypothesis of the Hille–Yosida theorem with \( M = 1 \).

Now we give a result in Hilbert space. We will sometimes refer to this result as the Lumer–Phillips Theorem. For applications we shall give in the next section, it will be one of the most useful results of this section.

2.16 Second Corollary Let \( A \) be a linear operator in a Hilbert space \( \mathcal{H} \). Then \( A \) has a closure \( \overline{A} \) that is the generator of a quasi-contractive semigroup on \( X \) (that is, \( \overline{A} \in \mathbb{G}(\mathcal{H}, 1, \beta) \)) if and only if:

(i) \( \mathcal{D}(A) \) is dense in \( \mathcal{H} \);

---

8See Lumer and Phillips [1961] for the case of Banach spaces. It proceeds in a similar way, using a duality map in place of the inner product.
(ii) \( \langle Ax, x \rangle \leq \beta \langle x, x \rangle \) for all \( x \in \mathcal{D}(A) \) (If \( \beta \) is zero, we call \( A \) dissipative); and

(iii) \( (\lambda - A) \) has dense range for sufficiently large \( \lambda \).

If in (iii) \( (\lambda - A) \) is onto, then \( A \) is closed and \( A \in \mathcal{G}(\mathfrak{H}, 1, \beta) \).

**Proof** First suppose (i), (ii), and (iii) hold. Then \( \langle (\lambda - A)x, x \rangle \geq (\lambda - \beta) \cdot \| x \|^2 \), and so by Schwarz's inequality, \( \| (\lambda - A)x \| \geq (\lambda - \beta) \cdot \| x \| \). Thus \( \tilde{A} \in \mathcal{G}(\mathfrak{H}, 1, \beta) \) by 2.15.

Conversely, assume \( \tilde{A} \in \mathcal{G}(\mathfrak{H}, 1, \beta) \). We need only show that

\[ \langle \tilde{A}x, x \rangle \leq \beta \langle x, x \rangle \text{ for all } x \in \mathcal{D}(\tilde{A}). \]

By 2.9 we can assume that \( \beta = 0 \) and \( U(t) \) is contractive. Now \( \langle x, U(t)x \rangle \leq \| x \| \cdot \| U(t)x \| \leq \| x \|^2 \) and therefore \( \langle x, U(t)x - x \rangle \leq 0 \). Dividing by \( t \) and letting \( t \downarrow 0 \) gives \( \langle x, \tilde{A}x \rangle \leq 0 \) as desired. \( \square \)

### 2.17 Further Results

Some additional useful results that we just quote are as follows:

1. **Bounded Perturbations** If \( A \in \mathcal{G}(\mathfrak{X}, M, \beta) \) and \( B \in \mathfrak{B}(\mathfrak{X}) \), then \( A + B \in \mathcal{G}(\mathfrak{X}, M, \beta + \| B \| M) \) (Kato [1966], p. 495).

2. **Trotter–Kato Theorem** If \( A_n \in \mathcal{G}(\mathfrak{X}, M, \beta) \) \((n = 1, 2, 3, \ldots) \) \( A \in \mathcal{G}(\mathfrak{X}, M, \beta) \) and for \( \lambda \) sufficiently large, \( (\lambda - A_n)^{-1} \to (\lambda - A)^{-1} \) strongly, then \( e^{tA_n} \to e^{tA} \) strongly, uniform on bounded \( t \)-intervals (Kato [1966], p. 502).

**Problem 2.2** Show that if \( \mathcal{D}(A_n) \) and \( \mathcal{D}(A) \) all have a common core \( \mathcal{Y} \subset \mathfrak{H} \)—that is, \( A_n, A \) are the closures of their restrictions to \( \mathcal{Y} \), and \( A_n \to A \) strongly on \( \mathcal{Y} \)—then \( (\lambda - A_n)^{-1} \to (\lambda - A)^{-1} \) strongly, from the resolvent identity (see Problem 2.1).

3. **Lax Equivalence Theorem** If \( A \in \mathcal{G}(\mathfrak{X}, M, \beta) \), and \( K_\varepsilon \in \mathfrak{B}(\mathfrak{X}) \) is a family of bounded operators defined for \( \varepsilon \geq 0 \), with \( K_0 = I \), we say \( \{ K_\varepsilon \} \) is:

   (i) **stable** if \( \| K_\varepsilon^n \| \) is bounded on bounded \( t \)-intervals \((n = 1, 2, \ldots)\);

   (ii) **resolvent consistent** if for \( \lambda \) sufficiently large

   \[ (\lambda - A)^{-1} = \lim_{\varepsilon \downarrow 0} \left( \lambda - \frac{1}{\varepsilon} (K_\varepsilon - I) \right)^{-1} \text{ (strong limit)}; \]

   (iii) **consistent** if \( (d/d\varepsilon + )K_\varepsilon(x)|_{\varepsilon=0} = Ax, x \in \text{a core of } A. \)

The Lax equivalence theorem states that \( e^{tA} = \lim_{n \to \infty} K_\varepsilon^n \) uniformly on bounded \( t \)-intervals if and only if \( \{ K_\varepsilon \} \) is stable and resolvent consistent (see Chorin, Hughes, McCracken, and Marsden [1978] for a proof and applications). Assuming stability, consistency implies resolvent consistency.

4. **Trotter Product Formula** If \( A, B \) are generators of quasi-contractive semigroups and \( C = A + B \) is a generator, then

\[ e^{tC} = \lim_{n \to \infty} (e^{tA/n}e^{tB/n})^n. \]

(This is a special case of 3.)
5. Inhomogeneous Equations Let $A \in \mathcal{S}(\mathcal{K}, M, \beta)$ and consider the following initial value problem: Let $f(t)$ ($0 \leq t \leq T$) be a continuous $\mathcal{K}$-valued function. Find $x(t)$ ($0 \leq t \leq T$) with $x(0)$ a given member of $\mathcal{D}(A)$, such that

$$x'(t) = Ax(t) + f(t).$$

(1)

If we solve (1) formally by the variation of constants formula, we get

$$x(t) = e^{tA}x(0) + \int_0^t e^{(t-\tau)A}f(\tau) \, d\tau \quad (0 \leq t \leq T).$$

However, $x(t)$ need not lie in $\mathcal{D}(A)$; but it will if $f$ is a $C^1$ function from $[0, T]$ to $\mathcal{K}$. Then (I) is satisfied in the classical sense (Kato [1966], p. 486). For uniqueness, suppose $y(t)$ is another solution of (I), with $y(0) = x(0)$. Let $z(t) = x(t) - y(t)$. Then $z'(t) = Az(t)$ and $z(0) = 0$, so $z(t) \equiv 0$ by uniqueness. Thus $x(t) = y(t)$.

6. Trend to Equilibrium Let $A \in \mathcal{S}(\mathcal{K}, 1, \beta)$ and suppose there is a $\delta > 0$ such that the spectrum of $e^A$ lies inside the unit disk a positive distance $\delta$ from the unit circle. Then for any $x \in \mathcal{K}$,

$$e^{tA}x \to 0 \quad \text{as} \quad t \to +\infty.$$

Indeed, if $0 < \delta' < \delta$, we can, by way of the spectral theorem, find a new norm in which

$$A \in \mathcal{S}(\mathcal{K}, 1, -\delta'),$$

from which the result follows. (See Marsden and McCracken, [1976], §2A, Slemrod [1976], and Dafermos [1968].) Abstract conditions under which spectrum $e^A = e^{\text{spectra} \, A}$ are unfortunately rather complex (see Carr [1981] and Roh [1982]).

7. Analytic Semigroups. If $||((\zeta - A)^{-1}|| < M||\zeta||$ for $\zeta$ complex and belonging to a sector $|\arg \zeta| \leq \pi/2 + \omega$ ($\omega > 0$), then $A$ generates a bounded semigroup $V(t)$ that can be extended to complex $t$'s as an analytic function of $t$ ($t \neq 0$). For real $t > 0$, $x \in \mathcal{K}$ one has $V(t)x \in \mathcal{D}(A)$ and

$$\left\| \frac{d^n V(t)x}{dt^n} \right\| \leq (\text{const.}) \cdot ||x|| \cdot t^{-n}.$$

Consult one of the standard references for details.

2.18 Comments on Operators in Hilbert Space and Semigroups The results here are classical ones due to Stone and von Neumann, which may be found in several of the aforementioned references. A densely defined operator in Hilbert space is called symmetric if $A \subset A^*$; that is, $\langle Ax, y \rangle = \langle x, Ay \rangle$ for all $x, y \in \mathcal{D}(A)$ (see Box 2.1 for the definition of $A^*$; replace $\mathcal{K}$ by $\mathcal{K}$ in Hilbert space), self-adjoint if $A = A^*$ (i.e., $A$ is symmetric and $A$ and $A^*$ have the same domain), and essentially self-adjoint if $\tilde{A}$ is self-adjoint.

For the first two results following, $\mathcal{K}$ is assumed to be a complex Hilbert space.

1. Let $A$ be closed and symmetric. Then $A$ is self-adjoint if and only if $A + \lambda I$ is surjective when $\text{Im} \lambda \neq 0$. 
Problem 2.3  (a) Show that a symmetric operator is closable.  (b) By consulting a book on functional analysis, prove 1.

2. (Stone's Theorem) A is self-adjoint if and only if $iA$ generates a one-parameter unitary group.

Proof  From the symmetry of $A$ and $\|(A + \lambda)x\|^2 \geq 0$, we get $\|(A + \lambda)x\| \geq |\text{Im } \lambda| ||x||$, and so for $\lambda$ real, $\|(\lambda - iA)x\| \geq |\lambda||x||$. Thus 2 results from 1 and the Hille–Yosida theorem.  

3. (Real version of Stone's Theorem) Let $A$ be a skew-adjoint operator on a real Hilbert space (i.e., $A = -A^*$). Then $A$ generates a one-parameter group of isometries and conversely. (This follows by an argument similar to 2.)

4. Let $A$ be closed, symmetric, and $A \leq 0$; that is, $\langle Ax, x \rangle \leq 0$ for all $x \in \mathcal{D}(A)$. Then $A$ is self-adjoint if and only if $(\lambda - A)$ is onto $(\lambda \geq 0)$.

Problem 2.4  Use this and the Fredholm alternative to show that the symmetric elliptic operator $A$ in Section 6.1 is self-adjoint. See Problem 1.2.

5. If $A$ dissipative ($\langle Ax, x \rangle \leq 0$) and self-adjoint, then $A$ generates a contraction semigroup. (This follows from 4 and the Lumer–Phillips theorem.)

2.19 Example (Heat Equation)  Let $\Omega \subset \mathbb{R}^n$ be an open region with smooth boundary, $\mathcal{X} = L^2(\Omega)$, $Au = \Delta u$, and $\mathcal{D}(A) = C_0^\infty(\Omega)$, where $C_0^\infty(\Omega)$ are the $C^\infty$ functions with compact support in $\Omega$. Then $\tilde{A}$ generates a contraction semigroup in $\mathcal{X}$. ($\tilde{A}$ will turn out to be the Laplacian on $\mathcal{D}(\tilde{A}) = H^2_0(\Omega)$, the $H^2$ functions with 0 boundary conditions.)

Proof  Obviously $A$ is symmetric. It follows that it is closable (Problem 2.3). Moreover, for $u \in \mathcal{D}(A)$,

$$\langle Au, u \rangle = \int_\Omega \Delta u \cdot u \, dx = -\int_\Omega \nabla u \cdot \nabla u \, dx \leq 0,$$

so $A$ is dissipative. By the second corollary of the Hille–Yosida theorem, it suffices to show that for $\lambda > 0$, $(\lambda - A)$ has dense range; that is, $A$ is self-adjoint. Suppose $v \in L^2_2(\Omega)$ is such that

$$\langle (\lambda - A)u, v \rangle = 0 \quad \text{for all} \quad u \in \mathcal{D}(A).$$

Then

$$\langle (\lambda - \Delta)u, v \rangle = 0 \quad \text{for all} \quad u \in C_0^\infty(\Omega).$$

By the regularity of weak solutions of elliptic equations, $v$ is in fact $C^\infty$ and $v = 0$ on $\partial \Omega$. (See 1.6(iv).) Thus, setting $u = v$ and integrating by parts,

$$\lambda \int_\Omega |v|^2 \, dx + \int_\Omega |\nabla v|^2 \, dx = 0,$$

and so $v = 0$.  

The semigroup produced here is actually analytic.

**Problem 2.5** Show directly, using the elliptic theory in Section 6.1 (see, especially, Problem 1.2) that $\Delta$ on $H_0^2$ generates a semigroup. Conclude that this is $\hat{A}$.

**Problem 2.6** Generalize 2.19 to the equation $du/dt = Au$, where $A$ is the operator discussed in Section 6.1.

The above example concerns the parabolic equation $\partial u/\partial t = Au$. The hyperbolic equation $\partial^2 u/\partial t^2 = Au$ is directly relevant to linear elastodynamics and will be considered in the next section.

**Box 2.2 Summary of Important Formulas for Section 6.2**

*Semigroup in a Banach Space*

$U(t): \mathcal{X} \rightarrow \mathcal{X}$ is defined for $t \geq 0$, $U(t + s) = U(t) \circ U(s)$, $U(0) = I$, and $U(t)$ is strongly continuous in $t$ at $t = 0+$ (and hence for all $t \geq 0$).

*Infinitesimal Generator*

$$Ax = \lim_{t \to 0^+} \frac{U(t)x - x}{t}$$

on the domain $\mathcal{D}(A)$ for which the limit exists ($\mathcal{D}(A)$ is always dense). We write $U(t) = e^{tA}$.

*Class $(M, \beta)$*

$A \in \mathcal{S}(\mathcal{X}, M, \beta)$ means $A$ is a generator of a $U(t)$ satisfying $\|U(t)\| \leq Me^{\beta t}$. (Bounded if $\beta = 0$; quasi-contractive if $M = 1$, and contractive if both.)

*Evolution Equation*

If $x_0 \in \mathcal{D}(A)$, then $x(t) = U(t)x_0 \in \mathcal{D}(A)$, $x(0) = x_0$ and $dx/dt = Ax$. Solutions are unique if a semigroup exists.

*Hille–Yosida Theorem* Necessary and sufficient conditions on an operator $A$ to satisfy $A \in \mathcal{S}(\mathcal{X}, M, \beta)$ are:

(i) $\mathcal{D}(A)$ is dense;

(ii) $(\lambda - A)^{-1} \in \mathcal{B}(\mathcal{X})$ exists for $\lambda > \beta$; and

(iii) $\|(\lambda - A)^{-n}\| \leq M/(\lambda - \beta)^n$ ($n = 1, 2, \ldots$).

*Useful Special Case* (Lumer–Phillips Theorem) On Hilbert space $\mathcal{H}$, $\hat{A} \in \mathcal{S}(\mathcal{H}, 1, \beta)$ if and only if $\mathcal{D}(A)$ is dense, $\langle Ax, x \rangle \leq \beta \langle x, x \rangle$ for all $x \in \mathcal{D}(A)$, and $(\lambda - A)$ has dense range. (If $(\lambda - A)$ is onto, there is no need to take the closure.)
6.3 LINEAR ELASTODYNAMICS

In this section we discuss various aspects of the initial value problem in linear elastodynamics using the theory of semigroups developed in the previous section. We begin with the main result for hyperelasticity: *strong ellipticity is necessary and sufficient for the equations to generate a quasi-contractive semigroup in $\mathcal{X} = H^1 \times L^2$.* Following this, we discuss stability and show that definiteness of the energy implies dynamical stability (the linear energy criterion). It is also shown, using a result of Weiss [1967], that if Cauchy elasticity generates stable dynamics, then it is necessarily hyperelastic. Box 3.1 describes some general abstract results for Hamiltonian systems, linear hyperelasticity being a special case. Box 3.2 shows how semigroup techniques can be used in a problem of panel flutter, and in Box 3.3 various linear dissipative mechanisms are considered, again using semigroup techniques. Finally, Box 3.4 considers symmetric hyperbolic systems and how they may be used in linear elasticity.

Table 6.3.1 shows the interrelationships between some of the topics considered in this section.

### Table 6.3.1

<table>
<thead>
<tr>
<th>A. Linear Hyperelasticity</th>
<th>B. Cauchy Elasticity</th>
<th>C. Logarithmic Convexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong ellipticity</td>
<td>$\iff$ The equations of motion generate a quasi-contractive semigroup in $H^1 \times L^2$ (relative to some Hilbert space structure).</td>
<td>Strong ellipticity “strictly” fails $\iff$ No semigroup on any space of the form $\mathcal{Y} \times L^2$, $\mathcal{Y} \subset L^2$.</td>
</tr>
<tr>
<td>(Gårding)</td>
<td>$\uparrow$ Generates a contractive semigroup on $H^1 \times L^2$ (relative to some Hilbert space norm).</td>
<td></td>
</tr>
<tr>
<td>Stability (classical elasticity)</td>
<td>$\uparrow$ (Korn)</td>
<td></td>
</tr>
<tr>
<td>Elasticity tensor positive-definite</td>
<td>$\iff$ Hyperelasticity</td>
<td></td>
</tr>
</tbody>
</table>

Consider then the equations of linearized elasticity on a region $\Omega$ that is (for simplicity) a bounded open set in $\mathbb{R}^n$ with piecewise smooth boundary or else

---

The fact that the equations generate a semigroup in $\mathcal{X}$ embodies the idea that we have a continuous linear dynamical system in $\mathcal{X}$. In particular, the solutions depend continuously in $\mathcal{X}$ as the initial conditions are varied in the same space $\mathcal{X}$. This is to be compared with other types of continuous data dependence where the solution and initial data vary in different spaces. For the latter, strong ellipticity is not required. See Knops and Payne [1971] for an extensive discussion of this point.

---
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\[ \Omega = \mathbb{R}^n. \] These equations are

\[ \rho \ddot{u} = \text{div}(a \cdot \nabla u) \quad \text{on} \quad \Omega, \]

that is,

\[ \rho \ddot{u}^a = (a^{abcd}u_{cd})_{ib} \quad \text{on} \quad \Omega. \]

(1)

We have dropped the inhomogeneous terms \( f = -\rho \dot{a} + \rho b + \text{div}(\dot{\sigma}) \), for they cause no added difficulty in questions of existence and uniqueness; see item 5 in 2.17.

The boundary conditions are assumed to be either

\[
\text{displacement: } u = 0 \text{ on } \partial \Omega,
\]

\[
\text{traction: } a \cdot \nabla u \cdot n = 0 \text{ on } \partial \Omega,
\]

\[
\text{or mixed: } u = 0 \text{ on } \partial_d \text{ and } a \cdot \nabla u = 0 \text{ on } \partial_t
\]

(2)

again taken to be homogeneous without loss of generality. We assume the elastic tensor \( a^{abcd}(x) \) is \( C^1 \) in \( x \) and \( \rho(x) \geq \delta > 0 \) is \( C^0 \).

We recall that the material in question is hyperelastic when \( a^{abcd} = a^{cdab} \). This is equivalent to symmetry of the operator \( Au = (1/\rho) \text{div}(a \cdot \nabla u) \) in \( L^2 \) as in 1.3, where we put on \( L^2 \) a modified inner product corresponding to the \( 1/\rho \) factor in \( A \), namely, \( \langle u, v \rangle = \int_\Omega \rho(x)u^a(x)v_a(x) \, dv(x) \).

Rewrite the equations of motion as \( \ddot{u} = Au \) or

\[
\frac{d}{dt} \left( \begin{array}{c} u \\ \dot{u} \end{array} \right) = A' \left( \begin{array}{c} u \\ \dot{u} \end{array} \right), \quad \text{where} \quad A' = \left( \begin{array}{cc} 0 & I \\ A & 0 \end{array} \right).
\]

(3)

The domain of \( A \) is taken to be \( H^2_0(\Omega) \), defined in 1.1.

The main existence theorem for linear elastodynamics is as follows:

\[ \text{3.1 Theorem} \quad \text{Let} \ a \ \text{be hyperelastic and let the symmetric operator} \ A : \mathcal{D}(A) = H^2_0(\Omega) \to L^2 \text{ be defined by } Au = [\text{div}(a \cdot \nabla u)]/\rho. \text{ Let } \mathcal{X} = H^1 \times L^2 \text{ and let } A' \text{ be defined by (3) with } \mathcal{D}(A') = \mathcal{D}(A) \times H^1. \text{ The following assertions are equivalent:} \]

(i) \text{ There is a Hilbert space norm on } H^1 \text{ such that } A' \text{ generates a quasi-contractive group on } \mathcal{X}. \]

(ii) \text{ a is strongly elliptic.} \]

\[ \text{Proof} \quad \text{First, assume } a \text{ is strongly elliptic. For } v \in \mathcal{D}(A) \text{ and } u \in H^1(\Omega), \text{ the Dirichlet form is given by } B(u, v) = -\langle u, Av \rangle, \text{ where the } L^2 \text{ inner product is weighted with } \rho, \text{ as above. By Gårding's inequality,} \]

\[ B(u, u) + d \| u \|_{L^2}^2 = \| u \|_{L^2}^2, \]

is equivalent to the \( H^1 \)-norm. We use norm \((\| u \|_{L^2}^2 + \| \dot{u} \|_{L^2}^2)^{1/2}\) on \( \mathcal{X} = H^1 \times L^2 \). If \( \langle \cdot, \cdot \rangle_{H^1} \) and \( \langle \cdot, \cdot \rangle_{L^2} \) denote the corresponding inner products on \( H^1 \) and \( \mathcal{X} \), respectively, then

\[
\langle A'(u, \dot{u}), (u, \dot{u}) \rangle = \langle u, \dot{u} \rangle_{H^1} + \langle Au, \dot{u} \rangle_{L^2},
\]

\[
= B(u, \dot{u}) + d\langle u, \dot{u} \rangle_{L^2} + \langle Au, \dot{u} \rangle_{L^2} = d\langle u, \dot{u} \rangle_{L^2},
\]

\[
\leq \frac{1}{2} d(\| u \|_{L^2}^2 + \| \dot{u} \|_{L^2}^2) \leq \frac{1}{2} d(\| u \|_{L^2}^2 + \| \dot{u} \|_{L^2}^2). \]
The same estimate holds for \(-A'\) since \(\hat{u}\) can be replaced by \(-\hat{u}\). By Problem 1.2 of Section 6.1, \(\lambda u - Au = f\) is solvable for \(u\) if \(\lambda > d_1\). The solution of 
\[ (\lambda - A')(u, \hat{u}) = (f, \hat{f}) \]
is readily checked to be 
\[ u = (\lambda^2 - A)^{-1}\hat{f} + \lambda f, \quad \hat{u} = -f + \lambda u, \]
so \((\lambda - A')\) is onto for \(|\lambda|\) sufficiently large. Thus by the second corollary of the Hille–Yosida theorem (2.16), \(A'\) is the generator of a quasi-contractive semigroup.

Next we prove the converse. If \(A'\) generates a quasi-contractive semigroup, then 2.16 gives the estimate 
\[ \langle u, \hat{u}\rangle_{H^1} + \langle Au, \hat{u}\rangle_{L^2} \leq \beta \{ \langle u, u\rangle_{H^1} + \langle \hat{u}, \hat{u}\rangle_{L^2} \} \]
for all \(u \in \mathcal{D}(A)\) and \(\hat{u} \in H^1\). Letting \(\hat{u} = \alpha u (\alpha > 0)\) and using the equivalence of the \(||\cdot||_{H^1}\) and \(||\cdot||_{H^1}\) norms,
\[ -\langle Au, u\rangle_{L^2} \geq \frac{1}{\alpha} \{ \alpha \langle u, u\rangle_{H^1} - \beta \langle u, u\rangle_{H^2} - \beta \alpha^2 \langle u, u\rangle_{L^2} \} \]
\[ \geq \frac{1}{\alpha} \{ \alpha ||u||_{H^1}^2 - \gamma ||u||_{H^2}^2 - \beta \alpha^2 ||u||_{L^2}^2 \} \]
for a constant \(\gamma > 0\). Choosing \(\alpha > \gamma^2\), we get 
\[ -\langle Au, u\rangle_{L^2} \geq c ||u||_{H^1}^2 - d ||u||_{L^2}^2, \]
where \(c = (\alpha - \gamma^2)/\alpha \gamma\), \(d = \beta \alpha\). Thus Garding’s inequality holds and so by 1.5, we have strong ellipticity.

Remarks

(1) This argument also gives a sharp regularity result. Recall from 1.6(i) that if \(u \in H^2(\Omega)\), \(u\) satisfies non-mixed boundary conditions, and \(\Omega\) has a smooth boundary, then for \(s \geq 2\),
\[ ||u||_{H^s} < C(||Au||_{H^{s-1}} + ||u||_{L^2}). \]
This shows that \(\mathcal{D}(A^m) \subset H^{2m}\) (which, by the Sobolev embedding theorem, lies in \(C^k\) if \(k < 2m - n/2\)). From the abstract theory of semigroups in Section 6.2, we know that if \((u(0), \hat{u}(0)) \in \mathcal{D}((A')^m)\), then \((u(t), \hat{u}(t)) \in \mathcal{D}((A')^m)\) as well. For instance \((u(0), \hat{u}(0)) \in \mathcal{D}((A')^3)\) means that \(u(0) \in \mathcal{D}(A^2)\) and \(\hat{u}(0) \in \mathcal{D}(A)\).

Note that this automatically means \(u(0)\) and \(\hat{u}(0)\) must satisfy extra boundary conditions; in general, these extra conditions for \((u, \hat{u})\) to belong to \(\mathcal{D}((A')^m)\) are called the compatibility conditions.

In particular, if \(u(0)\) and \(\hat{u}(0)\) are \(C^\infty\) in \(x\) and belong to the domain of every power of \(A\), then the solutions are \(C^\infty\) in \((x, t)\) in the classical sense.

(2) If we have 
\[ a^{abcd}(x)\xi_a\xi_b\eta_c\eta_d \geq \epsilon(x) ||\xi||^2 ||\eta||^2, \]
and $\epsilon(x)$ vanishes at some points, then one can still, under technical condition sufficient to guarantee $A$ is self-adjoint (see, e.g., Reed and Simon [1975], and references therein), get a quasi-contractive semigroup on $\mathcal{Y} \times L^2$, where $\mathcal{Y}$ is the completion of $H^1(\Omega)$ in the energy norm. One can show along the lines of 3.1 that if $A'$ generates a quasi-contractive semigroup on $\mathcal{Y} \times L^2$, then we must have

$$a^{abcd}(x)\xi_\alpha \eta_\alpha \eta_d \geq 0.$$ 

If $a^{abcd}(x)\xi_\alpha \eta_\alpha \eta_d < 0$ somewhere in $\Omega$, we say strong ellipticity strictly fails. In 3.7 it is shown that in this case no semigroup is possible on any space $\mathcal{Y} \times L^2$.

Next we mention the abstract version of 3.1 (see also Box 3.1).

3.2 Theorem (Weiss [1967] and Goldstein [1969]) Let $\mathcal{K}$ be a real Hilbert space and $A$ a self-adjoint operator on $\mathcal{K}$ satisfying $\langle Ax, x \rangle \geq c\langle x, x \rangle$ for a constant $c > 0$. Let $A^{1/2}$ be the positive square root of $A$ and let $\mathcal{K}_1$ be the domain of $A^{1/2}$with the graph norm. Then the operator

$$A' = \begin{pmatrix} 0 & 1 \\ -A & 0 \end{pmatrix}$$

generates a one-parameter group on $\mathcal{K}_1 \times \mathcal{K}$ with domain $\mathcal{D}(A) \times \mathcal{K}_1$. The semigroup $e^{tA'}$ solves the abstract wave equation $(\partial^2 x)/(\partial t^2) = -Ax$.

Proof Our condition on $A$ means that the graph norm of $A^{1/2}$ is equivalent to the norm $\| x \| = \langle A^{1/2}x, A^{1/2}x \rangle$. Thus on $\mathcal{K}_1 \times \mathcal{K}$ we can take the Hilbert space norm

$$\| (x, y) \|^2 = \langle A^{1/2}x, A^{1/2}x \rangle + \langle y, y \rangle.$$ 

We will show that $A'$ is skew-adjoint on $\mathcal{K}_1 \times \mathcal{K}$, so the result follows from the real form of Stone's theorem (2.18(3)). Let us first check skew symmetry. Let $x_1, x_2 \in \mathcal{D}(A)$ and $y_1, y_2 \in \mathcal{K}_1$. Then

$$\langle A'(x_1, x_2), (y_1, y_2) \rangle = \langle (x_2, -Ax_1), (y_1, y_2) \rangle$$

$$= \langle A^{1/2}x_2, A^{1/2}y_1 \rangle + \langle -Ax_1, y_2 \rangle$$

$$= \langle Ax_2, y_1 \rangle - \langle Ax_1, y_2 \rangle$$

since $x_2 \in \mathcal{D}(A)$. Similarly, for $x_1, x_2 \in \mathcal{K}$, and $y_1, y_2 \in \mathcal{D}(A)$,

$$\langle (x_1, x_2), A'(y_1, y_2) \rangle = \langle x_1, Ay_2 \rangle - \langle x_2, Ay_1 \rangle,$$

so $A'$ is skew-symmetric.

To show $A'$ is skew-adjoint, let $(y_1, y_2) \in \mathcal{D}(A^{'*})$, where $A^{'*}$ denotes the skew-adjoint of $A'$. This means there is $(z_1, z_2) \in \mathcal{K}_1 \times \mathcal{K}$ such that

$$\langle A'(x_1, x_2), (y_1, y_2) \rangle = -\langle (x_1, x_2), (z_1, z_2) \rangle$$

for all $(x_1, x_2) \in \mathcal{D}(A) \times \mathcal{K}_1$. This assertion is equivalent to

$$\langle A^{1/2}x_2, A^{1/2}y_1 \rangle = -\langle x_2, z_2 \rangle$$

for all $x_2 \in \mathcal{D}(A^{1/2})$

and

$$\langle Ax_1, y_2 \rangle = \langle A^{1/2}x_1, A^{1/2}z_1 \rangle$$

for all $x_1 \in \mathcal{D}(A)$. 
The first statement implies $A^{1/2}y_1 \in \mathcal{D}(A^{1/2})$ or $y_1 \in \mathcal{D}(A)$ and the second implies $y_2 \in \mathcal{D}(A^{1/2})$. Hence $\mathcal{D}(A^*+) = \mathcal{D}(A')$ so $A'$ is skew-adjoint.

**Remarks**

(1) The group generated by $A'$ can be written explicitly in terms of that generated by $C = A^{1/2}$ as

$$e^{tA'} = \cosh(tC)(\text{Identity}) + \frac{\sinh(tC)}{C} A',$$

where for example $\cosh tC = (e^{tC} + e^{-tC})/2$. Division by $C$ is in terms of the operational calculus.

(2) The condition $c > 0$ in the hypothesis can be relaxed to $c = 0$ if the spaces are modified as follows. Let $A$ be self-adjoint and non-negative with trivial kernel and let $\mathcal{X}_A$ be the completion of $\mathcal{X}$ with respect to the norm $\|x\|_\mathcal{X}^2 = \langle Ax, x \rangle$. Let $\mathcal{X} = \mathcal{X}_A \times \mathcal{X}$ and let $A'(x, y) = (y, -Ax)$. Then the closure of $A'$ is a generator in $\mathcal{X}$. The argument follows the lines above (see Weiss [1967]).

(3) The wave equation $u_{tt} = \nabla^2 u$ does not generate a semigroup in $W^{1,p} \times L^p$ if $p \neq 2$ and $n > 1$. See Littman [1973].

**Problem 3.1** Show that $A'$ cannot be a generator on $\mathcal{X} \times \mathcal{X}$ unless $A$ is a bounded operator. (Hint: $\begin{pmatrix} 0 & I \\ 0 & 0 \end{pmatrix}$ is bounded on $\mathcal{X} \times \mathcal{X}$; so if $A'$ is a generator, so is $A_0 = \begin{pmatrix} 0 & 0 \\ A & 0 \end{pmatrix}$. Now compute $e^{tA_0}$.)

The next abstract theorem will show that stable dynamics implies hyper-elasticity. Here, we say $A'$ is *dynamically stable* if it generates a contractive semigroup on $\mathcal{X}$ (relative to some norm on $H^1$).

**3.3 Theorem (Weiss [1967])** Let $A$ be a linear operator in a Hilbert space $\mathcal{X}$ with domain $\mathcal{D}(A)$. Let $\mathcal{Y}$ be a Hilbert space, with $\mathcal{D}(A) \subset \mathcal{Y} \subset \mathcal{X}$. Assume that

$$A' = \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix}, \quad \mathcal{D}(A') = \mathcal{D}(A) \times \mathcal{Y}$$

generates a contractive semigroup on $\mathcal{X} = \mathcal{Y} \times \mathcal{X}$. Then $A$ is a self-adjoint operator, and in particular is symmetric.

**Proof** By the Lumer-Phillips theorem 2.16, with $\beta = 0$, we have

$$\langle (u, \hat{u}), A'(u, \hat{u}) \rangle_{\mathcal{X}} \leq 0,$$

that is, $\langle u, \hat{u} \rangle_{\mathcal{Y}} + \langle \hat{u}, Au \rangle_{\mathcal{X}} \leq 0$.

Since this holds for all $u \in \mathcal{D}(A), \hat{u} \in \mathcal{Y}$, we can replace $\hat{u}$ by $-\hat{u}$. The left-hand side changes sign, so we must have $\langle u, \hat{u} \rangle_{\mathcal{Y}} + \langle \hat{u}, Au \rangle_{\mathcal{X}} = 0$. Thus, $\langle \hat{u}, Au \rangle_{\mathcal{X}} = -\langle \hat{u}, u \rangle_{\mathcal{Y}}$, and so $A$ is symmetric and non-positive. It is also self-adjoint since $(\lambda - A)$ is surjective for $\lambda > 0$ (see 2.18(4)).
This result shows that linear Cauchy elasticity cannot give a stable dynamical system in $\mathcal{Y} \times L^2$ unless it is hyperelastic. This is, presumably, an undesirable situation for Cauchy elasticity. It is a semigroup analogue of the work theorems that are used to cast doubt on Cauchy elasticity (cf. Gurtin [1972b], p. 82).

The proof of the above theorem has another interesting corollary. It shows that, under the hypothesis given, the $\mathcal{Y}$-norm is necessarily the energy norm, $\|u\|_\mathcal{Y}^2 = -\langle u, Au \rangle_{\mathcal{Y}, L^2}$, and that our semigroups are forced to be groups of isometries.

**Remarks**

(1) Weiss [1967] also shows that one is forced into working on Hilbert space as opposed to general Banach spaces (cf. Remark 3 following 3.2).

(2) Related to the contractive assumption is an abstract result of Nagy (Riesz and Nagy [1955], p. 396), namely, that a bounded one-parameter group on Hilbert space is actually unitary in an equivalent Hilbert norm.

Next we discuss the energy criterion for linear elastodynamics.

**3.4 Definition** We say that $\mathbf{a}$ is stable provided that there is a $c > 0$ such that

$$B(u, u) \geq c \|u\|_{H^1}^2 \quad \text{for all } u \in H^1(\Omega).$$

That is, the elastic potential energy is positive-definite relative to the $H^1$-norm. We recall from 1.5 that stability implies strong ellipticity.

**3.5 Theorem** $A'$ is dynamically stable (in the sense that $A'$ generates a contractive group on $H^1 \times L^2$ relative to some inner product on $H^1$) if and only if $\mathbf{a}$ is stable.$^{10}$

**Proof** In the proof of sufficiency in 3.1 we can take $\beta = 0$ by stability, so we get a contractive group.

Conversely, if we get a contractive group relative to some equivalent inner product $\langle \cdot, \cdot \rangle_{H^1}$ on $H^1$, we saw in the proof of Weiss' theorem 3.3 that we must have $B(u, u) = \langle u, u \rangle_{H^1}$, which implies stability.

**3.6 Corollary** For the displacement problem in classical elasticity, uniform pointwise stability of the elasticity tensor, that is, there is a $\delta > 0$ such that

$$\mathbf{e} \cdot \mathbf{c} \cdot \mathbf{e} \geq \delta \|\mathbf{e}\|^2$$

for all symmetric $e_{ab}$, implies stability.

---

$^{10}$In 2.7, Chapter 5 we defined a semigroup to be stable when it is bounded. Note that there, stable means contractive relative to some Hilbert space structure. There is a slight technical difference.
Proof  This follows by virtue of Korn's first inequality
\[ \int_{\Omega} ||e||^2 \, dx \geq c ||u||_{H^1}^2, \quad (c > 0), \]
where \( e_{ab} = \frac{1}{2}(u_{a,b} + u_{b,a}) \) and \( u = 0 \) on \( \partial \Omega \). (See 1.12.)

For the traction problem, Korn's first inequality cannot hold since \( e \) is invariant under the Euclidean group. Instead we have Korn's second inequality (see 1.12),
\[ \int_{\Omega} ||e||^2 \, dx + \int_{\Omega} ||u||^2 \, dx \geq c ||u||_{H^1}^2. \]

As it stands, this shows that positive-definiteness of the elasticity tensor implies Gårding's inequality. However, we already know Gårding's inequality is true from strong ellipticity alone. Thus Korn's second inequality is not required for existence. However, there is a deeper reason for Korn's second inequality. Namely, if we view the traction problem as a Hamiltonian system (as in Chapter 5) and move into center of mass and constant angular momentum “coordinates,” then in the appropriate quotient space of \( H^1 \times L^2 \), we get a new Hamiltonian system and in this quotient space, Korn's second inequality can be interpreted as saying that positive-definiteness of the elasticity tensor implies stability and hence dynamical stability.

Problem 3.2 (On the level of a masters thesis.) Carry out the details of the remarks just given.

Finally, we sketch an argument due to Wilkes [1980] based on logarithmic convexity (see Knops and Payne [1971]) to show that dynamics is not possible when strong ellipticity fails, even when \( H^1 \) is replaced by some other space \( \mathcal{Y} \) in 3.1.

3.7 Theorem  If the strong ellipticity condition strictly fails then \( A' \) cannot generate a semigroup on \( \mathcal{Y} \times L^2 \), where \( \mathcal{D}(A) \subset \mathcal{Y} \subset L^2 \) and \( \mathcal{Y} \) is a Banach space.

Proof  Suppose \( A' \) generates a semigroup \( U(t) \) of type \((M, \beta)\). Since strong ellipticity strictly fails, the argument used to prove Hadamard's theorem (Box 2.2) shows that
\[ \inf_{||u||_{L^2} = 1} - \langle u, Au \rangle = -\infty. \]
(Roughly speaking, one can rescale \( u(x) \) keeping its \( L^2 \)-norm constant, but blowing up its \( H^1 \)-norm.) We can thus choose \( u(0), \dot{u}(0) \) such that
\[ 2\langle \dot{u}(0), u(0) \rangle > \beta, \quad ||u(0)||_{L^2} = 1 \]
and
\[ \frac{1}{2} \langle \dot{u}(0), u(0) \rangle - \frac{1}{2} \langle u(0), Au(0) \rangle = c < 0. \]

\[ ^{11}\text{In Hamiltonian systems language this is a special case of the general procedure of “reduction.” See Abraham and Marsden [1978] and Marsden and Weinstein [1974].} \]
METHODS OF FUNCTIONAL ANALYSIS IN ELASTICITY

In this context, \( \langle \cdot, \cdot \rangle \) denotes the \( L^2 \) inner product. (For example, we can let \( \hat{u}(0) = \mu u(0) \) where \( \mu > \beta / 2 \) and \( u(0) \) has unit \( L^2 \)-norm.) Let \( (u(t), \dot{u}(t)) = U(t)(u(0), \dot{u}(0)) \) and \( F(t) = \frac{1}{2} \langle u(t), \dot{u}(t) \rangle \). Then clearly

\[
\dot{F} = \langle \dot{u}, u \rangle \quad \text{and} \quad \ddot{F} = \langle u, A u \rangle + \langle \dot{u}, \dot{u} \rangle.
\]

Note that \( c \) is the initial energy, and the energy is constant in time. By Schwarz's inequality,

\[
\frac{\dot{F}^2}{F} = \frac{2\langle \dot{u}, u \rangle^2}{\langle u, u \rangle} \leq 2 \| u \|_2^2 = 2c + \dot{F}.
\]

Thus, \( FF - \dot{F}^2 \geq -2cF \geq 0 \). Hence, \( (d^2/dt^2)(\log F) \geq 0 \), and so

\[
F(t) \geq F(0) \exp \left( \frac{\dot{F}(0)}{F(0)} t \right), \quad \text{that is}, \quad \| u \|_2^2 \geq \| u(0) \|_2^2 e^\gamma,
\]

where \( \gamma = 2\langle \dot{u}(0), u(0) \rangle/\langle u(0), u(0) \rangle \). Because \( U(t) \) is a semigroup of type \((M, \beta)\), the \( \Y \) topology is stronger than the \( L^2 \) topology and \( \gamma > \beta \), such an inequality is impossible. □

---

**Box 3.1 Hamiltonian One-Parameter Groups**

In Section 5.2 we studied some properties of linear Hamiltonian systems. Now we re-examine a few of these topics in the light of semigroup theory. The main result is an abstract existence theorem that applies to hyperelasticity under the assumption of stability.

Let \( \mathcal{X} \) be a Banach space and \( \omega \) a (weak) symplectic form (see Definition 2.1 in Chapter 5). We recall that a linear operator \( A \) on \( \mathcal{X} \) is called Hamiltonian when it is \( \omega \)-skew; that is, \( \omega(Ax, y) = -\omega(x, Ay) \) for all \( x, y \in \mathcal{D}(A) \). Let \( A^+ \) denote the \( \omega \)-adjoint of \( A \); that is,

\[
\mathcal{D}(A^+) = \{ w \in \mathcal{X} \mid \text{there is a } z \in \mathcal{X} \text{ such that } \omega(z, x) = \omega(w, Ax) \text{ for all } x \in \mathcal{D}(A) \}
\]

and \( A^+ w = z \). We call \( A \) \( \omega \)-skew-adjoint when \( A = -A^+ \). This is a stronger condition than \( \omega \)-skew symmetry.

In 2.6, Chapter 5, we saw that if \( A \) is Hamiltonian and generates a semigroup \( U(t) \), then each \( U(t) \) is a canonical transformation. The next result shows that \( A \) is necessarily \( \omega \)-skew-adjoint. The result, whose proof is based on an idea of E. Nelson, is due to Chernoff and Marsden [1974] (see also Marsden [1968b]).

**3.8 Proposition** Let \( U(t) \) be a one-parameter group of canonical transformations on \( \mathcal{X} \) with generator \( A \). Then \( A \) is \( \omega \)-skew-adjoint.
Proof Let $A^+$ be the $\omega$-adjoint of $A$. Since $\omega(U(t)x, U(t)y) = \omega(x, y)$, we have

$$\omega(Ax, y) + \omega(x, Ay) = 0 \quad \text{for } x, y \in \mathcal{D}(A),$$

so $A^+ \supset -A$. Now let $f \in \mathcal{D}(A^+)$ and $A^+f = g$. For $x \in \mathcal{D}(A)$, write

$$U(t)x = x + \int_0^t AU(s)x \, ds,$$

so

$$\omega(U(t)x, f) = \omega(x, f) + \int_0^t \omega(AU(s)x, f) \, ds.$$  

Thus

$$\omega(x, U(-t)f) = \omega(x, f) + \int_0^t \omega(x, U(-s)A^+f) \, ds.$$  

Since $\mathcal{D}(A)$ is dense,

$$U(-t)f = f + \int_0^t U(-s)A^+f \, ds.$$  

It follows that $f \in \mathcal{D}(A)$ and $-Af = A^+f$.

**Problem 3.3** Deduce that the generator of a one-parameter unitary group on complex Hilbert space is $i$ times a self-adjoint operator (one-half of Stone’s theorem).

In 3.8, $\omega$-skew-adjointness is not sufficient for $A$ to be a generator. (This is seen from the ill-posed problem $\dot{\phi} = -\nabla^2 \phi$, for example.) However, it does become sufficient if we add a positivity requirement.

**3.9 Theorem** (Chernoff and Marsden [1974]) Let $\mathcal{X}$ be a Banach space and $\omega$ a weak symplectic form on $\mathcal{X}$.

Let $A$ be an $\omega$-skew-adjoint operator in $\mathcal{X}$ and set

$$[x, y] = \omega(Ax, y),$$

the energy inner product. Assume the following stability condition:

$$[x, x] \geq c \| x \|^2_{\mathcal{X}}$$

for a constant $c > 0$.

Let $\mathcal{K}$ be the completion of $\mathcal{D}(A)$ with respect to $[ \, , ]$, let

$$\mathcal{D}(\bar{A}) = \{ x \in \mathcal{D}(A) \mid Ax \in \mathcal{K} \} \text{ and set } \bar{A}x = Ax \text{ for } x \in \mathcal{D}(\bar{A}).$$

Then $\bar{A}$ generates a one-parameter group of canonical transformations in $\mathcal{K}$ (relative to $\bar{\omega}$, the restriction of $\omega$ to $\mathcal{K}$) and these are, moreover, isometries relative to the energy inner product on $\mathcal{K}$.

**Proof** Because the energy inner product satisfies $[x, x] \geq c \| x \|^2_{\mathcal{X}}$, we can identify $\mathcal{K}$ with a subspace of $\mathcal{X}$. Relative to $[ \, , ]$ we note that $\bar{A}$ is
skew-symmetric: for \( x, y \in \mathcal{D}(A) \),

\[
[x, \tilde{A} y] = \omega(Ax, Ay) = -\omega(Ay, Ax) = -[y, \tilde{A} x] = -[Ax, y].
\]

We next shall show that \( \tilde{A} \) is skew-adjoint. To do this, it is enough to show \( \tilde{A} : \mathcal{D}(\tilde{A}) \rightarrow \mathcal{K} \) is onto. This will follow if we can show that \( A : \mathcal{D}(A) \rightarrow \mathcal{K} \) is onto; see 2.18.

Let \( w \in \mathcal{K} \). By the Riesz representation theorem, there is an \( x \in \mathcal{K} \) such that

\[ \omega(w, y) = [x, y] \quad \text{for all} \quad y \in \mathcal{K}. \]

In particular,

\[ \omega(w, y) = \omega(Ay, x) = -\omega(x, Ay) \quad \text{for all} \quad y \in \mathcal{D}(A). \]

Therefore, \( x \in \mathcal{D}(A^+) = \mathcal{D}(A) \) and \( Ax = w \). Thus \( A \) is onto.

It remains to show that \( \tilde{A} \) is invariant under \( U(t) = e^{t\tilde{A}} \). By 2.6, Chapter 5, we need only verify that \( \tilde{A} \) is \( \tilde{A} \)-skew. Indeed for \( x, y \in \mathcal{D}(\tilde{A}) \),

\[ \tilde{A}(\tilde{A}x, y) = \omega(Ax, y) = -\omega(x, Ay) = -\tilde{A}(x, Ay). \]

### 3.10 Example (Abstract Wave Equation)

(See Examples 2.9, Chapter 5 and Theorem 3.2 above.) Let \( \mathcal{K} \) be a real Hilbert space and \( B \) a self-adjoint operator satisfying \( B \geq c > 0 \). Then

\[ A = \begin{pmatrix} 0 & I \\ -B & 0 \end{pmatrix} \]

is Hamiltonian on \( \mathcal{K} = \mathcal{D}(B^{1/2}) \times \mathcal{K} \) with \( \mathcal{D}(A) = \mathcal{D}(B) \times \mathcal{D}(B^{1/2}) \), \( \omega((x_1, y_1), (x_2, y_2)) = \langle y_2, x_1 \rangle - \langle x_2, y_1 \rangle \), and energy \( H(x, y) = \frac{1}{2} \|y\|^2 + \frac{1}{2}\langle Bx, x \rangle \). Theorem 3.9 then reproduces Theorem 3.2, which we proved above concerning the abstract wave equation \( \ddot{x} = -Bx \). It follows from 2.6, Chapter 5 that the corresponding one-parameter group consists of canonical transformations that preserve energy. The dynamics is thus stable.

**Problem 3.4** Show that if \( a \) is stable in the sense of 3.4, then Theorem 3.9 applies to \( A' \) and reproduces one direction of the result obtained in 3.5.

**Problem 3.5** (Converse of 3.9.) Suppose \( A \) is Hamiltonian on \( \mathcal{K} \) and generates a one-parameter group \( U(t) \). Suppose, relative to some complex Hilbert space structure \( \langle , \rangle \) on \( \mathcal{K} \), that \( U(t) \) is contractive and \( \omega(x, y) = -\text{Im}\langle x, y \rangle \). Show that \( \omega(Ax, y) = \text{Re}\langle x, y \rangle \) and hence that \( A \) is stable (cf. 3.3).
Consider small vibrations of a panel, as shown in Figure 6.3.1. Neglecting nonlinear and two-dimensional effects, the equations for the panel deflection $v(x, t)$ are

$$\ddot{v} + \alpha \dot{v}''' + v''' - \Gamma v' + \rho v' + \sqrt{\rho} \delta \dot{v} = 0, \quad \text{(PF)}$$

where $\cdot = \partial / \partial t$ and $' = \partial / \partial x$. Here $\alpha$ is a viscoelastic structural damping constant, $\rho$ is an aerodynamic pressure, $\Gamma$ is an in-plane tensile load, and $\sqrt{\rho} \delta$ is aerodynamic damping. We assume $\alpha > 0$, $\delta > 0$, and $\rho > 0$. If the edges of the plate are simply supported, we impose the boundary conditions $v = 0$, $v'' + \alpha \dot{v}'' = 0$ at $x = 0, 1$.

The equations (PF) are derived in Dowell [1975]. Nonlinear versions of (PF) are discussed in Chapter 7. Let $H^3_\delta = \{u \in H^2([0, 1]) | u = 0 \text{ at } x = 0, 1\}$ and $\mathcal{X} = H^3_\delta \times L^2$. Define the operator $A$ on $\mathcal{X}$ by

$$A \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) = \left( \begin{array}{c} \dot{v} \\ -\alpha \dot{v}''' - v''' \end{array} \right)$$

with $\mathcal{D}(A) = \{(v, \dot{v}) \in H^3_\delta \times L^2 | v + \alpha \dot{v} \in H^4, v'' + \alpha \dot{v}'' = 0 \text{ at } x = 0, 1, \text{ and } \dot{v} \in H^3_\delta\}$. On $\mathcal{X}$ define the inner product

$$\langle (v, \dot{v}), (w, \psi) \rangle = \langle v'', w'' \rangle_{L^2} + \langle \dot{v}, \dot{w} \rangle_{L^2},$$

where $\langle , \rangle_{L^2}$ denotes the $L^2$ inner product.

Let $B : \mathcal{X} \to \mathcal{X}$ be defined by

$$B \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) = \left( \begin{array}{c} 0 \\ \Gamma v'' - \rho v' - \sqrt{\rho} \delta \dot{v} \end{array} \right)$$

and observe that equations (PF) may be written

$$\frac{d}{dt} \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) = A \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) + B \left( \begin{array}{c} v \\ \dot{v} \end{array} \right). \quad \text{(PF)*}$$
3.11 Proposition The equations \((PF)\) generate a contraction semigroup on \(X\).

Proof Since \(B\) is a bounded operator, it suffices to show that \(A\) is a generator. (See 2.17(1).) To do this, observe that

\[
\left\langle A\left(\begin{array}{c} v \\ \dot{v} \end{array}\right), \left(\begin{array}{c} v \\ \dot{v} \end{array}\right)\right\rangle = \langle \dot{v}', v''\rangle_{L^2} - \langle \alpha \dot{v}'' + v', \dot{v}'\rangle_{L^2} = \langle \dot{v}'', v''\rangle_{L^2} - \langle \alpha \dot{v}'' + v', \dot{v}'\rangle_{L^2} = -\alpha \langle \dot{v}'', v''\rangle_{L^2} \leq 0.
\]

Thus \(A\) is dissipative. Next we show that \((\lambda - A)\) is onto for \(\lambda > 0\). We do this in two steps.

First of all, the range of \(\lambda - A\) is closed; let \(x_n = (v_n, \dot{v}_n) \in \mathcal{D}(A)\) and suppose \(y_n = (\lambda - A)(v_n, \dot{v}_n) \to y \in X\). From the above dissipative estimate, and Schwarz's inequality, we get

\[
\|Ax_n - Ax\| \geq \lambda \|x_n\|
\]

from which it follows that \(x_n\) converges to say \(x\) in \(X\). Since \(y_n \to y\), \(Ax_n\) converges as well. Thus \(\alpha \dot{v}_n + v_n\) converges in \(H^4\), so \(x \in \mathcal{D}(A)\) and \(Ax = y\).

Secondly, the range of \(\lambda - A\) is dense. Suppose that there is a \(y \in X\) such that \(\langle (\lambda - A)x, y \rangle = 0\) for all \(x \in \mathcal{D}(A)\). Thus if \(x = (v, \dot{v})\), \(y = (w, \dot{w})\), then

\[
\langle \lambda v'' - \dot{v}'', w''\rangle_{L^2} = 0 \quad \text{and} \quad \langle \lambda \dot{v} + \alpha \dot{v}'' + v'', \dot{w}\rangle_{L^2} = 0.
\]

Set \(\dot{v} = 0\); the first equation gives \(w'' = 0\), so \(w = 0\). The second equation with \(\dot{v} = 0\) shows \(\dot{w}\) satisfies \(\dddot{w}'' = 0\) in the weak sense, so is smooth. Setting \(v = 0\) and \(\dot{v} = \dddot{w}\) then shows \(\dddot{w} = 0\) since \(\lambda > 0\) and \(\alpha > 0\).

The result now follows from 2.16.

Problem 3.6

(a) Show that the operator

\[
f_0\left(\begin{array}{c} v \\ \dot{v} \end{array}\right) = \left(\begin{array}{c} \dot{v} \\ -v''' + \Gamma v'' \end{array}\right)
\]

is Hamiltonian on \(X\) and generates a group. Show that the energy is

\[
H(v, \dot{v}) = \frac{1}{2} \|\dot{v}\|_{L^2}^2 - \frac{\Gamma}{2} \|v'\|_{L^2}^2 + \frac{1}{2} \|v''\|_{L^2}^2.
\]

(b) Prove the inequality \(\|v''\|_{L^2}^2 \leq \|v'\|_{L^2}^2/\pi^2\) using Fourier series. (A Wirtinger inequality.)
(c) Show that $f_0$ is stable if $0 \leq \Gamma \leq \pi^2$. (Buckling occurs for $\Gamma > \pi^2$.)

We have shown that $e^{tA}$ is a contractive semigroup. Actually, the origin is globally attracting in the sense that in a suitable equivalent norm

$$
\| e^{tA} \|_\infty \leq e^{\epsilon t} \quad (\epsilon > 0).
$$

This is, roughly speaking, because the spectrum of $A$ (computed by separation of variables) is discrete and consists of eigenvalues

$$
\lambda_j = -j^4 \pi^4 \alpha \left( 1 \pm \sqrt{1 - \frac{4}{\alpha^2 \pi^4 j^4}} \right) \quad (j = 1, 2, \ldots)
$$

with $\Re \lambda_j \leq \max \{-\alpha \pi^4 / 2, -1/\alpha\}$. (See 2.17(vi).)

For additional information, see Chapter 7, Parks [1966], Holmes and Marsden [1978a], and Walker [1980].

**Box 3.3 Linear Elastodynamics with Dissipative Mechanisms**

We give three examples of how semigroup theorems can be applied to modifications of the equations of linear elastodynamics. These are: (1) viscoelasticity with dissipation of rate type; (2) thermal dissipation; and (3) viscoelasticity of memory (or Boltzmann) type. References for these topics, where related topics may be found, are Weiss [1967], Dafermos [1976], and Navarro [1978].

1. **Dissipation of Rate Type**  The form of the abstract equations is $\ddot{u} = Au + Bu$, and the relevant abstract theorem is as follows.

3.12 Proposition Suppose $A$ and $B$ generate (quasi)-contractive semigroups on Hilbert space $\mathcal{H}$ and $\mathcal{D}(B) \subset \mathcal{D}(A)$. Suppose $A' = \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix}$ generates a (quasi)-contractive semigroup on $\mathcal{Y} \times \mathcal{H}$ with domain $\mathcal{D}(A) \times \mathcal{Y}$, where $\mathcal{D}(A) \subset \mathcal{Y}$. Let $C = \begin{pmatrix} 0 & I \\ A & B \end{pmatrix}$ with $\mathcal{D}(C) = \mathcal{D}(A) \times \mathcal{D}(B)$. Then $\bar{C}$, the closure of $C$, generates a (quasi)-contractive semigroup on $\mathcal{Y} \times \mathcal{H}$.

The proof will use the following result.
3.13 Lemma  Let $A$ and $B$ generate (quasi)-contractive semigroups on a Banach space $X$ and let $\mathcal{D}(B) \subset \mathcal{D}(A)$. Then there is a $\delta > 0$ such that $cA + B$ generates a quasi-contractive semigroup if $0 \leq c \leq \delta$.

This result is due to Trotter [1959]. The interested reader should look up the original article for the proof, or else deduce it from 2.17(4).

Proof of 3.12  From 2.16, there is a $\beta > 0$ such that
\[
\langle (u, \dot{u}), A'(u, \dot{u}) \rangle_{y \times x} \leq \beta \| (u, \dot{u}) \|^2_{y \times x}
\]
and a $\gamma > 0$ be such that $\langle B\dot{u}, \dot{u} \rangle_x \leq \gamma \| \dot{u} \|^2_x$. Setting $B' = \begin{pmatrix} 0 & 0 \\ 0 & B \end{pmatrix}$, we get
\[
\langle (u, \dot{u}), (A' + B')(u, \dot{u}) \rangle_{y \times x} \\
\leq \beta (\| u \|^2_y + \| \dot{u} \|^2_x) + \gamma \| \dot{u} \|^2_x \leq \rho \| (u, \dot{u}) \|^2_{y \times x},
\]
where $\rho = \beta + \gamma$. By 2.16 it is sufficient to show that $\lambda - C = \lambda - A' - B'$ has dense range for $\lambda$ sufficiently large. Suppose $(v, \dot{v})$ is orthogonal to the range of $\lambda - C$. Then
\[
\langle \lambda u - \dot{u}, v \rangle_y + \langle \lambda \dot{u} - Au - B\dot{u}, \dot{v} \rangle_x = 0
\]
for $u \in \mathcal{D}(A)$ and $\dot{u} \in \mathcal{D}(A)$.

Setting $\dot{u} = \lambda u$, we get
\[
\langle \lambda^2 u - Au - \lambda Bu, \dot{v} \rangle = 0,
\]
that is, $\langle \lambda u - \frac{1}{\lambda} Au - Bu, \dot{v} \rangle = 0$.

If $\lambda > \delta^{-1}$, where $\delta$ is given in the lemma, we conclude that $\lambda - A/\lambda - B$ is onto, so $\dot{v} = 0$. From the original orthogonality condition, we get $v = 0$.

If $A$ is symmetric, then $\ddot{u} = Au$ is Hamiltonian. Furthermore, if $B \leq 0$, then the energy is decreasing:
\[
\frac{1}{2} \frac{d}{dt} (\langle \dot{u}, \dot{u} \rangle - \langle u, Au \rangle) = \langle \dot{u}, B\dot{u} \rangle \leq 0.
\]
This is the usual situation for rate-type dissipation.

3.14 Example  If $a^{abcd}$ is strongly elliptic, then
\[
\rho \ddot{u}^a = (a^{abcd} u_{c|d})_{|b} + \ddot{u}^a_{|b},
\]
that is,
\[
\rho \ddot{u} = \text{div}(a \cdot \nabla u) + \nabla^2 \ddot{u}
\]
with, say, displacement boundary conditions, generates a quasi-contractive semigroup on $\mathcal{C} = H^1 \times L^2$. If the elastic energy is positive-
definite—that is, stability holds—then the semigroup is contractive. One can establish trend to equilibrium results either by spectral methods (see 2.17(vi)) or by Liapunov techniques (see Dafermos [1976] and Potier–Ferry [1978a], Ch. 11).

**Problem 3.6** Show that 3.12 applies to the panel flutter equations (PF) in the preceding box, with \( A' \) Hamiltonian. For what parameter values is the energy decreasing?

2. **Dissipation of Thermal Type** Now the equations take the form

\[
\ddot{u} = Au + B\theta, \quad \dot{\theta} = C\theta + D\ddot{u}.
\]

We make these assumptions:

(i) \( A' = \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix} \) generates a quasi-contractive semigroup on \( \mathcal{Y} \times \mathcal{K} \).

(ii) \( C \) is a non-positive self-adjoint operator on a Hilbert space \( \mathcal{K}_\theta \).

(iii) \( B \) is an operator from \( \mathcal{K}_\theta \) to \( \mathcal{K} \), is densely defined; \( D = -B^* \), and is densely defined.

(iv) \( \mathcal{D}(A) \subset \mathcal{D}(D) \subset \mathcal{Y} \).

(v) \( \mathcal{D}(C) \subset \mathcal{D}(B) \).

(vi) \( B(1 - C)^{-1}D \), a non-positive symmetric operator, has self-adjoint closure (i.e., is essentially self-adjoint). (In Example 3.16 below \( B(1 - C)^{-1}D \) is bounded.)

Let \( G = \begin{pmatrix} 0 & I & 0 \\ A & 0 & B \\ 0 & D & C \end{pmatrix} \) with domain \( \mathcal{D}(A) \times \mathcal{D}(D) \times D(C) \subset \mathcal{Y} \times \mathcal{K} \times \mathcal{K}_\theta \), so that \( \frac{d}{dt} \begin{pmatrix} u \\ \dot{u} \\ \theta \end{pmatrix} = G \begin{pmatrix} u \\ \dot{u} \\ \theta \end{pmatrix} \) represents the thermoelastic system (TE).

**3.15 Proposition** Under assumptions (i)–(vi), \( \tilde{G} \) generates a quasi-contractive semigroup on \( \mathcal{K} \). If \( A' \) generates a contractive semigroup, so does \( \tilde{G} \).

**Proof** In the inner product on \( \mathcal{Y} \times \mathcal{K} \times \mathcal{K}_\theta \), we have

\[
\langle (u, \dot{u}, \theta), G(u, \dot{u}, \theta) \rangle = \langle (u, \dot{u}, \theta), (\dot{u} + Au + B\theta, C\theta + D\ddot{u}) \rangle = \langle u, \dot{u} \rangle_{\mathcal{Y}} + \langle \dot{u}, Au + B\theta \rangle_{\mathcal{K}} + \langle \theta, C\theta + D\ddot{u} \rangle_{\mathcal{K}_\theta}
\]
\[
\leq \beta \| (u, \dot{u}) \|^2_{\mathcal{Y} \times \mathcal{X}} + \langle \dot{u}, B\theta \rangle + \langle \theta, D\dot{u} \rangle + \langle \theta, C\theta \rangle
= \beta \| (u, \dot{u}) \|^2_{\mathcal{Y} \times \mathcal{X}} + \langle \theta, C\theta \rangle
\leq \beta \| (u, \dot{u}) \|^2_{\mathcal{Y} \times \mathcal{X}} \leq \beta \| (u, \dot{u}, \theta) \|^2_{\mathcal{R}},
\]
so \((G - \beta)\) is dissipative. By 2.16, it remains to show that for \(\lambda\) sufficiently large, \((\lambda - G)\) has dense range. Let \((v, \dot{v}, g)\) be orthogonal to the range:
\[
\langle \lambda u - \dot{u}, v \rangle + \langle \dot{\lambda} u - A u - B\lambda, \dot{v} \rangle + \langle \dot{\lambda} \theta - C\theta - D\dot{u}, g \rangle = 0.
\]
For \(u \in \mathcal{D}(A)\), let \(\dot{u} = \lambda u\) and \(\theta = \lambda(\lambda - C)^{-1} Du\). Then
\[
\langle \lambda^2 u - A u - \lambda B(\lambda - C)^{-1} D u, \dot{v} \rangle = 0.
\]
Using 3.13 and the same argument as in the preceding proposition, we see that if \(\lambda\) is sufficiently large, \(\lambda^2 - A - \lambda B(\lambda - C)^{-1} D\) has dense range. Thus \(\dot{v} = 0\). Taking \(\dot{u}\) and \(\theta = 0\), one sees that \(v = 0\) and taking \(u = 0 = \dot{u}\), one gets \(\theta = 0\).

3.16 Example If \(a\) is strongly elliptic, then the system
\[
\begin{cases}
\rho \ddot{u} = \text{div}(a \cdot \nabla u) + m \nabla \theta,

\alpha \dot{\theta} = k \nabla^2 \theta + \frac{m}{\rho} \nabla \cdot \dot{u} \quad (u, \theta = 0 \text{ on } \partial \Omega),
\end{cases}
\]
generates a quasi-contractive semigroup on \(H^1 \times L^2 \times L^2\) (with the \(L^2\) spaces appropriately weighted), where \(c, k > 0, m > 0\).

3. Viscoelasticity of Memory (or Boltzmann) Type The equations now have the form
\[
\dot{u} = Au + Bw, \quad \dot{\dot{w}} = Cw. \quad (\text{BE})
\]
We make these assumptions:

(i) \(A' = \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix}\) generates a quasi-contractive semigroup on \(\mathcal{Y} \times \mathcal{X}\).

(ii) \(C\) generates a contractive semigroup on \(\mathcal{C}\).

(iii) There is an injection \(i: \mathcal{C} \to \mathcal{C}\) (corresponding to constant histories) such that \(C \circ i = 0\).

(iv) \(B\) is a densely defined operator of \(\mathcal{C}\) to \(\mathcal{C}\) such that \(i \circ B\) is symmetric and non-negative, \(\mathcal{D}(B) \subset \mathcal{D}(C)\), \(\mathcal{D}(B)\) is a core for \(C\), and \(B\) is one-to-one.

---

12 In Theorem 3.1 we saw that "well-posedness" of the elastic part implies \(a\) is strongly elliptic. The Clausius–Duhem inequality implies \(k \geq 0\). Well-posedness of the heat part then implies \(c > 0\), and then of the whole implies \(m \geq 0\).
(v) Let $\mathcal{A}(w_1, w_2) = \langle i \cdot Bw_1, w_2 \rangle_{\mathcal{X}}$ for $w_1, w_2 \in \mathcal{D}(B)$. Suppose that on $\mathcal{X} = \mathcal{Y} \times \mathcal{K} \times \mathcal{K}$,

$$
\|(u, \dot{u}, w)\|_{\mathcal{X}}^2 = \|(u, \dot{u})\|_{\mathcal{Y} \times \mathcal{K}}^2 + \mathcal{A}(iu - w, iu - w) - \mathcal{A}(iu, iu)
$$

is an inner product equivalent to the original one. Let

$$
G = \begin{pmatrix}
0 & I & 0 \\
A & 0 & B \\
0 & 0 & C
\end{pmatrix},
$$

which is the operator on $\mathcal{X}$ corresponding to the equations (BE), with domain $\mathcal{D}(A) \times \mathcal{Y} \times \mathcal{D}(B)$.

(vi) $\langle iBw, Cw \rangle \geq 0$ for all $w \in \mathcal{D}(B)$.

### 3.17 Proposition

Under assumptions (i)–(vi), $\tilde{G}$ generates a quasi-contractive semigroup on $\mathcal{X}$. Moreover, $\exp(t\tilde{G})$ is contractive if $A'$ generates a contractive semigroup.

**Proof** Using the $\mathcal{X}$ inner product of (v),

$$
\langle (u, \dot{u}, w), (\dot{u}, Au + Bw, Cw) \rangle = \langle u, \ddot{u} \rangle + \langle \dot{u}, Au \rangle + \langle \dot{u}, Bw \rangle + \langle iB(iu - w), iu - Cw \rangle - \langle iBu, iu \rangle
$$

$$
= \langle u, \ddot{u} \rangle + \langle \dot{u}, Au \rangle + \langle iB(iu - w), -Cw \rangle
$$

$$
= \langle u, \ddot{u} \rangle + \langle \dot{u}, Au \rangle - \langle iB(iu - w), Ci(w - u) \rangle
$$

$$
\leq \langle u, \ddot{u} \rangle + \langle \dot{u}, Au \rangle \leq \beta \|u, \ddot{u}\|_{\mathcal{X}}^2 \leq \beta \|(u, \dot{u}, w)\|_{\mathcal{X}}^2
$$

for a constant $\beta$.

It remains to show that $(\lambda - G)$ has dense range for $\lambda$ sufficiently large. If $(v, \dot{v}, h)$ is orthogonal to the range in the original inner product,

$$
\langle \lambda u - \dot{u}, v \rangle_{\mathcal{Y}} + \langle \lambda u - Au - Bw, \dot{v} \rangle_{\mathcal{X}} + \langle \lambda w - Cw, h \rangle_{\mathcal{K}} = 0,
$$

for all $u \in \mathcal{D}(A)$, $\dot{u} \in \mathcal{Y}$ and $w \in \mathcal{D}(B)$. Taking $\dot{u} = \lambda u$ and $w = 0$, and using the fact that $(\lambda - A)$ is surjective, we get $\dot{v} = 0$. Choosing $u, \dot{u} = 0$, and using the fact that $\mathcal{D}(B)$ is a core for $C$, we find that $h = 0$, and finally choosing $\dot{u} = 0$ and $w = 0$ gives $v = 0$.

### 3.18 Example

(See Coleman and Mizel [1966] and Navarro [1978].) Suppose that the body occupies a bounded region $\Omega \subset \mathbb{R}^n$ with smooth boundary $\partial \Omega$, and that the reference configuration is a natural state in which stress is zero and base temperature $\theta_0$ is a strictly positive constant. Let $x \in \Omega$ be the position of a material point, $u(x, t)$ the displacement, and $\theta(x, t)$ the temperature difference from $\theta_0$.

We assume that the Cauchy stress $\sigma$ and specific entropy difference
are given by functionals depending upon both displacement and temperature difference history in the following form:

\[ \sigma(x, t) = g(x, 0) \cdot \nabla u(x, t) - \theta(x, t) l(x, 0) \]

\[ + \int_0^\infty \{ g'(x, s) \cdot \nabla u(x, t - s) - l'(x, s) \theta(x, t - s) \} ds \]

\[ \rho(x) \eta(x, t) = l(x, 0) \cdot \nabla u(x, t) + \rho(x) c(x, 0) \theta(x, t) / \theta_0 \]

\[ + \int_0^\infty \{ l'(x, s) \cdot \nabla u(x, t - s) + \rho(x) c'(x, s) \theta(x, t - s) / \theta_0 \} ds, \]

where \( \rho(x) \) is the mass density in the natural state and \( \partial a / \partial s \) is denoted by \( a' \). The material functions \( g(x, s) \), \( l(x, s) \), and \( c(x, s) (s \geq 0) \) are the relaxation tensors of fourth, second, and zero order, respectively (\( g \) is assumed to have the symmetry \( g^{a b c d} = g^{c d a b} \)). We call \( g(x, 0) \), \( l(x, 0) \), and \( c(x, 0) \) the instantaneous elastic modulus, instantaneous stress-temperature tensor, and instantaneous specific heat, respectively. We also assume Fourier's law for the heat flux vector \( q(x, t) \);

\[ q(x, t) = -\kappa(x) \cdot \nabla \theta(x, t), \quad \text{that is,} \quad q^a = -k^{a b} \theta_b, \]

where \( \kappa(x) \) is the thermal conductivity in the reference configuration. The local equation for balance of momentum is then

\[ \rho(x) v(x, t) = \text{div} \sigma(x, t), \quad \text{where} \quad v = \dot{u}, \]

while the linearized energy balance equation becomes

\[ \theta_0 \rho(x) \dot{\eta}(x, t) + \text{div} q(x, t) = 0. \]

Substitution of \( \sigma, \eta, \) and \( q \) into these equations then yields the system of coupled equations for the linear theory of thermoeleastic materials with memory (with no body forces or heat supply):

\[ \dot{v}(x, t) = \frac{1}{\rho(x)} \text{div}(g(x, 0) \cdot \nabla u(x, t)) - \theta(x, t) l(x, 0) \]

\[ + \int_0^\infty \{ g'(x, s) \cdot \nabla u(x, t - s) - l'(x, s) \theta(x, t - s) \} ds \]

\[ \theta(x, t) = \theta_0 (\text{div} [\kappa(x) \cdot \nabla \theta(x, t)] / \theta_0 - l(x, 0) \cdot \nabla v(x, t) \]

\[ + \int_0^\infty \{ l'(x, s) \cdot \nabla \dot{u}(x, t - s) \]

\[ + (\rho(x) \theta_0) c'(x, s) \theta(x, t - s) \} ds) (\rho(x) c(x, 0)) \]

The boundary conditions are assumed to be

\[ u(x, t) = 0, \quad \theta(x, t) = 0 \quad \text{on} \quad \partial \Omega \times [0, \infty), \]

while the prescribed initial histories for the displacement and temperature difference are given by

\[ u(x, -s) = w^0(x, -s), \quad \theta(x, -s) = \alpha^0(x, -s) \quad (0 \leq s < \infty, x \in \Omega). \]

We shall now state the main hypothesis on the material properties.
First, we assume that $\mathbf{K}(x)$, and $\mathbf{g}(x, s)$, $I(x, s)$, and $c(x, s)$ for fixed $s \geq 0$, are Lebesgue measurable and essentially bounded on $\Omega$.

In addition, we also postulate the following conditions:

(i) $0 < \rho_0 \leq \text{ess. inf } \rho(x)$.

(ii) $0 < c_0 < \text{ess. inf } c(x, 0)$.

(iii) $\mathbf{g}$ is stable:

$$\int_{\Omega} \nabla y(x) \cdot \mathbf{g}(x, \infty) \cdot \nabla y(x) \, dV \geq g \int_{\Omega} |\nabla y|^2 \, dV,$$

where $g$ is a positive constant and $\mathbf{g}(x, \infty) = \lim_{s \to \infty} \mathbf{g}(x, s)$ is called the equilibrium elastic modulus.

(iv) $\mathbf{K}$ is positive-definite:

$$\int_{\Omega} \nabla \beta(x) \cdot \mathbf{K}(x) \cdot \nabla \beta(x) \, dV \geq k \int_{\Omega} |\nabla \beta|^2 \, dV,$$

where $k$ is a positive constant.

(v) $\mathbf{g}''$ is stable:

$$\int_{\Omega} \nabla y(x) \cdot \mathbf{g}''(x, s) \cdot \nabla y(x) \, dV \geq g_2(s) \int_{\Omega} |\nabla y|^2 \, dV,$$

where $0 \leq s < \infty$ and $g_2(s) > 0$.

(vi) $\int_{\Omega} c''(x, s) \beta^2(x) \, dV \geq c_2(s) \int_{\Omega} |\beta(x)|^2 \, dV,$

where $0 \leq s < \infty$ and $c_2(s) > 0$.

(vii) For all $s \geq 0$,

$$\|I'(s)\| = \text{ess. sup } \|I'(x, s)\| \in L^1(0, \infty)$$

$$\|I''(s)\| \leq \left(\frac{\rho_0}{\rho_0} \right)^{1/2} [c_2(s)]^{1/2} [g_2(s)]^{1/2}.$$

Let $\mathbf{w}(x, t, s)$ and $\alpha(x, t, s)$ denote the displacement and temperature difference histories; that is, $\mathbf{w}(x, t, s) = \mathbf{u}(x, t - s)$ and $\alpha(x, t, s) = \theta(x, t - s)(0 \leq s \leq \infty)$. Denote by $\mathcal{X}$ the Hilbert space obtained as the completion of the space

$$\langle (u, v, \theta, w, \alpha), (\bar{u}, \bar{v}, \bar{\theta}, \bar{w}, \bar{\alpha}) \rangle$$

under the norm induced by the inner product

$$\int_{\Omega} \left\{ \nabla u \cdot \mathbf{g}(\infty) \cdot \nabla \bar{u} + \rho v \cdot \bar{v} + \frac{\rho c(0)}{\theta_0} \theta \bar{\theta} \right\} \, dV$$

$$- \int_{0}^{\infty} \left\{ [\nabla u - \nabla w(s)] \cdot \mathbf{g}'(s) \cdot [\nabla \bar{u} - \nabla \bar{w}(s)] + \bar{\alpha}(s) I'(s) \cdot [\nabla u - \nabla \bar{u}] + \alpha(s) I'(s) \cdot [\nabla w(s) + \alpha(s) I'(s) \cdot [\nabla w(s) - \nabla \bar{w}(s)] - \frac{\rho}{\theta_0} c'(s) \alpha(s) \bar{\alpha}(s) \right\} \, ds \, dV.$$
Define the operator

\[
G \left( \begin{array}{c}
u \\
\theta \\
w \\
\alpha \\
\end{array} \right) = \left( \begin{array}{c}
u \\
\frac{1}{\rho} \text{div} \left\{ g(0) \cdot \nabla u - \theta l(0) + \int_0^\infty \left[ g'(s) \cdot \nabla w(s) - l'(s) \alpha(s) \right] ds \right\} \\
\frac{\theta_0}{\rho c(0)} \left\{ -l'(0) \cdot \nabla u - l(0) \cdot \nabla v + \frac{\text{div}(\kappa \cdot \nabla \theta)}{\theta_0} - \frac{\rho c'(0)}{\theta_0} \right. \\
- \int_0^\infty \left[ l''(s) \cdot \nabla w(s) + (\rho c(0)) c''(s) \alpha(s) \right] ds \\
w'(s) \\
- \alpha'(s) \end{array} \right) \]

with domain \( \mathcal{D}(G) \) given by those \((u, v, \theta, w, \alpha)\) such that the right-hand side of the above equation lies in \( \mathcal{X} \). Thus, we obtain the abstract evolutionary equation

\[
\frac{d}{dt} \left( \begin{array}{c} u(t) \\
v(t) \\
\theta(t) \\
w(t) \\
\alpha(t) \end{array} \right) = G \left( \begin{array}{c} u(t) \\
v(t) \\
\theta(t) \\
w(t) \\
\alpha(t) \end{array} \right), \quad \left( \begin{array}{c} u(0) \\
v(0) \\
\theta(0) \\
w(0) \\
\alpha(0) \end{array} \right) = \left( \begin{array}{c} w^0(0) \\
v^0 \\
\theta^0 \\
w^0 \\
\alpha^0 \end{array} \right). \quad (\text{TEM})'
\]

The existence and uniqueness result for equation (TEM) is as follows:

*The operator \( G \) is the infinitesimal generator of a \( C^0 \) contractive semigroup on \( \mathcal{X} \).*

In fact, 3.17 shows that \( \bar{G} \) generates a contractive semigroup. A slightly more careful analysis shows \( G = \bar{G} \); that is, \( G \) is already closed. (See Navarro [1978].)

---

**Box 3.4 Symmetric Hyperbolic Systems**

Here we study the symmetric hyperbolic systems of Friedrichs [1954], [1958]. This type of system occurs in many problems of mathematical physics—for example, Maxwell's equations, as is shown in Courant and Hilbert [1962]. As we shall see below, this includes the equations of linear elasticity. As Friedrichs has shown, many nonlinear equations are also covered by systems of this type. For elasticity, see Section 6.5 below, John [1977], Hughes and Marsden [1978], and, for general rela-
activity, see Fischer and Marsden [1972b]. For time-dependent and nonlinear cases, see Section 6.5 below, Dunford and Schwartz [1963], and Kato [1975a]. We consider the linear equations in all of space \( \Omega = \mathbb{R}^n \) for simplicity. For general \( \Omega \), see Rauch and Massey [1974].

Let \( U(x, t) \in \mathbb{R}^N \) for \( x \in \mathbb{R}^m, \ t \geq 0 \) and consider the following evolution equation

\[
\frac{\partial U}{\partial t} + \sum_{j=1}^{m} a_j(x) \frac{\partial U}{\partial x^j} + b(x)U + f(x),
\]

where \( a_o, a_j \) and \( b \) are \( N \times N \) matrix functions. We assume \( a_o \) and \( a_j \) are symmetric and \( a_o \) is uniformly positive-definite; that is, \( a_o(x) \geq \epsilon \) for some \( \epsilon > 0 \). (This is a matrix inequality; it means \( \langle a_o(x)\xi, \xi \rangle \geq \epsilon \|\xi\|^2 \) for all \( \xi \in \mathbb{R}^N \).) To simplify what follows we shall take \( a_o = \text{Identity} \). The general case is dealt with in the same way by weighting the \( L^2 \)-norm by \( a_o \). We can also assume \( f = 0 \) by the remarks 2.17(v) on inhomogeneous equations.

We make the following technical assumptions. The functions \( a_j \) and \( b \) are to be of class \( C^1 \), uniformly bounded and with uniformly bounded first derivatives.

**3.19 Theorem** Let the assumptions just stated hold and let \( A_{\text{min}} : C_0^\infty \rightarrow L^2(\mathbb{R}^m, \mathbb{R}^N) \) (\( C_0^\infty \) denotes the \( C^\infty \) functions \( U: \mathbb{R}^m \rightarrow \mathbb{R}^N \) with compact support) be defined by

\[
A_{\text{min}}U = \sum_{j=1}^{m} a_j(x) \frac{\partial U}{\partial x^j} + b(x)U(x).
\]

Let \( A \) be a closure of \( A_{\text{min}} \). Then \( A \) generates a quasi-contractive one-parameter group in \( L^2(\mathbb{R}^m, \mathbb{R}^N) \).

**Proof** Define \( B_{\text{min}} \) on \( C_0^\infty \) by

\[
B_{\text{min}}U = -\sum_{j=1}^{m} \frac{\partial}{\partial x^j}(a_j(x)U) + b(x)U.
\]

Integration by parts shows that \( B_{\text{min}} \) is a restriction of the adjoint of \( A_{\text{min}} \) on \( C_0^\infty \); \( A_{\text{min}}^* \supset B_{\text{min}} \). Let \( A_{\text{max}} = B_{\text{min}}^* \). (In distribution language, \( A_{\text{max}} \) is just \( A_{\text{min}} \) defined on all \( U \) for which \( A_{\text{min}} \) lies in \( L^2 \) with derivatives in the sense of distributions.)

We shall need the following:

**3.20 Lemma** \( A_{\text{max}} \) is the closure of \( A_{\text{min}} \).

**Proof** We shall sketch out the main steps. The method is often called that of the “Friedrichs Mollifier.”
Let $U \in \mathcal{D}(A_{\text{max}})$. We have to show there is $U_n \in C_0^\infty$ such that $U_n \to U$ and $A_{\text{min}} U_n \to A_{\text{max}} U \in L^2$. Let $\rho: \mathbb{R}^m \to \mathbb{R}$ be $C^\infty$ with support in the unit ball, $\rho \geq 0$ and $\int \rho \, dx = 1$. Set

$$\rho_\varepsilon(x) = \frac{1}{\varepsilon^n} \rho \left( \frac{x}{\varepsilon} \right) \quad \text{for} \quad \varepsilon > 0.$$ 

Let $U_\varepsilon = \rho_\varepsilon * U$ (componentwise convolution). We assert that $U_\varepsilon \to U$ as $\varepsilon \to 0$ (in $L^2$). Indeed, $\| U_\varepsilon \| \leq \| U \|$, so it is not enough to check this for $U \in C_0^\infty$. Then it is a standard (and easy) argument; one actually obtains uniform convergence.

Now each $U_\varepsilon$ is $C_0^\infty$. Let $L$ denote the differential operator

$$L = \sum a_j(x) \frac{\partial}{\partial x_j} + b(x).$$ 

Then one computes that

$$L(U_\varepsilon) = \int \left\{ -\sum \frac{\partial}{\partial y_j} [a_j(y) \rho_\varepsilon(x - y)] + b(y) \rho_\varepsilon(x - y) \right\} U(y) \, dy$$

$$+ \int \left\{ \sum \frac{\partial}{\partial y_j} ([a_j(y) - a_j(x)] \rho_\varepsilon(x - y))$$

$$- [b(y) - b(x)] \rho_\varepsilon(x - y) \right\} U(y) \, dy.$$ 

The first term is just $\rho_\varepsilon * (A_{\text{max}} U)$ and thus we have proved that $L(\rho_\varepsilon * U) - \rho_\varepsilon * A_{\text{max}} U \to 0$ as $\varepsilon \to 0$. It follows that $C_0^\infty \cap L^2$ is a core of $A_{\text{max}}$. That is, $A_{\text{max}}$ restricted to $C_0^\infty \cap L^2 \cap \mathcal{D}(A_{\text{max}})$ has closure $A_{\text{max}}$.

Let $\omega \in C_0^\infty(\mathbb{R}^m)$, $\omega$ with support in a ball of radius 2, and $\omega \equiv 1$ on a ball of radius 1, and let $\omega_n(x) = \omega(x/n)$. Then $\omega_n U_\varepsilon \in C_0^\infty$ and

$$L(\omega_n U_\varepsilon) = \omega_n L U_\varepsilon + \sum a_j(x) \frac{\partial \omega_n}{\partial x_j} U_\varepsilon.$$ 

As $n \to \infty$, this converges to $L(U_\varepsilon)$, which proves the lemma. ▽

Now we shall complete the proof of 3.19. Let $A = A_{\text{max}}$. For $U \in C_0^\infty$,

$$\langle AU, U \rangle = \int_\Omega \sum_j \langle a_j \frac{\partial U}{\partial x_j}, U \rangle + \langle b U, U \rangle \, dx$$

$$= \int_\Omega \left\{ \sum \frac{1}{2} \frac{\partial}{\partial x_j} \langle a_j U, U \rangle - \frac{1}{2} \langle \frac{\partial a_j}{\partial x_j} U, U \rangle + \langle b U, U \rangle \right\} \, dx$$

(by symmetry of $a_j$)

$$= \int_\Omega -\frac{1}{2} \langle \frac{\partial a_j}{\partial x_j} U, U \rangle + \langle b U, U \rangle \, dx.$$ 

Thus,

$$\langle AU, U \rangle \leq \beta_1 \int_\Omega \langle U, U \rangle \, dx, \quad \text{where} \quad \beta_1 = \sup \left( \frac{1}{2} \left| \frac{\partial a_j}{\partial x_j} \right| + |b| \right).$$
By the lemma, this same inequality holds for all \( U \in \mathcal{D}(A) \). Thus, 
\[ \langle (\lambda - A)U, U \rangle \geq (\lambda - \beta_1)\langle U, U \rangle \]
from which it follows that 
\[ \| (\lambda - A)U \| \geq (\lambda - \beta_1)\| U \|. \]
Thus \((\lambda - A)\) has closed range if \( \lambda \geq \beta_1 \), and is one-to-one. To show the range is the whole space we must show that \((\lambda - A)^*\omega = 0\) implies \( \omega = 0 \). ((\lambda - A)^*\omega = 0 means \( \omega \) is orthogonal to the range.) But \( B = \text{closure of } B_{\min} \) (defined in the proof of the lemma) equals \( A^* \). Thus \((\lambda - B)\omega = 0\). As above, we have 
\[ \| (\lambda - B)\omega \| \geq (\lambda - \beta_2)\| \omega \| \]
so \((\lambda - B)\omega = 0\) implies \( \omega = 0 \) for \( \lambda > \beta_2 \). For \( \beta = \sup(\beta_1, \beta_2) \) and \( \lambda > \beta \), we have 
\[ \| (\lambda - A)^{-1} \| < 1/(\lambda - \beta). \]
Since conditions on \( A \) are unaffected by replacing \( A \) with \(-A\), we see that 
\[ \| (A + \lambda)^{-1} \| \leq 1/(|\lambda| - \beta) \quad (|\lambda| > \beta). \]
Hence \( A \) generates a quasi-contractive group.

Provided the coefficients are smooth enough, one can also show that \( A \) generates a semigroup on \( H^s \) as well as on \( H^0 = L^2 \). (This follows by using Gronwall's inequality to show that the \( H^s \) norm remains bounded under the flow on \( L^2 \).)

3.21 Example (The Wave Equation) Consider the system:

\[
\begin{align*}
\frac{\partial U^0}{\partial t} &= U^{n+1}, \\
\frac{\partial U^1}{\partial t} &= \frac{\partial U^{n+1}}{\partial x^1}, \\
&\vdots \\
\frac{\partial U^n}{\partial t} &= \frac{\partial U^{n+1}}{\partial x^n}, \\
\frac{\partial U^{n+1}}{\partial t} &= \frac{\partial U^1}{\partial x^1} + \cdots + \frac{\partial U^n}{\partial x^n}.
\end{align*}
\]

(W)

Here

\[
U = (U^0, U^1, \ldots, U^{n+1}), \quad a_1 = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 1 \\ 0 & 0 & \cdots & 0 \\ \vdots \\ 0 & 1 & \cdots & 0 \end{pmatrix}, \quad \text{and so on}
\]
so our system is symmetric. By Theorem 3.19, it generates a group. Let 
\( u, \dot{u} \in H^1 \times L^2 \) and consider the initial data

\[
U^0 = u, \quad U^1 = \frac{\partial u}{\partial x^1}, \ldots, \quad U^n = \frac{\partial u}{\partial x^n}, \quad U^{n+1} = \dot{u}.
\]

Then the equations for \( U \) reduce exactly to the wave equation for \( u \), so 
\( \partial^2 u / \partial t^2 = \Delta u \) generates a group on \( H^1 \times L^2 \), reproducing the result we found by second-order methods in 3.2.

**3.22 Example (Linear Hyperelasticity)** We will use symmetric hyperbolic methods to reproduce the implication (ii) \( \Rightarrow \) (i) in Theorem 3.1 for \( \Omega = \mathbb{R}^n \). Consider, then, the system 
\( \rho \ddot{u} = \text{div}(a \cdot \nabla u) \), where \( a \) is symmetric (hyperelastic) and strongly elliptic.

This is easiest to carry out in the case of stable classical elasticity, so we consider it first. Thus, we begin by dealing with

\[
\rho \frac{\partial^2 u^a}{\partial t^2} = (c^{abcd} u_{c|d})_{|b} = c^{abcd} u_{c|d|b} + c^{abcd} u_{d|c|b}.
\]

Following John [1977], let \( U \) be defined by \( U_{ab} = u_{a|b} \) and \( U_0 = \dot{u}_a \). The system under consideration is thus (in Euclidean coordinates)

\[
\begin{aligned}
\rho \frac{\partial}{\partial t} U_{fo} &= c_{ikjm} \frac{\partial}{\partial x_k} U_{jm} + c_{ikjm,k} U_{jm}, \\
c_{ikjm} \frac{\partial}{\partial t} U_{jm} &= c_{ikjm} \frac{\partial}{\partial x_m} U_{jo}.
\end{aligned}
\]

This has the form (SH) and \( a_0 \) is positive-definite if \( c \) is uniformly point-wise stable. Thus Theorem 3.19 applies.

In the general strongly elliptic case, one can replace \( a_{ikjm} \) by

\[
\mathcal{U}_{ikjm} = a_{ikjm} + \gamma (\delta_{ik} \delta_{jm} - \delta_{im} \delta_{jk})
\]

for a suitable constant \( \gamma \), so \( \mathcal{U}_{ikjm} \) becomes positive-definite:

\[
\mathcal{U}_{ikjm} \xi^{ik} \xi^{jm} \geq \epsilon |\xi|^2 \quad \text{for all} \ 3 \times 3 \text{ matrices } \xi \text{ (not necessarily symmetric).}
\]

This may be proved by the arguments in 3.10, Chapter 4.*

**Problem 3.7** Carry out the details of this, and for isotropic classical elasticity, show that one can choose \( \gamma = c_2^2 \), where \( c_2 \) is the wave velocity defined in Problem 3.4, Chapter 4.

A calculation shows that the added term, miraculously, does not affect the equations of motion.\(^{13}\) Therefore, the preceding reduction applies and we get a symmetric hyperbolic system.

---

\(^{13}\) As was pointed out by J. Ball, this is because it is the elasticity tensor of a *null Lagrangian* —that is, a Lagrangian whose Euler–Lagrange operator vanishes identically. Apparently this trick of adding on \( \gamma \) was already known to Hadamard (cf. Hill [1957]). See Ball [1977a] for a general discussion of the role of null-Lagrangians in elasticity. They will appear again in our discussion of the energy criterion in Section 6.6.

Box 3.5 Summary of Important Formulas for Section 6.3

**Linear Elastodynamics**

\[
\begin{align*}
\rho \ddot{u} &= \text{div}(a \cdot \nabla u) \\
\rho \ddot{u}^a &= (a^{abcd} u_{c|d})_{b} \\
 \dot{u} &= 0 \text{ on } \partial_d, \\
 u^a &= 0 \text{ on } \partial_d, \\
a \cdot \nabla u \cdot n &= 0 \text{ on } \partial_r, \\
a^{abcd} u_{c|d} n_b &= 0 \text{ on } \partial_r.
\end{align*}
\]

*(LE)*

**Initial Value Problem (Hyperelasticity)**

The equations *(LE)* are well posed (give a quasi-contractive semigroup in \(H^1 \times L^2\)) if and only if \(a\) is strongly elliptic.

**Cauchy Elasticity**

If *(LE)* generates a contraction semigroup in \(H^1 \times L^2\), then \(a\) is hyperelastic.

**Energy Criterion**

If \(a\) is hyperelastic and stable:

\[
\int_\Omega \nabla u \cdot a \cdot \nabla u \, dv = \int_\Omega u_{ab} a^{abcd} u_{c|d} \, dv \\
\geq c \int_\Omega u_{ab} u_{a|b} \, dv \quad (c = \text{const.} > 0),
\]

then \(a\) is strongly elliptic and *(LE)* generates stable dynamics (a contraction semigroup in a suitable norm) in \(H^1 \times L^2\).

**Korn's Lemma (Classical Elasticity)**

If \(c\) is uniformly pointwise stable, then \(c\) is stable.

**Hamiltonian Existence Theorem**

If \((\mathfrak{X}, \omega)\) is a Banach space with symplectic form \(\omega\) and \(A\) is \(\omega\)-skew-adjoint and if the energy \(H(x) = \omega(Ax, x)\) satisfies the stability condition \(H(x) \geq c \|x\|^2\), then in the completion of \(\mathfrak{X}(A)\) in the energy norm, \(A\) generates a one-parameter group.

**Panel Flutter Equations**

The equations

\[
\begin{align*}
\ddot{v} + \alpha \dot{v}''' + v''' + \Gamma'' + \rho v' + \sqrt{\rho} \, \delta \dot{v} &= 0, \\
v = v'' + \alpha \dot{v}'' &= 0 \text{ at } x = 0, 1.
\end{align*}
\]

generate a semigroup in \(\mathfrak{X} = H^2_0 \times L^2\).

**Dissipative Mechanisms**

(1) Rate type:

\[
\ddot{u} = A u + B \dot{u} \quad \text{or} \quad \rho \ddot{u} = \text{div}(a \cdot \nabla u) + \nabla^2 \ddot{u}
\]

(2) Thermal type:

\[
\begin{align*}
\ddot{\theta} &= C \theta + D \dot{u}, \\
\dot{\theta} &= m \nabla^2 \theta + \frac{m}{\rho} \nabla \cdot \dot{u}
\end{align*}
\]
(3) Memory:

\[ \ddot{u} = Au + Bw \]

(In models, \( w(x, t, s) = u(x, t - s) \) is the retarded value of \( u \).)

\[ \dot{w} = Cw \]

_Symmetric Hyperbolic Systems for_ \( U(x, t) \in \mathbb{R}^N, x \in \mathbb{R}^m \)

\[ a_0 \frac{\partial U}{\partial t} = a_j \frac{\partial U}{\partial x_j} + bU + f, \]  

(\text{SH})

where \( a_0, a_j, b \) are \( N \times N \) matrices with \( a_0, a_j \) symmetric and \( a_0 \) uniformly positive-definite. (\text{SH}) generates a quasi-contractive group in \( L^2(\mathbb{R}^m, \mathbb{R}^N) \).

For linear elasticity use the vector \( U \) given by \( U_{ij} = u_{i,j}, U_{i0} = \dot{u}_i \) to write (LE) in the form (SH).

6.4 NONLINEAR ELASTOSTATICS

This section begins by giving the perturbation theory for nonlinear elastostatics in cases where solutions of the linear problem correspond faithfully to those of the nonlinear problem—that is, when there is no bifurcation. Bifurcation problems are studied in Chapter 7. In particular, we show that if the linearized problem has unique solutions, then so does the nonlinear one, nearby. This is done using the linear theory of Section 6.1 and the implicit function theorem (see Section 4.1). These results are due essentially to Stoppelli [1954]. This procedure fails in the important case of the pure traction problem because of its rotational invariance; this case is treated in Section 7.3. We also give an example from Ball, Knops, and Marsden [1978] showing that care must be taken with the function spaces.

Following this, we briefly describe some aspects of the global problem for three-dimensional elasticity following Ball [1977a, b] and state some of the open problems.

For the perturbation theorem (4.2 below), we make the following assumptions;

4.1 Assumptions

(i) The material is hyperelastic; \( P = \partial W/\partial F \) and \( P \) is a smooth function of \( x \) and \( F \) (\( C^1 \) will do).

(ii) The boundary of \( \mathcal{B} \) is smooth (\( C^1 \) will do). Here we use \( \mathcal{B} \subset \mathbb{R}^3 \) to simplify the function spaces involved, but this is not an essential assumption.

(iii) \( \partial_d \); the portion of \( \partial \mathcal{B} \) on which the displacement is prescribed is a
connected component of $\partial \mathcal{B}$ (or a union of components), and $\partial_*$ the portion of $\partial \mathcal{B}$ on which the traction is prescribed is a (union of) component(s) of $\partial \mathcal{B}$. Assume $\partial_ \neq \emptyset$.

(iv) $\phi_0 : \mathcal{B} \to \mathbb{R}^3$ is a given regular deformation ($C^3$ will do) and the elasticity tensor at $\phi_0$ is strongly elliptic.

(v) The equations of the linearized theory have unique solutions; that is,

$$\text{DIV}[A \cdot \nabla U] = 0$$

$U = 0$ on $\partial_*$ and $\langle A \cdot \nabla U, N \rangle = 0$ on $\partial_*$ implies $U = 0$ ($A$ is the elasticity tensor evaluated at $\phi_0$).

There are several remarks to be made on these assumptions.

(a) Condition (ii) is unpleasant but is necessitated by the function spaces we use. Bodies with corners are excluded by these methods.\textsuperscript{14} The example given below in 4.4 shows that in function spaces such as $W^{1,p}$ (suitable for regions with corners), the results predicted by a formal application of the inverse function theorem simply are not true. It is possible that the source of the difficulties is stress concentrations in corners and that this may be a real problem. (See also p. 318.)

(b) Similar remarks hold for (iii). We do not allow genuine mixed problems where $\partial_*$ and $\partial_*$ have common boundaries.

(c) These assumptions imply existence and uniqueness for the linearized problem by the basic existence theorem for linear elasticity, 1.8. Indeed, assumption (v) states exactly that $\ker A = \{0\}$.

Next define the Banach space $\mathfrak{X}$ to be all $W^{s,p}$ maps $\phi : \mathcal{B} \to \mathbb{R}^3$ and let $\mathfrak{C} \subset \mathfrak{X}$ be the regular $\phi$’s. If $s > 3/p + 1$, then $\mathfrak{C}$ is open in $\mathfrak{X}$ because $W^{s,p} \subset C^1$. Let $\mathcal{Y}$ consist of all triples $(B, \psi, \tau)$, where $B$ is a $W^{s-2,p}$ vector function $B : \mathcal{B} \to \mathbb{R}^3$, $\psi$ is a $W^{s-1/p, p}$ map of $\partial_*$ to $\mathbb{R}^3$, and $\tau$ is a $W^{s-1-1/p, p}$ map of $\partial_*$ to $\mathbb{R}^3$.

Define $F : \mathfrak{C} \subset \mathfrak{X} \to \mathcal{Y}$ by

$$F(\phi) = (-\text{DIV} P(F), \phi |_{\partial_*}, P \cdot N |_{\partial_*}).$$

4.2 Theorem (Stoppelli [1954])\textsuperscript{15} Make the assumptions (i)-(v) above and that $s > 3/p + 1$ ($1 < p < \infty$) (e.g., for $p = 2$, $s > 5$). Then there are neighborhoods $\mathcal{U}$ of $\phi_0$ in $\mathfrak{X}$ and $\mathcal{V}$ of $(\rho_{\text{Ref}} B = -\text{DIV} P(\hat{F}), \phi_0 |_{\partial_*}, \hat{P} \cdot N |_{\partial_*})$ such that $F : \mathcal{U} \to \mathcal{V}$ is one-to-one and onto.

Proof By the $\omega$-lemma for composition (see Box 1.1, Chapter 3 and Box 1.1, this chapter), $F$ is a $C^1$ mapping. By Theorem 1.8, and elliptic regularity,

\textsuperscript{14}The situations in Figure 4.2, page 13 are examples where the results do not apply unless the corners are “smoothed out” a bit or meet at $90^\circ$. There is a clear call for better techniques here. See Kellogg and Osborn [1976] and references therein for related work.

\textsuperscript{15}Related references are Van Buren [1968], John [1972], and Wang and Truesdell [1973]. The work of John [1972] is especially interesting since he is able to prove uniqueness under a hypothesis of small stress.
the derivative of $F$ at $\phi_0$ is a linear isomorphism. Therefore the result follows by the implicit function theorem (Box 1.1, Chapter 4).

The assumption $s > 3/p + 1$ (or $n/p + 1$ in $n$ dimensions) is crucial for $F$ to be smooth. Indeed, Example 4.4 below shows that the conclusion is not true without this assumption.

Rephrased, 4.2 states that if the linearized problem is strongly elliptic, hyperelastic,\(^{16}\) and has unique solutions, then for slight perturbations of the load or boundary conditions from their values at the given displacement, the nonlinear problem

$$\text{DIV } P + \rho_{\text{ref}} B = 0, \quad \phi = \phi_d \text{ on } \partial_d, \quad P \cdot N = \tau \text{ on } \partial_\tau$$

has a unique solution $\phi$ near $\phi_0$. Moreover, $\phi$ is a smooth function of $B$, $\phi_d$ and $\tau$ (in the topologies above).

4.3 Corollary Assume (i), (ii), (iii) with $\partial_d \neq \emptyset$ in 4.1, take $\phi_0 = \text{Identity}$ and assume that $\phi_0$ is a natural state; that is $P = 0$. Assume that the elasticity tensor $\mathbf{c}$ is uniformly pointwise stable. Then conditions (iv) and (v) are satisfied and so Theorem 4.2 applies.

The proof of 4.2 shows that the existence of a unique solution remains valid if the constitutive function $P(F)$ is also perturbed. This is important philosophically since in any given situation $P(F)$ is only known approximately and the "real" material will have various imperfections. This apparently obvious remark takes on deeper significance in the context of bifurcation theory in Chapter 7.

It is clear that in most situations, the neighborhoods $\mathcal{U}$ and $\mathcal{V}$ in Theorem 4.2 really are small. Indeed, a bar in a natural state has unique solutions if the boundary is given a small prescribed displacement. If, however, the prescribed displacements are large, buckling and non-uniqueness can occur. (The fact that Theorem 4.2 cannot handle the traction or mixed problems makes examples of this a bit artificial.) One example, due to Fritz John, is shown in Figure 6.4.1(a) and another for a nonhomogeneous material pointed out by John Ball is shown in Figure 6.4.1(b).

**Problem 4.1** Let $\phi_0 = \text{Identity}$ be a stress-free (natural) configuration for a strongly elliptic hyperelastic material, satisfying material frame indifference. Consider the problem $\text{DIV } P = 0$ with $P \cdot N = 0$ on $\partial \Omega$. We have the solution $\phi = \phi_0$. We wish to show that all solutions near $\phi_0$ are obtained by translating and rotating $\phi_0$. The case $B \neq 0$ and $P \cdot N \neq 0$ is the most interesting and is the one discussed in Section 7.3.

(a) Let $\mathcal{C}_{tr} = \{\phi \in \mathcal{C} | P \cdot N = 0 \text{ on } \partial \Omega\}$. Show that $\mathcal{C}_{tr} \subset \mathcal{C}$ is a smooth submanifold of $W^{s,p}$, $s < n/p + 1$. (Hint: Show

\(^{16}\)If the problem is not hyperelastic, one must also assume the adjoint $A^*$ has trivial kernel.
that \( \phi \mapsto P \cdot N|_{\partial B} \) has a surjective derivative by using strong ellipticity.)

(b) Let \( \mathcal{X} \) be the space of \( W^{2-\frac{2}{p}, p} \) vector fields on \( \mathcal{B} \) and let \( \mathcal{X}_0 \subset \mathcal{X} \) be the six-dimensional subspace of vector fields of the form \( a + bx \), as in 1.11 (at \( \phi = \phi_0 \), identify material and spatial coordinates). Define \( F: \mathcal{C}_{tr} \to \mathcal{X} \) by \( F(\phi) = \text{DIV} P \). Use 1.11(ii) to show that the range of \( DF(\phi_0) \) complements \( \mathcal{X}_0 \). (We say \( F \) is transversal to \( \mathcal{X}_0 \).)

(c) Deduce from (b) and the implicit function theorem that \( F^{-1}(\mathcal{X}_0) \) is, near \( \phi_0 \), a smooth manifold of dimension six. Compute its tangent space at \( \phi_0 \).

(d) Let \( \theta_{\phi_0} \) denote all rigid motions of \( \phi_0 \). Show that \( \theta_{\phi_0} \subset \mathcal{C}_{tr} \) is six dimensional and, by material frame indifference, show that \( F(\theta_{\phi_0}) = 0 \). Deduce that every zero of \( F \) near \( \phi_0 \) lies in \( \theta_{\phi_0} \).

The problems with mixed boundary conditions discussed above may be just technicalities that could be overcome by means of a more powerful differential calculus. For example, it seems intuitive that the inverse function theorem and bifurcation theory should work for situations like that in Figure 6.4.2. (Formally, the operator \( A \) remains strongly elliptic but picks up a kernel when buckling occurs; this kernel is associated with the axial symmetry of the problem; see Chapter 7.) One way to handle such situations to allow, for example, large stress concentrations in the corners, is to use function spaces like \( W^{1, p} \) for \( \phi \). Then the stress can be (pointwise) unbounded. These function spaces are used in the global theory of Ball, described below. However, we shall now give an example which shows that in \( W^{1, p} \), the conclusions of 4.2 are not true. In fact, we do it just in one dimension \( (n = 1) \) and show that while the formal linearization is an isomorphism and so by 4.2 the solution is isolated in \( W^{2, p} \), it
is not isolated in $W^{1,p}$. The difficulty is precisely that the nonlinear map is not $C^1$. (See Morrey [1966] and Martini [1979] for related results.)

4.4 Example (Ball, Knops, and Marsden [1978]). We consider the displacement problem in one dimension, writing $u$ for the nonlinear displacement: $u = \phi$ — Identity. On $[0, 1]$ we consider a stored energy function $W(u_x)$, suppose there are no external forces, and assume the boundary conditions $u(0) = u(1) = 0$. Assume $W$ is smooth and let $p_- < 0 < p_+$ be such that

$$W'(p_-) = W'(0) = W'(p_+) \quad \text{and} \quad W''(0) > 0.$$ (See Figure 6.4.2.)

In $W^{2,p}$ (with the boundary conditions $u(0) = 0$, $u(1) = 0$), the trivial solution $u_0 \equiv 0$ is isolated because the map $u \mapsto W(u_x)$ from $W^{2,p}$ to $L^p$ is smooth and its derivative at $u_0$ is the linear isomorphism $v \mapsto W''(0)v_{xx}$. Therefore, by the inverse function theorem, zeros of $W(u_x)$ are isolated in $W^{2,p}$, as above. Note that the second variation of the energy $V(u) = \int_0^1 W(u_x) \, dx$ is positive-definite (relative to the $H^1 = W^{1,2}$ topology) at $u_0$ because if $v$ is in $W^{1,2}$ and vanishes at $x = 0, 1$, then

$$\frac{d^2}{d\epsilon^2} V(u_0 + \epsilon v)_{|\epsilon=0} = W''(0) \int_0^1 v_x^2 \, dx \geq c \|v\|_{H^1}^2.$$ 

Now we show that $u_0$ is not isolated in $W^{1,p}$. Given $\epsilon > 0$, let

$$u_\epsilon(x) = \begin{cases} 
  p_+ x & \text{for } 0 \leq x \leq \epsilon, \\
  p_+ \epsilon + p_-(x - \epsilon) & \text{for } \epsilon \leq x \leq \frac{p_- - p_+ \epsilon}{p_-}, \\
  0 & \text{for } \frac{p_- - p_+ \epsilon}{p_-} \leq x \leq 1.
\end{cases}$$
Slope = \( p_+ \)  
Slope = \( p \)

Figure 6.4.3

(See Figure 6.4.3.) Since \( W'(u_{\epsilon x}) \) is constant, each \( u_{\epsilon} \) is an extremal. Also

\[
\int_0^1 |u_{\epsilon x} - u_{0x}|^p \, dx = \epsilon |p_+|^p + \epsilon |p_-|^p |p_+|^p,
\]

which tends to zero as \( \epsilon \to 0 \). Thus \( u_0 \) is not isolated in \( W^{1,p} \).

**Remarks**  If \( W(p_-) = W(p_+) = W(0) \) and if \( W(p) \geq W(0) \) for all \( p \), the same argument shows that there are absolute minima of \( V \) arbitrarily close to \( u_0 \) in \( W^{1,p} \).

Phenomena like this seem to have first been noticed by Weierstrass. See Bolza [1904], footnote 1, p. 40. The "pathology" could possibly be eliminated by making good constitutive assumptions on \( W \).

Now we turn to a discussion of global existence of solutions for the elastostatics problem. Thus, we wish to remove the restriction of locality in Theorem 4.2 and prove the existence of solutions for arbitrary loads. This is, then, a global nonlinear elliptic boundary value problem for a system. There have been at least four (overlapping) general methods used for dealing with such problems:

1. Convexity methods and monotone operators
2. Continuity methods
3. Topological methods and degree theory
4. Calculus of variations and minimizers

Method 1 considers an abstract operator \( F: \mathcal{Y} \to \mathcal{X} \), where \( \mathcal{X} \) is a Hilbert space and \( \mathcal{Y} \subset \mathcal{X} \) is a compactly embedded Banach space. We seek to solve \( F(u) = f \) assuming:

(i) \( F \) is \( C^1 \); \( F(0) = 0 \).
(ii) \( DF(u) \) is symmetric, so \( F(u) = f \) is the Euler–Lagrange operator of \( J: \mathcal{Y} \to \mathbb{R} \),

\[
J(u) = \int_0^1 \langle F(tu), u \rangle \, dt - \langle f, u \rangle \quad \text{(see Box 7.2, Chapter 1)}.
\]
(iii) \( \langle DF(u) \cdot h, h \rangle > c \| h \|_{\mathcal{Y}}^2 \) for all \( h \in \mathcal{Y} \).
Condition (iii) implies that $J$ is strictly convex: if $u \neq v$ and $0 < t < 1$, then $J(tu + (1 - t)v) < tJ(u) + (1 - t)J(v)$, that $J$ is bounded below and that $F$ is strictly monotone:

$$\langle F(u) - F(v), u - v \rangle > 0 \text{ if } u \neq v.$$

From this it is easy to see that solutions of $F(u) = f$ are unique. Also, by selecting a minimizing sequence, one shows that it converges to a unique (generalized) solution of $F(u) = f$. This idea is developed by Langenbach [1961] and is applied to elasticity by, for example, Beju [1971]. However, the convexity assumption (iii) is unsatisfactory for three good reasons: (1) it implies uniqueness of solutions and so precludes buckling; (2) convexity is incompatible with material frame indifference (Coleman and Noll [1959]); and (3) even in ranges where solutions may be unique, convexity need not hold, as is seen from the stretching experiment discussed in Ball [1977a].

Thus, while method 1 is mathematically very powerful and is appropriate for a number of important situations, it is not appropriate in its present form for three-dimensional nonlinear elasticity.

Gurtin and Spector [1979] (see also Gurtin [1981a]) have looked for regions in the space of deformations where a convexity argument might be useful, and thereby have attempted to find sets of deformations in which uniqueness does hold.

Method 2 is based on the following "principle": to solve $F(u) = f$, we look at the range of $F$. Using the implicit function theorem as in 4.2, one can sometimes show that the range of $F$ is open. Some additional estimates could be used to show the range is closed. By connectedness, this would imply that $\text{Range}(F) = \mathcal{X}$, so $F(u) = f$ would be solvable. The following proposition illustrates the idea, although what is important is the method of proof. As far as we know, this technique has not yet been successfully applied in elasticity.\footnote{For another proof and references, see Wu and Desoer [1972].}

4.5 Proposition Suppose $\mathcal{X}$, $\mathcal{Y}$ are Banach spaces and $F: \mathcal{Y} \to \mathcal{X}$ is a $C^1$ map and that at each point $x \in \mathcal{Y}$, $DF(x)$ is an isomorphism of $\mathcal{Y}$ onto $\mathcal{X}$. Assume that $F$ is proper; that is, if $C \subset \mathcal{X}$ is compact, then $F^{-1}(C) \subset \mathcal{Y}$ is compact. Then $F: \mathcal{Y} \to \mathcal{X}$ is onto.

Proof We can suppose without loss of generality that $F(0) = 0$. Let $x \in \mathcal{X}$ and consider the curve $\sigma(t) = tx$. By the inverse function theorem, there is a unique $C^1$ curve $\rho(t)$ defined for $0 \leq t \leq \epsilon$ such that $F(\rho(t)) = \sigma(t)$. As in ordinary differential equations, extend $\rho$ uniquely to its maximum domain of existence; say $0 \leq t < T \leq 1$. Let $t_n \to T$; then $F(\rho(t_n)) = \sigma(t_n) \to \sigma(T)$, so by the properness of $F$, $\rho(t_n)$ has a convergent subsequence, converging, say, to $y_0$. But as $F$ is a local diffeomorphism in a neighborhood of $y_0$, the curve $\rho(t)$ can
be defined up to and including $T$ and beyond $T$ if $T < 1$. Thus $p$ is defined for $0 \leq t \leq 1$ and $F(\rho(1)) = x$.

**Problem 4.2** (a) Show that $F$ is proper if one has the estimate $\| DF(x)^{-1} \| \geq m > 0$ for a constant $m > 0$. (b) Show that $F$ in 4.5 is, in fact, one-to-one by using the above proof and the fact that $\mathcal{X}$ is simply connected.

This proposition may be regarded as a primitive version of method 3, as well as an illustration of method 2. However, in method 3 the most common device used is not so much the use of curves in the domains and ranges of $F$, but rather to join the map $F$ to another one $F_0$ that can be understood; for example, $F_0$ can be a linear map and the curve could be a straight line: $F(t) = tF + (1 - t)F_0$. The idea is to now invoke topological tools of degree theory to show that questions of solvability of $F(u) = f$ can be continued back to those for solvability of $F_0(u) = f$. The details are not appropriate for us to go into at this point; however, the method is powerful in a number of contexts. It allows multiple solutions (indeed it is very useful in bifurcation theory) and does not require any convexity assumptions. For general background and some applications, see Choquet-Bruhat, DeWitte, and Morette [1977]. For applications to rod and shell theory in elasticity, see Antman [1976a, b]. A global uniqueness theorem in the same spirit is given by Meisters and Olech [1963].

Now we turn to method 4, which we shall discuss a bit more extensively, following parts of Ball [1977a, b]. Let $\mathcal{B} = \Omega$ be a region in $\mathbb{R}^3$ with piecewise $C^1$ boundary, and $\phi: \Omega \to \mathbb{R}^3$ a typical deformation. Let $W(F)$ be a given smooth stored energy function, $\mathcal{U}_B$ a potential for the body forces, and $\mathcal{U}_t$ a potential for the tractions. As usual, the displacement will be prescribed $\phi = \phi_d$ on $\partial_d \subset \partial \Omega$ and the traction will be prescribed on $\partial_t: \mathbb{P} \cdot \mathbf{N} = \tau$. The energy functional whose critical points we seek is (see Section 5.1)

$$I(\phi) = \int_{\Omega} W(F) \, dV + \int_{\Omega} \mathcal{U}_B \, dV + \int_{\partial_t} \mathcal{U}_t \, dA.$$ 

In fact, we seek to minimize $I(\phi)$ over all $\phi$ satisfying $\phi = \phi_d$ on $\partial_d$. For dead loads we can take $\mathcal{U}_B = -B \cdot \phi$ and $\mathcal{U}_t = -\tau \cdot \phi$, which are linear functions of $\phi$. The essential part of $I(\phi)$ is the stored energy function, so we shall assume that $I(\phi) = \int_{\Omega} W(F) \, dV$ for simplicity.

The method for minimizing $I(\phi)$ proceeds according to the following outline. On a suitable function space $\mathcal{E}$ of $\phi$'s:

1. Show $I$ is bounded below; then $m = \inf_{\psi \in \mathcal{E}} I(\psi)$ exists as a real number. Let $\phi_n$ be such that $I(\phi_n) \to m$ as $n \to \infty$; that is, select a minimizing sequence (this is possible as $m > -\infty$).

2. Find a subsequence of $\phi_n$ that converges weakly; that is, $\phi_n \rightharpoonup \phi$ (this notion is explained in Box 4.1).

3. Show that $I$ is weakly sequentially lower semicontinuous; that is, $\phi_n \rightharpoonup \phi$ implies that $I(\phi) \leq \lim \inf_{n \to \infty} I(\phi_n)$. 


If each of these steps can be effected, then $\phi$ is the minimizer of $I$. \[\text{Proof:}\]

Clearly $I(\phi) \geq m$ by definition of $m$. Also, if $I(\phi_n) \rightarrow m$, then $\lim \inf_{n \rightarrow \infty} I(\phi_n) = m$, so by 3, $I(\phi) \leq m$. Thus $I(\phi) = m$.]

In one dimension, this method can only work if $W$ is convex. Indeed for this case, a theorem of Tonelli states that if $I(\phi)$ is weakly sequentially semicontinuous, then $W$ is convex, and conversely. This is actually not difficult and is proved in Box 4.1. The related "relaxation theorem" is discussed in this box as well.

In elasticity, even in one dimension, two of the properties of minimizers $\phi$ that have to be carefully considered are smoothness and invertibility of $\phi$. These are not simple; in one dimension, however, the situation is fairly well understood (mostly due to Antman [1976a, b]) and is discussed in Box 4.1.

In three dimensions, convexity of $W$ is not necessary for this method to work. Indeed, it can be made to work under hypotheses that are reasonable for elasticity. The analog of Tonelli's result is due to Morrey [1952]; assume throughout that $|W(F)| \leq C_1 + C_2 |F|^p$ for constants $C_1$ and $C_2$, so $I(\phi)$ is defined for $\phi \in W^{1,p}(\Omega)$.

4.6 Proposition If $I(\phi) = \int_{\Omega} W(F) \, dV$ is weakly sequentially lower semicontinuous on $W^{1,p}(\Omega)$, then $W$ is quasi-convex; that is, for all (constant) $3 \times 3$ matrices $F$ with $\det F > 0$ and all $\psi: \Omega \rightarrow \mathbb{R}^3$ that are $C^\infty$ with compact support in $\Omega$,

$$\int_{\Omega} W(F + \nabla \psi(X)) \, dV(X) \geq W(F) \times \text{volume}(\Omega).$$

(QC)

This also implies strong ellipticity.

The proof is actually similar to Tonelli's theorem proved in Box 4.1, and reduces to it in one dimension, so is omitted. The inequality (QC) says essentially that if $\phi_h$ is a homogeneous deformation, $I(\phi_h)$ is a minimum among deformations $\phi$ with the same boundary conditions. Morrey also shows that (QC) and growth conditions imply sequential weak lower semicontinuity. However, this does not apply to elasticity because of the condition $\det F > 0$ that we must be aware of.

To understand which stored energy functions give sequentially weakly lower semicontinuous (s.w.l.s) $I$'s, first consider the question of which ones give sequential weak continuity (s.w.c.). We state the following without proof:

4.6' Proposition (Ericksen, Edelen, Reshetnyak, Ball) Let $W: M^m \times n \rightarrow \mathbb{R}$ be continuous, $|W(F)| \leq C_1 + C_2 |F|^p$ $(1 < p < \infty)$, and let $L(\phi) = W(\nabla \phi)$; $L: W^{1,p} \rightarrow L^1$. The following are equivalent:

1. $L$ is s.w.c.
2. $L$ is a null Lagrangian; that is, $L(\phi + \psi) = L(\phi)$ for all $\psi$ smooth with
compact support in \( \Omega \) and all \( C^1 \) maps \( \phi: \Omega \to \mathbb{R}^3 \). (If \( W \) is smooth, this means the Euler–Lagrange equations for \( W \) are identically satisfied for any \( \phi \).)

(3) \( W(F) = \text{Constant} + \text{linear combination of } r \times r \text{ minors of } F \text{ for } 1 \leq r \leq \min(m, n) \).

For example, in three dimensions the null Lagrangians are \( W(F) = C + A \cdot F + B \cdot (\text{adj } F) + D(\det F) \), where (adj \( F \)) is the matrix of cofactors of \( F \) and \( C, A, B, \) and \( D \) are constant. Some feeling for what is involved in 4.6 can be gained by working the following problem. (See Ball [1977a] for the complete proof.)

**Problem 4.3** (Ball) Prove that \( \det F \) is s.w.c. for \( 2 \times 2 \) matrix functions by using the identity

\[
\det \nabla \phi = \phi_{11}^2 \phi_{22} - \phi_{12}^2 \phi_{11} = (\phi_{11}^2, 1) - (\phi_{11}^2, 1). 
\]

(This sort of trick is used in "compensated compactness"; cf. Tarter [1979].)

A good hypothesis on constitutive functions must be invariant under various transformations of coordinates. The following is one that is invariant under adding on null Lagrangians and the inversion transformation of fields \( \phi \mapsto \phi^{-1} \).

**4.7 Definition** \( W \) is called (strictly) polyconvex if there is a (strictly) convex function \( g: M^{3 \times 3} \times M^{3 \times 3} \times (0, \infty) \to \mathbb{R} \) such that \( W(F) = g(F, \text{adj } F, \det F) \) for all \( F \in M^{3 \times 3} \).

One has the following chain of implications

\[
\text{Strict Convexity} \implies \text{Strict Polyconvexity} \implies \text{Quasi-Convexity} \iff \text{s.w.l.s.} \implies \text{Strong Ellipticity}
\]

As remarked before, convexity is not a useful assumption. However, polyconvexity is valid for many specific materials, such as the Mooney–Rivlin and Ogden materials.

The following is a sample of one of Ball's results.

**4.8 Theorem** (Ball [1977b]) Suppose:

(H1) \( W \) is polyconvex.

(H2) \( g(F, H, \delta) \leq C + K(\|F\|^p + \|H\|^q + \delta^r) \) for constants \( K > 0, p \geq 2, q \geq p/(p - 1), \) and \( r > 1 \).

(H3) if \( (F_n, H_n, \delta_n) \to (F, H, 0) \), then \( g(F_n, H_n, \delta_n) \to \infty \).

Let \( \mathfrak{A} = \{ \phi \in W^{1,p}(\Omega) | \text{adj}(\nabla \phi) \in L^q, \text{det } \nabla \phi \in L', I(\phi) < \infty, \text{ and } \phi = \phi_d \text{ on } \partial \Omega \} \) and suppose \( \mathfrak{A} \neq \emptyset \). Then there exists a \( \phi \in \mathfrak{A} \) that minimizes \( I \) in \( \mathfrak{A} \).

**Sketch of Proof** Take a minimizing sequence \( \phi_n \). By (H2), we see that \( \nabla \phi_n \) is bounded in \( L^p \), \( \text{adj}(\nabla \phi_n) \) is bounded in \( L^q \), and \( \text{det}(\nabla \phi_n) \) is bounded in \( L' \). By
the Poincaré inequality and weak compactness of the unit ball we get a subsequence \( \phi_\mu \) such that
\[
\phi_\mu \rightharpoonup \phi_0 \quad \text{in} \quad W^{1,p}, \quad \text{adj} \nabla \phi_\mu \rightharpoonup H \quad \text{in} \quad L^q, \quad \text{and} \quad \det \nabla \phi_\mu \rightharpoonup \delta \quad \text{in} \quad L'.
\]
By 4.6', \text{adj} and \( \det \) are weakly continuous, so \( H = \text{adj}(\nabla \phi_0) \) and \( \delta = \det(\nabla \phi_0) \).

Since \( g \) is convex, \( \phi \mapsto I(\phi) = \int_\Omega g(\nabla \phi, \text{adj} \phi, \det \phi) \, dV \) is s.w.l.s. so \( \phi_0 \) is the required minimizer.

This sort of argument works well for the incompressible case, too, by weak continuity of \( \det \).

**Open Problems**

(a) Are minimizers weak solutions of the Euler–Lagrange equations?

(b) Are minimizers \( C^1 \)? (Ball [1980] has shown that strong ellipticity is necessary for regularity; however it may be sufficient if \( W(F)/|F|^3 \to \infty \) as \( |F| \to \infty \). Without such a condition, Ball [1982] has shown by means of a very important example involving cavitation that minimizers need not be smooth.)

(c) Are minimizers 1–1 deformations? (Using a result of Meisters and Olech [1963], Ball [1981] shows that this is true in the incompressible case.)

---

**Box 4.1 Some Facts About Weak Convergence\(^{18}\)**

In this box we shall state a few basic properties and examples of weak convergence; prove Tonelli’s theorem and discuss the related relaxation theorem of L.C. Young; and discuss the proof of existence and regularity for one-dimensional problems.

These results only hint at the extensive literature on uses of the weak topology. Besides the work of Ball already cited, the articles of Tartar [1979] and DiPerna [1982] are indicative of current research in this area.

If \( \mathcal{X} \) is a Banach space and \( x_n \) is a sequence in \( \mathcal{X} \), we write \( x_n \rightharpoonup x \) and say \( x_n \) converges weakly to \( x \) if for all \( l \in \mathcal{X}^* \) (i.e., \( l: \mathcal{X} \to \mathbb{R} \) is continuous and linear), \( l(x_n) \to l(x) \) in \( \mathbb{R} \). If \( \mathcal{X} = L^p([0, 1]) \), \( (1 < p < \infty) \), then \( u_n \rightharpoonup u \) means that
\[
\int_0^1 u_n v \, dx \to \int_0^1 uv \, dx
\]
for all \( v \in L^{p'}[0, 1] \), where \( (1/p) + (1/p') = 1 \). This is because \( (L^p)^* =

---

\(^{18}\)We thank J. Ball for help with this box.
$L^p$ (Riesz representation theorem). For $\mathcal{X} = L^\infty$ and we choose $v \in L^1$, we speak of \textit{weak*} convergence. Clearly ordinary convergence implies weak convergence.

**Problem 4.4** Let $0 < \lambda < 1$, $a, b > 0$, and $u_n = a$ on $[0, \lambda/n]$, $u_n = b$ on $[\lambda/n, 1/n]$, and repeat on every subinterval $[i/n, (i + 1)/n]$ ($i = 0, 1, \ldots, n - 1$). Prove that $u_n \to u = \lambda a + (1 - \lambda)b$ weak* in $L^\infty$ [and hence in $L^p[0, 1]$ ($1 < p < \infty$)], but $u_n \nrightarrow u$.

In a reflexive separable Banach space $\mathcal{X}$ (such as $W^{1,p}(\Omega)$, $1 < p < \infty$) the unit ball is weakly sequentially compact; that is, if $u_n \in \mathcal{X}$ and $\|u_n\| = 1$, then there is a subsequence $u_{n_k} \to u \in \mathcal{X}$. The unit ball (or in fact any closed convex set) is weakly closed, so $\|u\| \leq 1$. (This result may be found in Yosida [1971], p. 125.)

**Problem 4.5** In $L^2[0, 2\pi]$ show that $(1/\sqrt{\pi}) \sin nx = u_n(x)$ satisfies $u_n \to 0$, yet $\|u_n\| = 1$. (Hint: Use the Riemann–Lebesgue lemma from Fourier series.)

Suppose $W: \mathbb{R}^+ \to \mathbb{R}$ is a given smooth function and for $\phi: [0, 1] \to \mathbb{R}$, $\phi' \geq 0$ almost everywhere, define

$$I(\phi) = \int_0^1 W(\phi'(X)) \, dX.$$ 

Assume $|W(F)| \leq C_1 + C_2 |F|^p$ so $I$ maps $\{\phi \in W^{1,p} | \phi' \geq 0 \text{ a.e.}\}$ to $\mathbb{R}$.

**4.9 Proposition** (Tonelli) $I$ is weakly sequentially lower semi-continuous (w.s.l.s.) if and only if $W$ is convex.

**Proof** First of all, assume $W$ is convex and let $\phi_n \to \phi$ in $W^{1,p}$. By Mazur’s theorem (see Yosida [1971]) there is a sequence of finite convex combinations, say $\psi_n = \sum_j \lambda'_j \phi_j$, $\sum_j \lambda'_j = 1$ ($0 \leq \lambda'_j \leq 1$) such that $\psi_n \to \phi$ (strongly) in $W^{1,p}$. By going to a further subsequence we can suppose $\psi'_n \to \psi'$ a.e. By Fatou’s lemma,

$$\int_0^1 W(\phi'(X)) \, dX \leq \liminf_{n \to \infty} \int_0^1 W(\psi'_n(X)) \, dX.$$ 

By convexity of $W$, the right-hand side does not exceed

$$\liminf_{n \to \infty} \sum_j \lambda'_j \int_0^1 W(\phi'_j(X)) \, dX \leq \liminf_{n \to \infty} \int_0^1 W(\phi'_n(X)) \, dX.$$ 

Thus $I$ is w.s.l.s.

Conversely, assume $I$ is w.s.l.s. Let $\phi_n(0) = 0$ and let $\psi_n(X) = u_n(X)$, given by Problem 4.4. By that problem, $\phi_n \to \phi(X) = (\lambda a + (1 - \lambda)b)X$ and $W(\phi'_n) \to \lambda W(a) + (1 - \lambda) W(b)$. Thus by w.s.l.s. $I(\phi) \leq \liminf_{n \to \infty}$
\( I(\phi_n) \) becomes \( W(\lambda a + (1 - \lambda)b) \leq \lambda W(a) + (1 - \lambda)W(b); \) that is, \( W \) is convex.

**Problem 4.6** Use this argument to prove that \( I \) is w.s.c. if and only if \( \phi(X) = aX + b \) for constants \( a \) and \( b \). (This is the special case of Proposition 4.6 when \( n = 1 = m \).

In one dimension there is evidence that non-convex \( W \)'s may be useful for describing phase transitions (Ericksen [1975]). However, in static experiments the non-convexity of \( W \) may not be observable. Indeed, the relaxation theorem of L.C. Young states that the minimum of \( \int_0^1 W(\phi'(X)) dX \) is the same as that of \( \int_0^1 W^*(\phi'(X)) dX \), where \( W^* \) is the convex lower envelope of \( W \) (Figure 6.4.4). A convenient reference for this is Ekeland and Temam [1974]. In three dimensions the situation is far from settled.

![Figure 6.4.4](image)

Remaining in one dimension, consider the following hypotheses on \( W(X, F) \):

1. **(H1)** \( W: [0, 1] \times (0, \infty) \to \mathbb{R} \) is \( C^1 \).
2. **(H2)** \( W(X, F) \to +\infty \) as \( F \to 0^+ \).
3. **(H3)** \( W(X, F)/F \to +\infty \) as \( F \to +\infty \) uniformly in \( X \).
4. **(H4)** \( W(X, F) \) is convex in \( F \).

\[ ^{19} \text{Phase transitions contemplated here may be seen if the polyethylene used in beer can packaging is stretched with your hands. It turns white, changing phase. Gentle heat will restore the original phase.} \]
(H5) \( V: [0, 1] \times [0, \infty) \to \mathbb{R} \) is \( C^1 \). Let

\[
I(\phi) = \int_0^1 W(X, \phi'(X)) \, dX + \int_0^1 V(X, \phi(X)) \, dX.
\]

The following refines 4.8 slightly in one dimension.

**4.10 Proposition** If (H1)-(H4) hold and \( \alpha \) is given, then there is a member of

\[
\mathcal{A} = \{ \phi \in W^{1,1} | I(\phi) < \infty, \phi(0) = 0, \phi(1) = \alpha \}
\]

that minimizes \( I \). (Note that \( W^{1,1} \subset C^0 \), so if \( \phi \in \mathcal{A} \), then by (H2), \( \phi' > 0 \) a.e., so \( \phi \) is one-to-one.)

**Proof** Note that \( \mathcal{A} \neq \emptyset \) since \( \phi(X) = \alpha X \) lies in \( \mathcal{A} \). We first prove \( I \) is bounded below on \( \mathcal{A} \).

By (H2) and (H3), \( W \) is bounded below, so \( \int_0^1 W(X, \phi'(X)) \, dX \) is bounded below. Since members of \( \mathcal{A} \) are continuous and one-to-one, they are bounded between 0 and \( \alpha \). Thus \( V(X, \phi(X)) \) is uniformly bounded. Hence \( I(\phi) \) is bounded below.

Let \( \phi_n \in \mathcal{A} \) be such that \( I(\phi_n) \to \inf \{ I(\phi) | \phi \in \mathcal{A} \} \). (H3) implies \( \phi_n \) are bounded in \( W^{1,1} \). However, as \( p = 1 \), the space is not reflexive, so it is not obvious we can extract a weakly convergent subsequence. However, a result of de la Vallee Poussin shows that we can (see Morrey [1966]). The proof is then completed using w.s.l.s. of \( I \) from 4.9.

The condition \( W(X, F)/F \to +\infty \) as \( F \to +\infty \) has direct physical meaning. Namely, consider a small piece of material that undergoes the homogeneous deformation \( \phi(X) = FX \). This stretches a length \( l/F \) to the length \( l \). The energy required to do this is \( W(F)/F \). Thus, (H3) means it takes more and more energy to stretch small lengths out to a prescribed length. The analogue in dimension three was mentioned in open problem (b) above.

Without the conditions of convexity or \( W(X, F)/F \to \infty \) as \( F \to \infty \), one runs into difficulties. The following examples (motivated by examples of L.C. Young) show this.

**4.11 Examples** (J. Ball) (a) Consider the (non-convex) problem of minimizing

\[
\int_0^1 \left( \frac{(\phi' - 1)^2(\phi' - 2)^2}{\phi'} + (\phi - \frac{3}{2}X)^2 \right) \, dX
\]

for \( x = \phi(X) \) with \( \phi' \geq 0 \), \( \phi(0) = 0 \), and \( \phi(1) = \frac{3}{2} \). One sees by taking small broken segments as in Figure 6.4.5(a) that the minimum is zero.
However, the minimum can never be attained. Roughly, it is a line with infinitely many zig-zags. If $W$ does not depend explicitly on $X$, then examples like this are not possible (cf. Aubert and Tahraoui [1979]).

(b) An example violating $W(X, F)/F \to \infty$ is

$$
\int_0^1 \left( \frac{1}{\alpha'} + \phi' + \phi \right) dX, \quad \phi(0) = 0, \quad \phi(1) = \alpha.
$$

Direct calculation shows that the solution does not exist for $\alpha > 2$. See Figure 6.4.5(b). (This problem can be dealt with by making the transformation $\phi \mapsto \phi^{-1}$—that is, by interchanging the roles of $x$ and $X$.)

In one dimension there is more known about regularity than in three dimensions. In fact, we have the following (Antman [1976b]):

**4.12 Proposition** Suppose (H1), (H2), and (H3) hold and $\phi$ minimizes $I$ in $\mathcal{A}$. Then the Euler–Lagrange equations

$$
\frac{d}{dX} W_p(X, \phi'(X)) = V_\phi(X, \phi(X))
$$

hold a.e. on [0, 1]. If, moreover, $W$ is strictly convex in $F$ and (H3) holds, then $\phi$ is $C^1$ and $\phi'$ is bounded away from zero.

**Proof** The usual derivation of the Euler–Lagrange equations is not valid, so some care is needed; indeed, on $\mathcal{A}$, $I$ is not differentiable. Let

$$
\Omega_n = \{X \in [0, 1]| 1/n \leq \phi'(X) \leq n\}.
$$

Thus $\Omega_n \subset \Omega_{n+1}$ and $\mu([0, 1]| \cup \Omega_n) = 0$. Let $v \in L^\infty$, let $\chi_n$ be the characteristic function of $\Omega_n$, and define $\psi(t, X)$ by

$$
\psi'(t, X) = \phi'(X) + t \chi_n(X)v(X), \quad \psi(0) = 0.
$$
We will show that \( (d/dt)I(\psi(t, \cdot)) \big|_{t=0} \) exists. Since \( \phi \) is a minimum, this is then zero. We have

\[
\frac{1}{t} \left[ I(\psi(t, \cdot)) - I(\psi(0, \cdot)) \right] = \\
\frac{1}{t} \int_0^1 \left\{ W(X, \phi'(X) + t\chi_n(X)v(X)) - W(X, \phi'(X)) \right\} dX \\
+ \frac{1}{t} \int_0^1 \left\{ V(X, \int_0^X [\phi'(\tilde{X}) + t\chi_n(\tilde{X})v(\tilde{X})] d\tilde{X}) - V(X, \phi(X)) \right\} dX
\]

From the mean value theorem and the definition of \( \Omega_n \) we see that the integrands are bounded, so we can pass to the limit \( t \to 0 \) by the dominated convergence theorem to get

\[
0 = \frac{d}{dt} I(\psi(t, \cdot)) \big|_{t=0} = \int_{\Omega_n} W_\psi(X, \phi'(X))v(X) dX \\
+ \int_{\Omega_n} V_\psi(X, \phi(X)) \left( \int_0^X \chi_n(\tilde{X})v(\tilde{X}) d\tilde{X} \right) dX.
\]

Integration by parts gives

\[
0 = \int_{\Omega_n} W_\psi(X, \phi'(X))v(X) dX - \int_{\Omega_n} \left( \int_0^X V_\psi(\tilde{X}, \phi(\tilde{X})) d\tilde{X} \right) v(X) dX.
\]

Since \( v \) and \( n \) are arbitrary, we get

\[
W_\psi(X, \phi'(X)) = \int_0^X V_\psi(\tilde{X}, \phi(\tilde{X})) d\tilde{X} \text{ a.e.}
\]

But this implies, by continuity of the integrand,

\[
\frac{d}{d\tilde{X}} W_\psi(X, \phi'(X)) = V_\psi(X, \phi(X)).
\]

The second part follows by implicitly solving

\[
W_\psi(X, \phi'(X)) = \int_0^X V_\psi(\tilde{X}, \phi(\tilde{X})) d\tilde{X}
\]

for \( \phi' \). □

---

**Box 4.2 Summary of Important Formulas for Section 6.4**

**Local Existence Theory for Elastostatics**

If about a given configuration \( \phi_0 \) the linearized problem has unique solutions (see Section 6.1, so the problem is not pure traction and no
bifurcation occurs), and the boundaries of $\mathcal{B}$ are smooth and no mixed boundary conditions with contiguous parts occur, then a small change in any of the data (boundary conditions, forces, or constitutive functions) produces a corresponding unique configuration $\phi$ in $W^{2,p}, s > 3/p + 1$ depending smoothly on the data.

**Non-Applicability of the Inverse Function Theorem in $W^{1,p}$**

In $W^{1,p}$ solutions to the elastostatics equations need not be isolated, even though the formal linearization of the equations is an isomorphism.

**Convexity**

The assumptions of convexity and monotonicity are not appropriate for the operators in three-dimensional elasticity.

**Topological Methods**

Degree theory, Morse theory, and so on may be useful in three-dimensional elasticity, but so far have not been successfully applied because of technical difficulties.

**Minimizers**

Global solutions in $W^{1,p}$ for elastostatics can be found by using weak convergence and minimizers. Under the assumption of polyconvexity and growth conditions on the stored energy function, minimizers exist. Their regularity is not known, except in one dimension.

### 6.5 NONLINEAR ELASTODYNAMICS

This section surveys some results that are relevant to elastodynamics. The only part of this theory that is well understood is that dealing with *semilinear equations*—that is, equations that are linear plus lower-order nonlinear terms. This theory, due to Jorgens [1961] and Segal [1962], will be presented and applied to an example—the equations of a vibrating panel. The theory for *quasi-linear* equations—equations whose leading terms are nonlinear but depend linearly on the highest derivative—is appropriate for three-dimensional nonlinear elasticity. This will be briefly sketched, but much less is known. The primary difficulty is the problem of shock waves. The recent literature will be briefly discussed concerning this problem.

Elastostatics is imbedded in elastodynamics; each solution of the elastostatic equations is a fixed point for the equations of elastodynamics. Eventually, the dynamical context provides important additional information and intuition. For example, we may wish to know if the fixed points are stable, unstable, or are saddle points. We may also wish to find periodic orbits and examine their stability. For ordinary differential equations this leads to the large subject of dynamical systems (cf. Abraham and Marsden [1978] for more information and...
For partial differential equations a good deal is known for semilinear equations and we shall give some examples in Section 6.6 and in Chapter 7. However, for the quasi-linear equations of three-dimensional elasticity, much less is known about qualitative dynamics.

Let us begin by recalling some general terminology (see Definition 3.3, Chapter 5).

A continuous local semiflow on a Banach space $\mathcal{Y}$ is a continuous map $F: \mathcal{D} \subseteq \mathcal{Y} \times \mathbb{R}^+ \rightarrow \mathcal{Y}$, where $\mathcal{D}$ is open, such that: (i) $\mathcal{Y} \times \{0\} \subseteq \mathcal{D}$ and $F(x, 0) = x$; and (ii) if $(x, t) \in \mathcal{D}$, then $(x, t + s) \in \mathcal{D}$ if and only if $(F(x, t), s) \in \mathcal{D}$ and in this case $F(x, t + s) = F(F(x, t), s)$.

Suppose $\mathcal{Y}$ is continuously included in another Banach space $\mathcal{X}$ and $G$ maps $\mathcal{Y}$ (or an open subset $\mathcal{D}$ of $\mathcal{Y}$) to $\mathcal{X}$. We say $G$ generates the semiflow if for $t \geq 0$ and for each $x \in \mathcal{Y}$, $F(x, t)$ is $t$-differentiable and

$$\frac{d}{dt} F(x, t) = G(F(x, t)).$$  \hspace{1cm} (1)

As usual, if $F(x, t)$ is defined for all $t \in \mathbb{R}$, we call $F$ a flow.

There is a slight philosophical difference with the linear case. For the latter, we started with $F_t: \mathcal{X} \rightarrow \mathcal{X}$ and constructed the generator by looking at where $F_t$ is $t$-differentiable at $t = 0+$. The domain of the generator is a Banach space $\mathcal{Y}$ with the graph norm, and $F_t$ maps it to itself. This is compatible with the above definition. In the nonlinear case, it is better to start right off with $F_t$ defined on the smaller space $\mathcal{Y}$. Then $F_t$ may or may not extend to all of $\mathcal{X}$. As we shall see, it does in the semilinear case. In this case we can use the phrase "$G$ is the generator of $F_t$.”

Often we are given $G$ and want to construct $F(x, t)$ such that (1) holds. If an $F$ exists, satisfying 5.1, we say the equations $dx/dt = G(x)$ are well-posed. If solutions exist for all time $t \geq 0$ (or all $t$ for flows), we say the equations generate global solutions.

A crucial part of well-posedness is the continuous dependence of the solution $F(x, t)$ on the initial data $x$—that is, continuity of the map $x \mapsto F(x, t)$ from (an open subset of) $\mathcal{Y}$ to $\mathcal{Y}$ for each $t \geq 0$. The satisfactory answer to such problems can depend on the choice of $\mathcal{Y}$ made.

Sometimes it is necessary to study the case in which $G$ depends explicitly on time. Then the flow is replaced by evolution operators $F_{t,s}: \mathcal{Y} \rightarrow \mathcal{Y}$ satisfying $F_{t,s} = \text{Identity}$ and $F_{t,r} \circ F_{s,r} = F_{t,r}$. This is just as in Definition 6.5, Chapter 1. We replace (1) by

$$\frac{d}{dt} F_{t,s}(x) = G(F_{t,s}(x), t)$$  \hspace{1cm} (1')

with initial condition $F_{s,s}(x) = x$ (so "$s$" is the starting time).

We begin now with a discussion of the semilinear case. The main method is based on the Duhamel, or variation of constants, formula; namely, the fact
that the solution of

$$\frac{du}{dt} = Au + f, \quad u(0) = u_0$$

is

$$u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}f(s) \, ds.$$  

(See 2.17(5) in Section 6.2.) If $B$ depends on $t$ and $u$, we conclude that the solution $u(t)$ of

$$\frac{du}{dt} = Au + B(t, u), \quad u(0) = u_0 \quad (2)$$

satisfies the implicit equation

$$u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}B(s, u(s)) \, ds. \quad (3)$$

The point now is that if $B$ is a Lipschitz operator on the Banach space $\mathcal{X}$ (on which $e^{tA}$ defines a semigroup), then the Picard iteration technique from ordinary differential equations applies to (3). If $B$ is actually a $C^1$ map of $\mathcal{X}$ to $\mathcal{X}$, then we will show that solutions of (3) are in fact in $\mathcal{D}(A)$ if $u_0 \in \mathcal{D}(A)$ and satisfy (2) in the strict sense.

The part of the analysis of (3) that is the same as that in ordinary differential equations is outlined in the following problem.

**Problem 5.1 (Existence)** Let $A$ generate a $C^0$ semigroup on $\mathcal{X}$ of type $(M, \beta)$ and let $\mathcal{F} = \{u \in C([0, t_0], \mathcal{X}) \mid \|u(t) - u_0\| \leq R\}$, where $t_0 > 0$ and $R > 0$ are constants and $C([0, t_0], \mathcal{X})$ is the set of continuous maps of $[0, t_0]$ to $\mathcal{X}$. Suppose $B(t, u)$ is continuous and $\|B(t, u)\| \leq C_{p(t)}$ if $\|u - u_0\| \leq R$ and $0 \leq t \leq t_0$. Define

$$T: \mathcal{F} \rightarrow C([0, t_0], \mathcal{X}); \quad (Tu)(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}B(s, u(s)) \, ds.$$  

(i) Show that if

$$\|e^{tA}u_0 - u_0\| + Me^{\beta_0 t} \int_0^{t_0} |p(s)| \, ds \leq R \quad (0 \leq t \leq t_0),$$

then $T$ maps $\mathcal{F}$ to $\mathcal{F}$.

(ii) If $B$ satisfies $\|B(t, u_1) - B(t, u_2)\| \leq K_{p(t)} \|u_1 - u_2\|$ for $u_1$ and $u_2$ in the ball $\|u - u_0\| \leq R$ and $0 \leq t \leq t_0$, where $K$ is a (Lipschitz) constant (depending on $R$), then $T$ satisfies

$$\|Tu_1 - Tu_2\| \leq \alpha \|u_1 - u_2\|,$$

where the distance function on $\mathcal{F} \subset C([0, t_0], \mathcal{X})$ is

$$\|u_1 - u_2\| = \sup_{0 \leq t \leq t_0} \|u_1(t) - u_2(t)\|$$

and $\alpha$ is defined by

$$\alpha = KMe^{\beta_0 t} \int_0^{t_0} |p(s)| \, ds.$$
(iii) Deduce that if $\alpha < 1$, then $T$ has a unique fixed point by the contraction mapping principle (see Lemma 1.3 of Section 4.1).

(iv) Show that instead of continuity of $B$, it is sufficient for $B(t, u)$ to be $L^1$ in $t$ and Lipschitz in $u$.

**Problem 5.2 (Uniqueness and Continuous Dependence on Initial Data)**

(i) Prove Gronwall's inequality: if $p$ is integrable on $[a, b]$ and $v$ is non-negative, bounded, and measurable on $[a, b]$ and there is a constant $C \geq 0$ such that for all $t \in [a, b]$,

$$v(t) \leq C + \int_a^t |p(s)|v(s)\,ds,$$

then

$$v(t) \leq C \exp \left( \int_a^t |p(s)|\,ds \right).$$

(See any book on ordinary differential equations; the solution is on p. 124 of Carroll [1969].)

(ii) In the setting of Problem 5.1, show that solutions of (3) satisfy

$$\|u(t)\| \leq Me^{\beta t}\|u_0\| \exp \left( CMe^{\beta t} \int_0^t |p(s)|\,ds \right)$$

and

$$\|u(t) - v(t)\| \leq Me^{\beta t}\|u_0 - v_0\| \exp \left( KMe^{\beta t} \int_0^t |p(s)|\,ds \right).$$

(iii) Use (ii) to show that solutions of (3) are Lipschitz functions of the initial data.

(iv) Use (ii) to give another proof of local uniqueness of solutions.

(v) Prove that any two solutions of (3) are globally unique on their common domain of definition if $B$ is locally Lipschitz. *(Hint: Show that the set of $t$ where the two solutions coincide is both open and closed.)*

Now we shall state the main theorem for semilinear equations in a version due to Segal [1962]. (Further important information is contained in subsequent corollaries.) To simplify the exposition, we shall assume $B$ is independent of $s$. (The reader should do the general case.)

**5.1 Theorem** Let $X$ be a Banach space and $U_t$ a linear semigroup on $X$ with generator $A$ having domain $\mathcal{D}(A)$. Suppose $B: X \to X$ is a $C^k$ map $(k \geq 1)$. Let $G(u) = Au + B(u)$ on $\mathcal{D}(A)$. Then (3) defines a unique local semiflow $u(t) = F_t(u_0)$ on $X$ $(t \geq 0)$; $F_t$ is a local flow if $A$ generates a group. If $u_0 \in \mathcal{D}(A)$, then $F_t(u_0) \in \mathcal{D}(A)$ and (1) holds. Moreover, for each fixed $t$, $F_t$ is a $C^k$ mapping of an open set in $X$ to $X$.

**Proof** Problems 5.1 and 5.2 show that (3) defines a local flow and that $F_t$ is locally Lipschitz. We next show that $F_t(x)$ is differentiable in $x$. To do so one can appeal to a general theorem on ordinary differential equations in Hale [1969] (Theorem 3.2, p. 7). We can also show that $F_t$ is $C^1$ by a direct calculation.
as follows. For \( x \in \mathcal{X} \), let \( \theta_i(x) \in \mathcal{B}(\mathcal{X}) \) (the bounded linear operators from \( \mathcal{X} \) to \( \mathcal{X} \)) satisfy the linearized equations:

\[
\theta_i(x) = U_t + \int_0^t U_{t-s} DB(F_s(x)) \cdot \theta_i(x) \, ds.
\]

\( \theta_i(x) \) is defined as long as \( F_i(x) \) is defined. It is easy to check that \( t \mapsto \theta_i(x) \) is continuous in the strong operator topology and that (for fixed \( t \)), \( x \mapsto \theta_i(x) \) is norm continuous. We claim that \( DF_i(x) = \theta_i(x) \), which will thus prove \( F_i \) is \( C^1 \). Let

\[
\lambda_i(x, h) = \| F_i(x + h) - F_i(x) - \theta_i(x) \cdot h \|.
\]

Then

\[
\lambda_i(x, h) = \left\| \int_0^t U_{t-s}[B(F_s(x) + h) - B(F_s(x)) - DB(F_s(x)) \cdot \theta_i(x) \cdot h] \, ds \right\|
\]

\[
\leq M \exp(\beta |t|) \left\{ \int_0^t \| B(F_s(x+h)) - B(F_s(x)) - DB(F_s(x)) \cdot [F_s(x+h) - F_s(x)] \| \, ds \right\}
\]

\[
+ \int_0^t \| DB(F_s(x)) \cdot [F_s(x+h) - F_s(x) - \theta_i(x) \cdot h] \| \, ds \right\}.
\]

Thus, given \( \epsilon > 0 \), there is a \( \delta > 0 \) such that \( \| h \| < \delta \) implies

\[
\lambda_i(x, h) \leq (\text{const.}) \cdot \left\{ \| h \| \epsilon + \int_0^t \lambda_i(x, h) \, ds \right\}.
\]

Hence (by Gronwall's inequality), \( \lambda_i(x, h) \leq C(t) \| h \| \epsilon \). Hence, by definition of the derivative, \( DF_i(x) = \theta_i(x) \). Thus \( F_i \) is \( C^1 \). An induction argument can be used to show \( F_i \) is \( C^k \).

Now we prove that \( F_i \) maps \( \mathcal{D}(A) \) to \( \mathcal{D}(A) \) and

\[
\frac{d}{dt} F_i(u_0) = G(F_i(u_0))
\]

is continuous in \( t \). Let \( u_0 \in \mathcal{D}(A) \). Then, setting \( u(t) = F_i(u_0) \), (3) gives

\[
\frac{1}{h} [u(t + h) - u(t)] = \frac{1}{h} (U_{t+h}u_0 - U_tu_0) + \frac{1}{h} \int_0^t (U_{t+h-s} - U_{t-s}) B(u(s)) \, ds
\]

\[
+ \frac{1}{h} \int_0^{t+h} U_{t+h-s} B(u(s)) \, ds
\]

\[
= \frac{1}{h} [U_h(u(t)) - u(t)] + \frac{1}{h} \int_t^{t+h} U_{t+h-s} B(u(s)) \, ds. \tag{4}
\]

The second term approaches \( B(u(t)) \) as \( h \to 0 \). Indeed,

\[
\left\| \frac{1}{h} \int_t^{t+h} U_{t+h-s} B(u(s)) \, ds - B(u(t)) \right\|
\]

\[
\leq \frac{1}{h} \int_t^{t+h} \| U_{t+h-s} B(u(s)) - B(u(t)) \| \, ds
\]

\[
\leq \frac{1}{h} \int_t^{t+h} \| U_{t+h-s} B(u(s)) - U_{t+h-s} B(u(t)) \| \, ds
\]

\[
+ \frac{1}{h} \int_t^{t+h} \| U_{t+h-s} B(u(t)) - B(u(t)) \| \, ds
\]
\[ \leq \frac{1}{h} \cdot C(t) \cdot \int_{t}^{t+h} \| B(u(s)) - B(u(t)) \| \, ds \]

\[ + \frac{1}{h} \int_{t}^{t+h} \| U_{t+h-s}B(u(t)) - B(u(t)) \| \, ds \]

and each term \( \to 0 \) as \( h \to 0 \).

It follows that \( F_{t}(u_{0}) \) is right differentiable at \( t = 0 \) and has derivative \( G(u_{0}) \).

To establish the formula at \( t \neq 0 \) we first prove that \( u(t) \in \mathcal{D}(A) \). But

\[ \frac{1}{h} (F_{t+h}u_{0} - F_{t}u_{0}) = \frac{1}{h} (F_{t}F_{h}u_{0} - F_{t}u_{0}) \]

has a limit as \( h \to 0 \) since \( F_{t} \) is of class \( C^{1} \). Hence, from (4),

\[ \frac{1}{h} [U_{h}(u(t)) - u(t)] \]

has a limit as \( h \to 0 \). Thus, \( u(t) \in \mathcal{D}(A) \). It follows that

\[ \frac{d}{dt} F_{t}(u_{0}) = G(F_{t}(u_{0})) = DF_{t}(u_{0}) \cdot G(u_{0}). \]

Since the right derivative is continuous, the ordinary (two-sided) derivative exists as well.

Next we give a criterion for global existence.

**5.2 Proposition** Let the hypotheses of 5.1 hold. Suppose \( u(t) \) is a solution of (3) defined for \( 0 \leq t < T \) and that \( \| B(u(t)) \| \) is an integrable function of \( t \) on \([0, T)\). Then \( u(t) \) can be continued to a solution for \( 0 \leq t \leq T + \epsilon \) for \( \epsilon > 0 \).

**Proof** For \( 0 \leq t, s < T \), we have from (3),

\[ \| u(t) - u(s) \| \leq \| e^{tA}u_{0} - e^{sA}u_{0} \| + \left\| \int_{s}^{t} e^{(t-\tau)A}B(u(\tau)) \right\| dt \]

\[ \leq \| e^{tA}u_{0} - e^{sA}u_{0} \| + M e^{\beta T} \int_{s}^{t} \| B(u(\tau)) \| \, dt \]

Thus \( u(t) \) is a Cauchy sequence as \( t \to T \), so converges, to, say \( u_{T} \). The local existence theory applied in a neighborhood of \( u_{T} \) shows the time of existence is uniformly bounded away from zero as \( t \to T \); so the result follows.

Here is an example of how this works.

**5.3 Corollary** Suppose \( B \) satisfies \( \| B(u) \| \leq C + K\| u \| \) for constants \( C \) and \( K \). Then the semiflow \( F_{t} \) is global—that is, is defined for all \( t \geq 0 \).

**Proof** Fix \( T > 0 \) and let \( u(t) \) solve (3) for \( 0 \leq t < T \). Then

\[ \| u(t) \| \leq M e^{\beta T} \| u_{0} \| + \int_{0}^{t} M e^{\beta T}(C + K \| u(\tau) \|) \, d\tau. \]
From Grownwall's inequality (Problem 5.2),
\[ \| u(t) \| \leq [Me^{\beta T} \| u_0 \| + CT] \exp(KMe^{\beta T}) \]
so \( \| u(t) \| \) and hence \( \| B(u(t)) \| \) are bounded for \( 0 \leq t < T \). Thus \( u \) can be extended beyond \( T \) by 5.2. Hence \( u \) is defined for all \( t \geq 0 \).  

**Problem 5.3** Prove a global existence theorem if
\[ \| B(t, u) \| \leq p(t)[C + K \| u \|], \]
where \( p(t) \) is \( L^1 \) on every finite interval.

Another way of obtaining global existence is through energy estimates. That is, if the equations are Hamiltonian (or are related to a Hamiltonian system), there may be a conserved (or decreasing) energy function that can be used to obtain the needed estimate in 5.2. We give an example in the following:

**5.4 Corollary** Suppose the conditions of Theorem 5.1 hold. Suppose, moreover, that there is a \( C^1 \) function \( H: \mathcal{X} \rightarrow \mathbb{R} \) such that:

(i) there is a monotone increasing function \( \phi: [a, \infty) \rightarrow [0, \infty) \), where \( [a, \infty) \supset \text{Range} \, H \), satisfying \( \| x \| \leq \phi(H(x)) \);

(ii) there is a constant \( K \geq 0 \) such that if \( u(t) \) satisfies (3), then
\[ \frac{d}{dt} H(u(t)) \leq KH(u(t)). \]

Then \( F_t(u_0) \) is defined for all \( t \geq 0 \) and \( u_0 \in \mathcal{X} \); that is, the semiflow is global.

If, in addition, \( H \) is bounded on bounded sets and

(iii) \[ \frac{d}{dt} H(u(t)) \leq 0 \text{ if } \| u(t) \| \geq B, \]

then any solution of (3) remains uniformly bounded in \( \mathcal{X} \) for all time; that is, given \( u_0 \in \mathbb{D}(A) \), there is a constant \( C = C(u_0) \) such that \( \| u(t) \| \leq C \) for all \( t \geq 0 \).

**Proof** By (ii), \( H(u(t)) \leq H(u_0) \exp(Kt) \) so by (i), \( \| u(t) \| \leq \phi(H(u_0) \exp(Kt)) \).

Thus, global existence follows by 5.2. Let \( H_B = \sup \{H(u) \| u \| \leq B\} \), so by (iii), \( H(u(t)) \leq \max \{H(u_0), H_B\} \). Hence, by (i), we can take \( C = \phi(\max\{H(u_0), H_B\}) \).

Next we have a criterion for asymptotic stability of a fixed point \( x_0 \); that is, \( F_t(x_0) = x_0 \) and \( F_t(x) \rightarrow x_0 \) as \( t \rightarrow +\infty \) for all \( x \in \mathcal{X} \). (See Theorem 4.1 of Chapter 7 for the use of spectral methods to obtain a related result.)

**5.5 Proposition** Let (i) and (ii) of 5.4 hold, and suppose \( G(x_0) = 0 \); that is, \( x_0 \) is a fixed point, and:

(iii') There is a continuous monotone function \( f: [0, \infty) \rightarrow [0, \infty) \), locally Lipshitz on \( (0, \infty) \) such that
(a) $\frac{dH}{dt}(F_t(x)) \leq -f(H(F_t(x)))$ for $x \in U$, a neighborhood of $x_0$, and

(b) solutions of $\dot{r} = -f(r)$ tend to zero as $t \to +\infty$.

(iv) $H(x) \geq 0$ and there is a strictly monotone continuous function $\psi : [0, \infty) \to [0, \infty)$ such that

$$\|x - x_0\| \leq \psi(H(x)).$$

Then $x_0$ is asymptotically stable.

Proof. Let $r(t)$ be the solution of $\dot{r} = -f(r)$ with $r(0) = H(x)$, $x \in U$, $x \neq x_0$. Then, by (iii'), $H(F_t(x)) \leq r(t)$. Hence $H(F_t(x)) \to 0$ as $t \to +\infty$. Thus by (iv), $F_t(x)$ converges to $x_0$ as $t \to +\infty$.

\[ \blacksquare \]

**Problem 5.4** Consider $\ddot{u} + \dot{u} + u^3 = 0$. Show that solutions decay to zero like $C/\sqrt{t}$ as $t \to +\infty$, by considering $H(u, \dot{u}) = (u + \dot{u})^2 + \dot{u}^2 + u^4$. (See Ball and Carr [1976] for more information.)

The following is a specific situation relevant for some semilinear wave equations. See 3.10 in Box 3.1, Section 6.3.

**5.6 Proposition** Let $\mathfrak{H}$ be a real Hilbert space and $B$ a self-adjoint operator in $\mathfrak{H}$ with $B \geq c > 0$. On $\mathfrak{H} = \mathfrak{D}(B^{1/2}) \times \mathfrak{H}$, let $A = \begin{bmatrix} 0 & I \\ -B & 0 \end{bmatrix}$ with domain $\mathfrak{D}(A) = \mathfrak{D}(B) \times \mathfrak{D}(B^{1/2})$. Let $V : \mathfrak{D}(B^{1/2}) \to \mathbb{R}$ be a smooth function and suppose $V$ has a smooth gradient; that is, $\nabla V : \mathfrak{D}(B^{1/2}) \to \mathfrak{H}$ is smooth and satisfies

$$\langle \nabla V(x), y \rangle = dV(x) \cdot y$$

for all $x, y \in \mathfrak{D}(B^{1/2})$. Suppose $V \geq 0$ and $V$ is bounded on bounded sets in $\mathfrak{D}(B^{1/2})$. Let

$G : \mathfrak{D}(A) \to \mathfrak{H}$, defined by $G(u, \dot{u}) = A(u, \dot{u}) + (0, \nabla V(u))$.

Then the flow of $G$ is globally defined and solutions are uniformly bounded for all time.

Proof. Clearly $G$ satisfies the conditions of 5.1. Also, $G$ is Hamiltonian with energy

$$H(u, \dot{u}) = \frac{1}{2} \|u\|^2 + \frac{1}{2} \langle B^{1/2}u, B^{1/2}u \rangle + V(u)$$

and $H$ is conserved along solutions. Since $V \geq 0$,

$$H(u, \dot{u}) \geq \frac{1}{2} \|u\|^2 + \|B^{1/2}u\|^2.$$ 

The result therefore follows by 5.4.

\[ \blacksquare \]

**Problem 5.5** Instead of $V \geq 0$, assume $V(0) = 0$, $DV(0) = 0$ and $D^2V(0) = 0$. Show that in a neighborhood of (0, 0), solutions are globally defined and remain in a ball about (0, 0). (Hint: Apply Taylor's theorem to
to show that in a neighborhood of \((0,0)\), \(C_1\| (u, \dot{u}) \|^2 \leq H(u, \dot{u}) \leq C_2\| (u, \dot{u}) \|^2 \) for constants \(C_1\) and \(C_2\).

**Problem 5.6 (Regularity)** Let \(B: \mathcal{D}(A^{k-l}) \to \mathcal{D}(A^{k-l})\) is \(C^{l-1}\), \(l = 1, \ldots, k - 1\), where \(\mathcal{D}(A^{k-l})\) has the graph norm. Prove that \(F\) maps \(\mathcal{D}(A^{k-l})\) to itself and is \(C^{k-l}\).

**Problem 5.7 (Singular Case)** Let \(A\) generate a \(C\) semigroup on \(\mathcal{X}\) and let \(\mathcal{D}(A)\) have the graph norm. Suppose \(B: \mathcal{D}(A) \to \mathcal{X}\) is \(C^1\) and the tangent of \(B, TB: (u, v) \mapsto (u, DB(u) \cdot v)\) extends to a \(C^1\) map of \(\mathcal{D}(A) \times \mathcal{X}\) to \(\mathcal{D}(A) \times \mathcal{X}\). Then \(G = A + B\) generates a unique local \(C^1\) flow. (Hint: Apply 5.1 to the operator \(TG(u, v) = (0, v) + TB(u, v)\); the first component of this flow gives the flow of \(G\); cf. Segal [1962].)

We will now give two applications of this theory. The first is to semilinear non-linear wave equations and the second is to a problem of panel flutter. The first is perhaps not directly relevant to elasticity, but it is a topic of current interest and illustrates the methods well. (See Reed [1976] for similar results from a different point of view. For a recent spectacular application of the semilinear theory, see Eardley and Moncrief [1982].)

**5.7 Example (Semilinear Wave Equation)** We consider the following equation for \(\phi(x, t) \in \mathbb{R}\), where \(x \in \mathbb{R}^n\) and \(t \in \mathbb{R}\):

\[
\begin{align*}
\frac{\partial^2 \phi}{\partial t^2} &= \nabla^2 \phi - m^2 \phi - g\phi^p, \\
\phi(x, 0) \text{ and } \dot{\phi}(x, 0) \text{ given}
\end{align*}
\]

where \(p \geq 2\) is an integer and \(g \in \mathbb{R}\) is a constant. (One can also consider this problem on complete Riemannian manifolds, but we stick to \(\mathbb{R}^n\) for simplicity.) To obtain the results, essential use is made of the Sobolev spaces \(H^s(\mathbb{R}^n)\) and the Sobolev inequalities. To obtain global solutions, these inequalities must be applied with care. The relevant facts we need were given in Box 1.1, Section 6.1.

The results for Equation (5) are summarized as follows:

(i) For \(n = 1, 2, m \geq 0, g \geq 0, p\) an odd integer, and \(s \geq 1\), Equation (5) has unique global solutions in \(H^{s+1}(\mathbb{R}^n, \mathbb{R}) \times H^s(\mathbb{R}^n, \mathbb{R})\) for any initial data in this space.

(ii) For \(n = 3, m \geq 0, g \geq 0,\) and \(p = 3\), the conclusion (i) remains valid.

(iii) For \(n = 1, 2, m \geq 0,\) any \(g,\) and any \(p,\) there are unique global solutions as in (i) if the initial data is small enough in \(H^1 \times L^2\) norm. The same holds for \(n = 3\) if \(p \leq 4\).

(iv) For any \(n, m, g, p,\) there are unique solutions local in time in \(H^{s+1}(\mathbb{R}^n, \mathbb{R}) \times H^s(\mathbb{R}^n, \mathbb{R})\) if \(s + 1 > n/2\).

Note: From hyperbolicity arguments (Courant and Hilbert [1962]) it follows that if we start with \(C^\infty\) data with compact support, the solution will be \(C^\infty\) with compact support as well.
To establish (i) and (ii), we use Proposition 5.6 (with a slight modification if \( m = 0 \)), and to prove (iii) we use Problem 5.5, and to prove (iv) we use Theorem 5.1. We shall give the details for case (ii).

First, suppose \( m > 0 \). Then as was discussed in Section 6.3 the Klein–Gordon operator

\[
A = \begin{bmatrix} 0 & I \\ \Delta - m^2 & 0 \end{bmatrix}
\]

is skew-adjoint on \( H^1 \times L^2 \) with the energy norm, which is equivalent to the usual Sobolev norm. We set

\[
V: H^1 \to \mathbb{R}, \quad V(\phi) = \frac{g}{4} \int_{\mathbb{R}^3} \phi^4 \, dx.
\]

Here is the key fact:

**Lemma 1** \( V \) is a well-defined smooth map with derivative

\[
DV(\phi) \cdot \psi = g \int_{\mathbb{R}^3} \phi^3 \psi \, dx.
\]

**Proof** From the Sobolev–Nirenberg–Gagliardo inequality (see Box 1.1), there is a positive constant \( C \) such that for \( \phi \in L^2(\mathbb{R}^3) \),

\[
||\phi||_{L^p} \leq C ||\nabla\phi||_{L^2} ||\phi||_{L^p}^a
\]

for \( 2 \leq p \leq 6 \) and \( a = 3 \cdot (\frac{1}{2} - 1/p) \). In particular, we have the estimate

\[
||\phi||_{L^p} \leq C ||\phi||_{H^1}
\]

for \( 2 \leq p \leq 6 \). The main case, \( p = 6 \), was proved in Proposition 1.16. Taking \( p = 4 \) we see that \( V \) is well defined. Consider

\[
\mathcal{U}: H^1 \times H^1 \times H^1 \times H^1 \to \mathbb{R}, \quad \mathcal{U}(\phi_1, \phi_2, \phi_3, \phi_4) = \int_{\mathbb{R}^3} \left( \prod_{i=1}^4 \phi_i \right) \, dx.
\]

From the Schwartz inequality,

\[
||\mathcal{U}(\phi_1, \phi_2, \phi_3, \phi_4)|| \leq \prod_{i=1}^4 ||\phi_i||_{L^4} \leq C \prod_{i=1}^4 ||\phi_i||_{H^1}.
\]

Hence \( \mathcal{U} \) is a continuous multilinear map; so is \( C^\infty \). Hence \( V \) is as well, and so the lemma follows. \( \blacksquare \)

**Lemma 2** Set \( Y: H^1 \to L^2; Y(\phi) = (-g\phi^3) \). Then \( Y \) is a \( C^\infty \) map and the conditions of Proposition 5.6 hold, with \( A \) as above, \( \mathcal{C} = L^2 \), and \( \nabla V = Y \).

**Proof** Since \( L^6 \subset H^1 \), \( Y \) is well defined. Consider \( \mathcal{Y}: H^1 \times H^1 \times H^1 \to L^2, \mathcal{Y}(\phi_1, \phi_2, \phi_3) = \prod_{i=1}^3 \phi_i \). Then by Hölder's inequality,

\[
||\mathcal{Y}(\phi_1, \phi_2, \phi_3)||_{L^6} \leq \prod_{i=1}^3 ||\phi_i||_{L^6} \leq C \prod_{i=1}^3 ||\phi_i||_{H^1}.
\]

Thus \( \mathcal{Y} \) and hence \( Y \) is smooth.

A straightforward calculation shows that \( \nabla V = Y \). \( \blacksquare \)
That solutions which start in $H^{s+1} \times H^s$ for $s \geq 2$ stay in that space follows by regularity (Problem 5.6). We ask the reader to supply the details.

The case $m = 0$ may be dealt with as follows. Using the usual norm on $H^1 \times L^2$, conservation of energy and $V \geq 0$ implies that $\| \nabla \phi \|_{L^2} + \| \phi \|_{L^2}$ is bounded, say, by $M$. But this implies that $\| \nabla \phi \|_{L^2} + \| \phi \|_{L^2} + \| \dot{\phi} \|_{L^2} \leq M + tM\| \phi_0 \|_{L^2}$, so the $(H^1 \times L^2)$-norm is bounded on finite $t$-intervals. Thus we again get our result.

The result (iv) is perhaps the easiest of all. Indeed, for $s > n/2$, $H^s(\mathbb{R}^n, \mathbb{R})$ is a ring: $\| fg \|_{H^s} \leq C \| f \|_{H^s} \| g \|_{H^s}$, so multiplication is smooth. (See 1.17 in Box 6.1.1.) Therefore, we can apply Theorem 5.1 directly because any polynomial $Y$ on $H^s$ will be smooth.

5.8 Example (Panel Flutter) The linear problem was considered in Box 3.2. (See Figure 6.3.1.) Here we consider the nonlinear problem. The equations are

$$a \dddot{\delta} + v''' - \left\{ \Gamma + \kappa \int_0^1 (v'(t, \xi))^2 \, d\xi + \sigma \int_0^1 (v'(t, \xi) \dot{v}'(t, \xi)) \, d\xi \right\} v''$$

$$+ \rho v' + \sqrt{\rho} \, \dot{\delta} + \ddot{v} = 0. \quad (6)$$

(See Dowell [1975] and Holmes [1977a].) As in Box 3.1, $\cdot = \partial / \partial t, \cdot = \partial / \partial x$, and we have included viscoelastic structural damping terms $\alpha, \sigma$ as well as aerodynamic damping $\sqrt{\rho} \, \dot{\delta}; \kappa$ represents nonlinear (membrane) stiffness, $\rho$ the dynamic pressure, and $\Gamma$ an in-plane tensile load. We have boundary conditions at $x = 0, 1$ that might typically be simply supported ($v = (\dot{\delta} + \alpha v)'' = 0$) or clamped ($v = v' = 0$). To be specific, let us choose the simply supported condition.

To proceed with the methods above, we first write (6) in the form (2), choosing as our basic space $\mathcal{X} = H^2_2([0, 1]) \times L^2([0, 1])$, where $H^2_2$ denotes $H^2$ functions in $[0, 1]$ that vanish at 0, 1. Set $\| (v, \dot{v}) \|_{\mathcal{X}} = (\| \dot{v} \|^2 + \| v'' \|^2)^{1/2}$, where $\| \cdot \|$ denotes the usual $L^2$-norm. This is equivalent to the usual norm because of the boundary conditions. In fact, the two Poincare-type inequalities $\| v' \|^2 \geq \pi^2 \| v \|^2$ and $\| v'' \| \geq \pi^4 \| v \|^2$ may be checked using Fourier series. Define

$$A = \begin{pmatrix} 0 & I \\ C & D \end{pmatrix}, \quad \text{where} \quad \begin{cases} C v = -v''' + \Gamma v'' - \rho v' \\ D \dot{v} = -a \dddot{\delta} - \sqrt{\rho} \, \dot{\delta} \end{cases}. \quad (7)$$

The domain $\mathcal{D}(A)$ of $A$ consists of all pairs $(v, \dot{v}) \in \mathcal{X}$ such that $\dot{v} \in H^2_2, v + \alpha \dot{v} \in H^4$, and $v'' + \alpha \dddot{\delta} = 0$ at $x = 0, 1$. Define the nonlinear operator $B(v, \dot{v}) = (0, [\kappa \| v' \|^2 + \sigma \langle v', \dot{v} \rangle] v'),$ where $\langle \cdot, \cdot \rangle$ denotes the $L^2$ inner product; so (6) can be rewritten as

$$\frac{dx}{dt} = Ax + B(x) \equiv G(x), \quad \text{where} \quad x = (v, \dot{v}) \text{ and } x(t) \in \mathcal{D}(A). \quad (8)$$

By Proposition 3.11 in Box 3.2, Section 6.2, $A$ generates a semigroup on $\mathcal{X}$. In one dimension $H^1$ forms a ring; so as in the previous example, $B: \mathcal{X} \rightarrow \mathcal{X}$ is
a $C^\infty$ mapping bounded on bounded sets. Thus, by Theorem 5.1, Equations (6) generate a local semiflow on $\mathcal{X}$. We claim that this semiflow is global. To see this, we temporarily omit the dissipative terms in (6), namely, we consider

$$v''' = \left\{ \Gamma + \kappa \int_0^1 (v'(t, \xi))^2 \, d\xi \right\} v'' + \ddot{v} = 0.$$ 

As in Problem 3.6, Section 6.3, this is Hamiltonian with

$$H(v, \dot{v}) = \frac{1}{2} || \dot{v} ||^2 + \frac{1}{2} || v'' ||^2 + \frac{\Gamma}{2} || v' ||^2 + \frac{\kappa}{4} || v' ||^4.$$ 

For the full equation (6) we find by a simple calculation that

$$\frac{dH}{dt} = -\rho \langle v', \dot{v} \rangle - \sqrt{\rho} \delta || \dot{v} ||^2 - \alpha || v'' ||^2 - \sigma || (v', \dot{v}) ||^2.$$ 

$$\leq -\rho \langle v', \dot{v} \rangle \leq \rho || v' || || \dot{v} || \leq \frac{1}{2} \rho (|| v' ||^2 + || \dot{v} ||^2).$$ 

For $|| v' ||$ large enough,

$$H(v, \dot{v}) \geq C || (v, \dot{v}) ||^2.$$ 

[Note that $\Gamma$ can be $\leq 0$; write

$$\frac{\Gamma}{2} || v' ||^2 + \frac{\kappa}{4} || v' ||^4 = \frac{\kappa}{4} || v' ||^2 \left( || v' ||^2 + \frac{2\Gamma}{\kappa} \right)$$

to see this.] Thus, for $|| v' ||$ large, hypotheses (i) and (ii) of 5.4 are satisfied, and so we have global solutions. We shall return to this example again in Chapter 7.

**Problem 5.8** (Parks [1966], Holmes and Marsden [1978a]) Let $\bar{H}(v, \dot{v}) = \frac{1}{2}[\sqrt{\rho} \delta || v ||^2 + \alpha || v'' ||^2 + 2\langle v', \dot{v} \rangle + (\sigma/2) || v' ||^4]$ and let $\mathcal{H}(v, \dot{v}) = H(v, \dot{v}) + v\bar{H}(v, \dot{v})$, where $v = (\sqrt{\rho} \delta + \alpha \pi^4)/2$. If $\rho^2 < (\sqrt{\rho} \delta + \alpha \pi^4)^2 \times (\Gamma + \rho^2)$, show that $d\mathcal{H}/dt < 0$ along non-zero solutions. Use 5.5 to show that in these circumstances solutions tend to $(0,0)$ as $t \to +\infty$.

While the above theory does apply to a number of special situations in elasticity involving rod and plate approximations, it does not apply to the "full" theory of nonlinear elasticity, even in one dimension. Here the equations have the form

$$\dot{u} = A(t, u)u + f(t, u) \quad (0 \leq t \leq T, \ u(0) = u_0),$$

(9)

the point being that the linear operator $A$ depends on $u$. For example, one-dimensional elasticity has this form:

$$\frac{\partial}{\partial t} \begin{pmatrix} \phi \\ \phi' \end{pmatrix} = \begin{pmatrix} 0 & I \\ \sigma'(\phi_x) & \frac{\partial^2}{\partial x^2} \end{pmatrix} \begin{pmatrix} \phi \\ \phi' \end{pmatrix}.$$ 

Such equations in which the highest derivatives occur linearly, but possibly multiplied by functions of lower derivatives, are called quasi-linear. The remainder of this section discusses the theory for these equations. This theory began...
with Schauder [1935] with contributions by Petrovskii [1937], Sobolev [1939], Choquet-Bruhat [1952], and many others. However, most of these treatments had a few loose ends, and none proved the continuous dependence on initial data (in the same space $Y$). We shall follow the formulations of Kato [1975b], [1977], and of Hughes, Kato, and Marsden [1977].

The abstract theory for (9) divides into the local theory and the global theory. We begin with a discussion of the local theory. Proofs will be omitted as they are rather technical.

We start from four (real) Banach spaces

$$
\mathcal{Y} \subset \mathcal{X} \subset \mathcal{Z}' \subset \mathcal{Z},
$$

with all the spaces reflexive and separable and the inclusions continuous and dense. We assume that

(\mathcal{Z}') $\mathcal{Z}'$ is an interpolation space between $\mathcal{Y}$ and $\mathcal{Z}$; thus if $U \in \mathcal{B}(\mathcal{Y}) \cap \mathcal{B}(\mathcal{Z})$, then $U \in \mathcal{B}(\mathcal{Z}')$ with $\|U\|_{\mathcal{Z}'} \leq c \max\{\|U\|_{\mathcal{Y}}, \|U\|_{\mathcal{Z}}\}$; $\mathcal{B}(\mathcal{Y})$ denotes the set of bounded operators on $\mathcal{Y}$.

Let $\mathcal{N}(\mathcal{Z})$ be the set of all norms in $\mathcal{Z}$ equivalent to the given one $\| \|_\mathcal{Z}$. Then $\mathcal{N}(\mathcal{Z})$ is a metric space with the distance function

$$
d(\| \|_\mathcal{u}, \| \|_\mathcal{v}) = \log \max \{ \sup_{0 \neq z \in \mathcal{Z}} \| z \|_\mathcal{u} / \| z \|_\mathcal{v}, \sup_{0 \neq z \in \mathcal{Z}} \| z \|_\mathcal{v} / \| z \|_\mathcal{u} \}.\]

We now introduce four functions, $A$, $N$, $S$, and $f$ on $[0, T] \times \mathcal{W}$, where $T > 0$ and $\mathcal{W}$ is an open set in $\mathcal{Y}$, with the following properties:

For all $t, t', \ldots \in [0, T]$ and all $w, w', \ldots \in \mathcal{W}$, there is a real number $\beta$ and there are positive numbers $\lambda_N, \mu_N, \ldots$ such that the following conditions hold:

(N) $N(t, w) \in \mathcal{N}(\mathcal{Z})$, with

$$
d(N(t, w), \| \|_\mathcal{z}) \leq \lambda_N, \quad d(N(t', w'), N(t, w)) \leq \mu_N(t' - t) + \| w' - w \|_\mathcal{z}.
$$

(S) $S(t, w)$ is an isomorphism of $\mathcal{Y}$ onto $\mathcal{Z}$, with

$$
\| S(t, w) \|_{\mathcal{Y}, \mathcal{Z}} \leq \lambda_S, \quad \| S(t, w)^{-1} \|_{\mathcal{Z}, \mathcal{Y}} \leq \lambda'_S, \quad \| S(t', w') - S(t, w) \|_{\mathcal{Y}, \mathcal{Z}} \leq \mu_S(t' - t) + \| w' - w \|_\mathcal{z}.
$$

(A1) $A(t, w) \in \mathcal{G}(\mathcal{Z}_{N(t, w)} 1, \beta)$, where $\mathcal{Z}_{N(t, w)}$ denotes the Banach space $\mathcal{Z}$ with norm $N(t, w)$. This means that $A(t, w)$ is a $C_0$-generator in $\mathcal{Z}$ such that $\| e^{tA(t, w)} z \| \leq e^{\beta t} \| z \|$ for all $t \geq 0$ and $z \in \mathcal{Z}$.

(A2) $S(t, w) A(t, w) S(t, w)^{-1} = A(t, w) + B(t, w)$, where $B(t, w) \in \mathcal{B}(\mathcal{Z})$, $\| B(t, w) \|_\mathcal{Z} \leq \lambda_B$.

(A3) $A(t, w) \in \mathcal{B}(\mathcal{Y}, \mathcal{X})$, with $\| A(t, w) \|_{\mathcal{Y}, \mathcal{X}} \leq \lambda_A$ and $\| A(t, w') - A(t, w) \|_{\mathcal{Y}, \mathcal{Z}} \leq \mu_A \| w' - w \|_\mathcal{z}$ and with $t \mapsto A(t, w) \in \mathcal{B}(\mathcal{Y}, \mathcal{Z})$ continuous in norm.

(f1) $f(t, w) \in \mathcal{Y}$, $\| f(t, w) \|_\mathcal{Y} \leq \lambda_f$, $\| f(t, w') - f(t, w) \|_\mathcal{Z} \leq \mu_f \| w' - w \|_\mathcal{Z}$, and $t \mapsto f(t, w) \in \mathcal{Z}$ is continuous.
Remarks
(i) If \( N(t, w) = \text{const.} = \|x\|, \) condition (N) is redundant. If \( S(t, w) = \text{const.} = S, \) condition (S) is trivial. If both are assumed, and \( \mathcal{X} = \mathcal{Z}' = \mathcal{Z}, \) we have the case of Kato [1975b].
(ii) In most applications we can choose \( \mathcal{Z}' = \mathcal{Z} \) and/or \( \mathcal{Z}' = \mathcal{X}. \)
(iii) The paper of Hughes, Kato, and Marsden [1977] had an additional condition (A4) that was then shown to be redundant in Kato [1977].
(iv) The possibility of dropping (S) and related refinements are discussed in Graff [1981] and Altman [1982].

5.9 Theorem Let conditions (Z'), (N), (S), (A1) to (A3), and (f1) be satisfied. Then there are positive constants \( \rho' \) and \( T' \leq T \) such that if \( u_0 \in \mathcal{Y} \) with \( \|u_0 - y_0\|_\mathcal{Y} \leq \rho' \), then (9) has a unique solution \( u \) on \([0, T']\) with
\[
 u \in C^0([0, T']; \mathcal{W}) \cap C^1([0, T']; \mathcal{X}).
\]
Here \( \rho' \) depends only on \( \lambda_N, \lambda_S, \lambda_S', \) and \( R = \text{dist} (y_0, \mathcal{Y}|\mathcal{W}), \) while \( T' \) may depend on all the constants \( \beta, \lambda_N, \mu_N, \ldots \) and \( R. \) When \( u_0 \) varies in \( \mathcal{Y} \) subject to \( \|u_0 - y_0\|_\mathcal{Y} \leq \rho' \), the map \( u_0 \mapsto u(t) \) is Lipschitz continuous in the \( \mathcal{Z}'-\)norm, uniformly in \( t \in [0, T'] \).

To establish well-posedness, we have to strengthen some of the assumptions. We assume the following conditions:

(\( B \)) \( \|B(t, w') - B(t, w)\|_\mathcal{Z} \leq \mu_B \|w' - w\|_\mathcal{Y}. \)
(\( f2 \)) \( \|f(t, w') - f(t, w)\|_\mathcal{Y} \leq \mu_f \|w' - w\|_\mathcal{Y}. \)

5.10 Theorem Let conditions (Z'), (N), (S), (A1) to (A3), (B), (f1), and (f2) be satisfied, where \( S(t, w) \) is assumed to be independent of \( w. \) Then there is a positive constant \( T'' \leq T' \) such that when \( u_0 \) varies in \( \mathcal{Y} \) subject to \( \|u_0 - y_0\|_\mathcal{Y} \leq \rho' \), the map \( u_0 \mapsto u(t) \) given by Theorem 5.9 is continuous in the \( \mathcal{Y}-\)norm, uniformly in \( t \in [0, T''] \).

As in Kato [1975b], one can prove a similar continuity theorem when not only the initial value \( u_0 \) but also the functions \( N, A, \) and \( f \) are varied; that is, the solution is "stable" when the equations themselves are varied. Variation of \( S \) is discussed in Graff [1981]. In summary, Theorem 5.10 guarantees the existence of (locally defined) evolution operators \( F_{t, z}: \mathcal{Y} \to \mathcal{Y} \) that are continuous in all variables.

The idea behind the proofs of the Theorems 5.9 and 5.10 is to fix a curve \( \nu(t), \) in \( \mathcal{Y} \) satisfying \( \nu(0) = u_0 \) and let \( u(t) \) be the solution of the "frozen coefficient problem"
\[
 \dot{u} = A(t, \nu)u + f(t, \nu), \quad u(0) = u_0,
\]
which is guaranteed by linear theory (Kato [1970], [1973]). This defines a map \( \Phi: \nu \mapsto u \) and we look for a fixed point of \( \Phi. \) In a suitable function space and for \( T' \) sufficiently small, \( \Phi \) is in fact a contraction, so has a unique fixed point.

However, it is not so simple to prove that \( u \) depends continuously on \( u_0 \) and detailed estimates from the linear theory are needed. The proof more or less
has to be delicate since the dependence on \( u_0 \) is not locally Lipschitz in general. For details of these proofs, we refer to Kato [1975b, 1977] and Hughes, Kato, and Marsden [1977]. The continuous dependence of the solution on \( u_0 \) leads us to investigate if it is smooth in any sense. This is important in Hamiltonian systems, as we saw in Proposition 3.4, Chapter 5. This is explored in Box 5.1 below.

Next we give some specific systems to which 5.10 applies. These will be non-linear versions of first-order symmetric hyperbolic systems and second-order hyperbolic systems. Each of these applies to nonlinear elasticity; to verify the hypotheses (details of which are omitted) one uses the linear theory presented in Theorems 3.1 (for the second-order version) and 3.19 of Section 6.3. We shall treat these equations in all of \( \mathbb{R}^n \) as the machinery needed for boundary value problems is yet more complex (see Kato [1977] and Box 5.2 below).

5.11 Example (Quasi-linear Symmetric Hyperbolic Systems) Consider the equation

\[
a_0(t, x, u) \frac{\partial u}{\partial t} = \sum_{j=1}^{m} a_j(t, x, u) \frac{\partial u}{\partial x^j} + a(t, x, u). \tag{10}
\]

for \( x \in \mathbb{R}^n, t \in \mathbb{R}, u(t, x) \in \mathbb{R}^N \), and \( a_j, a \) real \( N \times N \) matrices. We assume:

(i) \( s > \frac{1}{2}m + 1 \) and \( a_0, a \) are of class \( C^{s+1} \) in the variables \( t, x, u \) (possibly locally defined in \( u \));
(ii) there are constant matrices \( a_j^*, a^* \) such that

\[
a_j - a_j^*, a - a^* \in C([0, T], H^0(\mathbb{R}^n) \cap L^\infty([0, T], H^s(\mathbb{R}^n)))
\]

\( (j = 0, 1, \ldots, m) \),

\[
a_0 - a_0^* \in \text{Lip}([0, T], H^{s-1}(\mathbb{R}^n)),
\]

locally uniformly in \( u \);
(iii) \( a_j, (j = 0, \ldots, m) \) are symmetric;
(iv) \( a_0(t, x, u) \geq cI \) for some \( c > 0 \) for all \( x \) and locally in \( t, u \).

Under these conditions, the hypotheses of Theorem 5.10 hold with

\[
X = H^{s-1}(\mathbb{R}^n), \quad Y = H^s(\mathbb{R}^n), \quad Z = Z' = L^2(\mathbb{R}^n),
\]

\[
S = (1 - \Delta)^{s/2}, \quad A = a_0^{-1} \left( \sum_{j=1}^{m} a_j \frac{\partial}{\partial x^j} + a \right).
\]

Thus (10) generates a unique continuous evolution system \( F_{t,s} \) on \( Y \).

5.12 Example (Second-order Quasi-linear Hyperbolic Systems) Consider the equation

\[
a_{00}(t, s, u, \nabla u) \frac{\partial^2 u}{\partial t^2} = \sum_{i,j=1}^{m} a_{ij}(t, x, u, \nabla u) \frac{\partial^2 u}{\partial x^i \partial x^j} + 2 \sum_{i=1}^{m} a_{0i}(t, x, u, \nabla u) \frac{\partial^2 u}{\partial t \partial x^i} + a(t, x, u, \nabla u). \tag{11}
\]
Here
\[ \nabla u = \left( \frac{\partial u}{\partial x^1}, \ldots, \frac{\partial u}{\partial x^m}, \frac{\partial u}{\partial t} \right). \]

We assume:

(i) \( s > (m/2) + 1 \) and \( a_{\alpha \beta}, a \) are of class \( C^{s+1} \) in all variables (possibly locally defined in \( u \));
(ii) there are constant matrices \( a_{\alpha \beta}^\infty, a^\infty \) such that
\[ a_{\alpha \beta} - a_{\alpha \beta}^\infty, a - a^\infty \in \text{Lip}([0, T]; H^{s-1}(\mathbb{R}^m)) \subset L^\infty([0, T]; H^s(\mathbb{R}^m)), \]
locally uniformly in \( u \);
(iii) \( a_{\alpha \beta} \) is symmetric;
(iv) \( a_{00}(t, x, u) \geq cI \) for some \( c > 0 \);
(v) strong ellipticity. There is an \( \varepsilon > 0 \) such that
\[ \sum_{i,j=1}^m a_{ij}(t, x, u)\xi^i \xi^j \geq \varepsilon \left( \sum_{j=1}^m [\xi^j]^2 \right) \]
(a matrix inequality) for all \( \xi = (\xi^1, \ldots, \xi^m) \in \mathbb{R}^m, x \in \mathbb{R}^m \), and locally in \( t, u \).

Under these conditions, Theorem 5.10 holds with
\[ \mathfrak{X} = H^s(\mathbb{R}^m) \times H^{s-1}(\mathbb{R}^m), \]
\[ \mathfrak{Z} = \mathfrak{Z}' = H^1(\mathbb{R}^m) \times H^0(\mathbb{R}^m), \]
\[ \mathfrak{Y} = H^{s+1}(\mathbb{R}^m) \times H^s(\mathbb{R}^m), \]
\[ S = (1 - \Delta)^{s/2} \times (1 - \Delta)^{s/2}, \]
\[ A(t) = \begin{pmatrix} 0 & I \\ \left( a_{00}^{-1} \left[ \sum a_{ij} \frac{\partial^2}{\partial x^i \partial x^j} \right] \right) & a_{00}^{-1} \left[ 2 \sum a_{0j} \frac{\partial}{\partial x^j} \right] \end{pmatrix}. \]

Thus (11) generates a unique continuous evolution system on \( \mathfrak{Y} \).

From either 5.11 or 5.12 we conclude that the equations of nonlinear elastodynamics generate a unique continuous local evolution system on the space of \( \phi, \dot{\phi} \), which are sufficiently smooth; \( \phi \) is at least \( C^2 \) and \( \dot{\phi} \) is \( C^1 \).

There are several difficulties with theorems of this type: (A). The existence is only local in time. (B). The function spaces are too restrictive to allow shocks and other discontinuities.

With regard to (A), some global results for (11) have been proved by Klainermann [1978] (and simplified by Shatah [1982]) in four or higher dimensions for small initial data. However, these global properties are not true in three dimensions (John [1979]). Much work has been done on (B), but the success is very limited. In fact, the problem in one dimension is not settled. Simple dissipative mechanisms sometimes relieve the situation, as is discussed below.

A few selected topics of current interest related to difficulties (A) and (B) are as follows:
1. Lax [1964] proved the non-existence of global smooth solutions to

$$u_{tt} = \sigma(u_x)_x$$  \hspace{1cm} (12)$$

assuming that \(\sigma''\) never vanishes. Equation (12) is studied by writing it as a system of conservation laws:

$$\begin{cases}
w_t = v_x \\
v_t = \sigma(w)_x
\end{cases}$$

where \(w = u_x\) and \(v = u_t\).

2. The assumption \(\sigma'' \neq 0\) is unrealistic for nonlinear elasticity. Indeed it is reasonable that a stress-strain function \(\sigma(u_x)\) should satisfy \(\sigma(p) \to +\infty\) as \(p \to +\infty\) and \(\sigma(p) \to -\infty\) as \(p \to 0^+\). Strong ellipticity is the assertion that \(\sigma'(p) > \epsilon > 0\). This does not imply that \(\sigma''\) never vanishes. This hypothesis was overcome by MacCamy and Mizel [1967] under realistic conditions on \(\sigma\) for the displacement problem on \([0, 1]\) (representing longitudinal displacements of a bar). These results have been improved by Klainermann and Majda [1980] who show that singularities develop in finite time for arbitrarily small initial data under rather general hypotheses. The results are still, however, one dimensional.

3. A general existence theorem for weak solutions of (12) was proved by Glimm [1965] and Dafermos [1973]. The crucial difficulty is in selecting out the "correct" solution by imposing an entropy condition. This problem has been recast into the framework of nonlinear contractive semigroups by several authors, such as Quinn [1971] and Crandall [1972].

Glimm constructed solutions in the class of functions of bounded variation by exploiting the classical solution to the Riemann problem for shocks. The proof that the scheme converges involves probabilistic considerations. DiPerna [1982], using ideas of Tartar [1979], obtains solutions in \(L^\infty\) as limits of solutions of a viscoelastic problem as the viscosity tends to zero. DiPerna's results involve acceptable hypotheses on the stress \(\sigma\) and impose correct entropy conditions on the solutions. (The solutions are not known to be of bounded variation).

4. Much has been done on equations of the form (12) with a dissipative mechanism added on. For example, viscoelastic-type dissipation is considered in MacCamy [1977], Matsumura and Nishida [1980] and Potier–Ferry [1980] and thermoeleastic dissipation is considered in Coleman and Gurtin [1965] and Slemrod [1981]. It is proved that smooth initial data with small norm has a global solution. Dafermos [1982], using the ideas in Andrews [1980], shows smooth, global existence for arbitrarily large initial data for thermoviscoelasticity.

5. The viscoelastic equations \(u_{tt} = \sigma(u_x)_x + u_{xxxt}\) without the assumption of strong ellipticity are shown to have unique global weak solutions in Andrews [1980]. This is of interest since, as we mentioned in the previous section, a \(\sigma\) without the restriction \(\sigma' > 0\) may be relevant to phase transitions.
Box 5.1 **Differentiability of Evolution Operators**

This box gives an abstract theorem which shows that in some sense the evolution operators $F_t$ for a system of the type (1)' are differentiable. This is of interest for quasi-linear systems and applies, in particular, to the situation of 5.10. For semilinear systems, $F_t$ is smooth in the usual sense, as we already proved in Theorem 5.1. However, the example $u_t + uu_x = 0$ shows that $F_t: H^s \rightarrow H^s$ is not even locally Lipschitz, although $F_t: H^s \rightarrow H^{s+1}$ is differentiable (see Kato [1975a]), so the situation is more subtle for quasi-linear hyperbolic systems. Despite this, there is a notion of differentiability that is adequate for Proposition 3.4, Chapter 5, for example. For quasi-linear parabolic systems, the evolution operator will be smooth in the usual sense. For more details, see Marsden and McCracken [1976], Dorroh and Graff [1979], and Graff [1981].

First, we give the notion of differentiability appropriate for the generator. Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces with $\mathcal{Y} \subset \mathcal{X}$ continuously and densely included. Let $\mathcal{U} \subset \mathcal{Y}$ be open and $f: \mathcal{U} \rightarrow \mathcal{X}$ be a given mapping. We say $f$ is *generator-differentiable* if for each $x \in \mathcal{U}$ there is a bounded linear operator $Df(x): \mathcal{Y} \rightarrow \mathcal{X}$ such that

$$
\frac{\| f(x + h) - f(x) - Df(x) \cdot h \|_\mathcal{X}}{\| h \|_\mathcal{Y}} \rightarrow 0
$$

as $\| h \|_\mathcal{Y} \rightarrow 0$. If $f$ is generator-differentiable and $x \mapsto Df(x) \in \mathcal{B}(\mathcal{Y}, \mathcal{X})$ is norm continuous, we call $f$ *$C^1$ generator-differentiable*. Notice that this is stronger than $C^1$ in the Fréchet sense. If $f$ is generator-differentiable and

$$
\| f(x + h) - f(x) - Df(x) \cdot h \|_\mathcal{X} \| h \|_\mathcal{Y}
$$

is uniformly bounded for $x$ and $x + h$ in some $\mathcal{Y}$ neighborhood of each point, we say that $f$ is *locally uniformly generator-differentiable*.

Most concrete examples can be checked using the following proposition:

**5.13 Proposition** Suppose $f: \mathcal{U} \subset \mathcal{Y} \rightarrow \mathcal{X}$ is of class $C^2$, and locally in the $\mathcal{Y}$ topology

$$
x \mapsto \frac{\| D^2f(x)(h, h) \|_\mathcal{X}}{\| h \|_\mathcal{Y} \| h \|_\mathcal{X}}
$$

is bounded. Then $f$ is locally uniformly $C^1$ generator-differentiable.

This follows easily from the identity

$$
f(x + h) - f(x) - Df(x) \cdot h = \int_0^1 \int_0^1 D^2f(x + s\theta h)(h, h) \, ds \, dt.
$$
Next, we turn to the appropriate notion for the evolution operators. A map \( g: \mathcal{U} \subset \mathcal{Y} \rightarrow \mathcal{X} \) is called \textit{flow-differentiable} if it is generator-differentiable and \( Dg(x) \), for each \( x \in \mathcal{U} \), extends to a bounded operator \( \mathcal{X} \to \mathcal{X} \). Flow-differentiable maps obey a chain rule. For example, if \( g_1: \mathcal{Y} \rightarrow \mathcal{Y} \), \( g_2: \mathcal{Y} \rightarrow \mathcal{Y} \) and each is flow-differentiable (as maps of \( \mathcal{Y} \) to \( \mathcal{X} \)) and are continuous from \( \mathcal{Y} \) to \( \mathcal{Y} \), then \( g_2 \circ g_1 \) is flow-differentiable with, of course,

\[
D(g_2 \circ g_1)(x) = Dg_2(g_1(x)) \cdot Dg_1(x).
\]

The proof of this fact is routine. In particular, one can apply the chain rule to \( F_{t,s} \circ F_{s,r} = F_{t,r} \) if each \( F_{t,s} \) is flow-differentiable. Differentiating this in \( s \) at \( s = r \) gives the backwards equation:

\[
\frac{\partial}{\partial s} F_{t,s}(x) = -DF_{t,s}(x) \cdot G(x).
\]

Differentiation in \( r \) at \( r = s \) gives

\[
DF_{t,s}(x) \cdot G(x) = G(F_{t,s}(x)),
\]

the flow invariance of the generator.

**Problem 5.9** Use the method of Proposition 2.7, Section 6.2 to show that integral curves are unique if (1)' has an evolution operator that is flow-differentiable.

For the following theorem we assume these hypotheses: \( \mathcal{Y} \subset \mathcal{X} \) is continuously and densely included and \( F_{t,s} \) is a continuous evolution system on an open subset \( \mathcal{D} \subset \mathcal{Y} \) and is generated by a map \( G(t): \mathcal{D} \rightarrow \mathcal{X} \). Also, we assume:

1. \((H_1)\) \( G(t): \mathcal{D} \subset \mathcal{Y} \rightarrow \mathcal{X} \) is locally uniformly \( C^1 \) generator-differentiable. Its derivative is denoted \( D_x G(t, x) \) and is assumed strongly continuous in \( t \).
2. \((H_2)\) For \( x \in \mathcal{D} \), \( s \geq 0 \), let \( T_{x,s} \) be the lifetime of \( x \) beyond \( s \): that is, \( T_{x,s} = \sup \{ t \geq s \mid F_{t,s}(x) \text{ is defined} \} \). Assume there is a strongly continuous linear evolution system \( \{ U^{x,s}(\tau, \sigma) \mid 0 \leq \sigma \leq \tau \leq T_{x,s} \} \) in \( \mathcal{X} \) whose \( \mathcal{X} \)-infinitesimal generator is an extension of \( \{ D_x G(t, F_{t,s}x) \in B(\mathcal{Y}, \mathcal{X}) \mid 0 \leq t \leq T_{x,s} \} \); that is, if \( y \in \mathcal{Y} \), then

\[
\frac{\partial}{\partial \tau} U^{x,s}(\tau, \sigma) \cdot y \bigg|_{\sigma = \tau} = D_x G(\tau, F_{\tau,s}(x)) \cdot y.
\]

(Sufficient conditions for (H2) are given in Kato [1973].)
5.14 Theorem  Under the hypotheses above, $F_{t,s}$ is flow-differentiable at $x$ and, in fact,

$$DF_{t,s}(x) = U^{x,s}(t, s).$$

Proof Define $\varphi(x, y) = \varphi(t, x, y)$ by

$$G(t, x) - G(t, y) = D_x G(t, y) \cdot (x - y) + \| x - y \| \varphi(x, y)$$

(or zero if $x = y$) and notice that by local uniformity, $\| \varphi(t, x, y) \|_\infty$ is uniformly bounded if $x$ and $y$ are $\mathcal{Y}$-close. By joint continuity of $F_{t,s}(x)$, for $0 < t < T_{x,s}, \| \varphi(t, F_{t,s}(y), F_{t,s}(x)) \|_\infty$ is bounded for $0 \leq s \leq T$ if $\| x - y \|_\mathcal{Y}$ is sufficiently small.

By construction, we have the equation

$$\frac{d}{dt} F_{t,s}(x) = G[F_{t,s}(x)] \quad (0 \leq s \leq t \leq T_{x,s}, x \in \mathcal{D}).$$

Let $w(t, s) = F_{t,s}(y) - F_{t,s}(x)$ so that

$$\frac{\partial w(t, s)}{\partial t} = G(t, F_{t,s}(y)) - G(t, F_{t,s}(x))$$

$$= D_x G(t, F_{t,s}(x)) w(t, s) + \| w(t, s) \|_\infty \varphi(t, F_{t,s}(y), F_{t,s}(x)).$$

Since $D_x G(t, F_{t,s}(x)) \cdot w(t, s)$ is continuous in $t, s$ with values in $\mathcal{X}$, and writing $U = U^{x,s}$, we have the backwards differential equation:

$$\frac{\partial}{\partial \sigma} U(t, \sigma)w(\sigma, s) = U(t, \sigma) \frac{\partial w(\sigma, s)}{\partial \sigma} - U(t, \sigma) D_x G(\sigma, F_{\sigma,s}(x)) \cdot w(\sigma, s)$$

$$= U(t, \sigma) \| w(\sigma, s) \|_\infty \varphi(\sigma, F_{\sigma,s}(y), F_{\sigma,s}(x)).$$

Hence, integrating from $\sigma = s$ to $\sigma = t$,

$$w(t, s) = U(t, s)(y - x) + \int_s^t U(t, \sigma) \| w(\sigma, s) \|_\infty \varphi(\sigma, F_{\sigma,s}(y), F_{\sigma,s}(x)) \, d\sigma.$$  

Let $\| U(t, \sigma) \|_{\mathcal{X}, \mathcal{X}} \leq M$, and $\| \varphi(\sigma, F_{\sigma,s}(y), F_{\sigma,s}(x)) \|_{\mathcal{X}} \leq M_2$, $(0 \leq s \leq \sigma \leq \tau \leq T)$. Thus, by Gronwall's inequality,

$$\| w(t, s) \|_{\mathcal{X}} \leq M_1 e^{M_1 M_2 T} \| y - x \|_{\mathcal{X}} = M_3 \| y - x \|_{\mathcal{X}}.$$

In other words,

$$\| F_{t,s}(y) - F_{t,s}(x) - U(t, s)(y - x) \|_{\mathcal{X}}$$

$$\leq M_1 e^{M_1 M_2 T} \| y - x \|_{\mathcal{X}} \| \varphi(\sigma, F_{\sigma,s}(y), F_{\sigma,s}(x)) \|_{\mathcal{X}} \, d\sigma.$$  

From the Lebesgue bounded convergence theorem, we conclude that $F_{t,s}$ is flow-differentiable at $x$ and $DF_{t,s}(x) = U(t, s); (\varphi(t, F_{t,s}(y), F_{t,s}(x))$ is strongly measurable in $s$ since $\varphi(x, y)$ is continuous for $x \neq y.$)  

Box 5.2 Remarks on Continuity in the Initial Data for the Initial Boundary Value Problem for Quasi-linear Systems

As stated, Example 5.12 applies only to an elastic body filling all of space. For the initial boundary value problem, Kato [1977] has shown local existence and uniqueness, but the continuous dependence on the initial data is still not known. The method is to replace $\mathfrak{Y}$ by the domain of a power of $A$, such as $A^3$. The major complication that needs to be dealt with is the compatibility conditions and the possibility that the domains of powers of $A$ will be time dependent, even though that of $A$ is not. All of this is caused by the degree of smoothness required in the methods and the dependence of $A$ on $u$.

We shall now sketch a method that may be used in proving the continuous dependence in certain cases. Write the equations this way:

$$\dot{u} + \mathfrak{U}(u) = 0, \quad u_0 = \phi,$$

where $\mathfrak{U}(u) = A(u) \cdot u$ and we have dropped the term $f(u)$ for simplicity. Suppose that the boundary conditions are written $B(u) = 0$, $u \in \mathcal{D}(\mathfrak{U})$.

If we seek solutions in the domain of $[A(u)]^3$, then the compatibility conditions for the initial data are obtained by differentiating $B(u) = 0$ twice:

(i) $B(\phi) = 0$;
(ii) $B'(\phi) \cdot \mathfrak{U}(\phi) = 0$;
(iii) $B''(\phi) \cdot (\mathfrak{U}(\phi), \mathfrak{U}(\phi)) + B'(\phi) \cdot \mathfrak{U}'(\phi) \cdot \mathfrak{U}(\phi) = 0$.

The difficulty is that even if $B(\phi) = 0$ are linear boundary conditions, this is a nonlinear space of functions in which we seek the solution. Let $C$ denote the space of functions satisfying the compatibility conditions. It seems natural to try to show $C$ is a smooth manifold. We assume $B$ itself is linear for simplicity and assume our function spaces are Hilbert spaces, so closed subspaces will split.

5.15 Proposition Let $\phi \in C$ and assume:

(a) $B$ is surjective;
(b) the linear boundary value problem

$$\mathfrak{U}'(\phi) \cdot \psi = \rho, \quad B \cdot \psi = 0,$$

has a solution $\psi$ for any $\rho$; and

---

20M. Ortiz has pointed out to us that this result may also be provable using product formula methods. C. Dafermos has noted that for the second order hyperbolic case, which includes elasticity, classical energy and elliptic estimates may give the result.
(c) the linear boundary value problem
\[ \mathcal{A}'(\phi)(\mathcal{A}(\phi), \psi) + \left( \mathcal{A}'(\phi) \right)^2 \psi = \rho \quad B \cdot \psi = 0, \]
\[ B \cdot \mathcal{A}'(\phi) \cdot \psi = 0 \]
has a solution \( \psi \) for any \( \rho \).

Then \( C \) is a smooth manifold in the neighborhood of \( \phi \).

**Proof** Let \( C_1 = \text{Ker} \ B \), the “first” boundary conditions. Map \( \phi \in C_1 \mapsto B(\phi) \cdot \mathcal{A}(\phi) = B \cdot \mathcal{A}(\phi) \).

This has derivative at \( \phi \) given by \( \psi \mapsto B \cdot \mathcal{A}'(\phi) \cdot \mathcal{A}(\phi) \). Since \( B \) is surjective and \( \mathcal{A}'(\phi) \): Ker \( B \rightarrow \) (range space) is surjective by (b), this map has a surjective derivative, so \( C_2 = \{ \phi \in C_1 \mid B \cdot \mathcal{A}(\phi) = 0 \} \) is a submanifold of \( C_1 \) with tangent space \( T_{\phi} C_2 = \{ \psi : B \psi = 0 \text{ and } B \cdot \mathcal{A}'(\phi) \cdot \psi = 0 \} \), by the implicit function theorem.

Finally, map \( C_2 \rightarrow \) (range space), \( \phi \mapsto B \cdot \mathcal{A}'(\phi) \cdot \mathcal{A}(\phi) \), which has the derivative \( \psi \mapsto B \cdot \mathcal{A}'(\phi)(\mathcal{A}(\phi), \psi) + \left( \mathcal{A}'(\phi) \right)^2 \psi \). Thus, by assumption (c), this is surjective on \( T_{\phi} C_2 \). Thus,

\[ C_3 = \{ \phi \in C_2 \mid B \cdot \mathcal{A}(\phi) \cdot \mathcal{A}(\phi) = 0 \} = C \]
is a submanifold by the implicit function theorem. \( \blacksquare \)

We want to solve
\[ \frac{du}{dt} + \mathcal{A}(u) = 0 \]
for \( u(t) \in C \) with a given initial condition \( \phi \in C \). To do so, we can use the local diffeomorphism
\[ \Phi : C \rightarrow \) (linear space) = \( \gamma, \]
with \( \Phi(\phi) = \phi \) mapping a neighborhood of \( \phi \) in \( C \) to a ball about \( \phi \) in a linear space obtained from the proof above. (So \( \Phi \) is only defined implicitly.) Let \( v = \Phi(u) \). Thus
\[ \frac{dv}{dt} = \Phi'(u) \frac{du}{dt} = \Phi'(\Phi^{-1}(v)) \cdot (-\mathcal{A}(\Phi^{-1}(v))), \]
so \( v \) satisfies the modified equation
\[ \frac{dv}{dt} + \tilde{\mathcal{A}}(v) = 0, \]
where \( \tilde{\mathcal{A}}(v) = \Phi'(\Phi^{-1}(v)) \cdot \mathcal{A}(\Phi^{-1}(v)) \). (In geometry notation, \( \tilde{\mathcal{A}} = \Phi_\ast \mathcal{A} \).) If the modified problem is well-posed, then clearly the original one is as well. We can choose \( Y = \{ \psi \mid B \psi = 0, B \cdot \mathcal{A}'(\phi) \cdot \psi = 0 \} \) and
Let $B \cdot [U''(\phi)(\mathbb{U}(\phi), \psi) + (U'\phi)^2 \psi] = 0$ and let $\Phi$ be the projection of $C$ onto $Y$; see Figure 6.5.1.

Now let $\mathbb{U}$ have the form $\mathbb{U}(u) = A(u) \cdot u$. Since $\Phi$ is a linear projection, the equation

$$\mathbb{U}(v) = \Phi \cdot A(\Phi^{-1}(v)) \cdot \Phi^{-1}(v)$$

is still quasi-linear. It seems reasonable to ask that the abstract quasi-linear Theorem 5.11 applies to the new system $\mathbb{U}$. If it does, then continuous dependence for the initial boundary value problem follows.

**Box 5.3 Remarks on Incompressible Elasticity**

In Example 4.6 Section 5.4 we remarked that the configuration space for incompressible elasticity is $C_{vol}$, the deformations $\phi$ with $J = 1$. (This requires careful interpretation if $\phi$ is not $C^1$.) The equations of motion are modified by replacing the first Piola–Kirchhoff stress $P_a^A = \rho_{Ref}(\partial W/\partial F^a_A)$ by $\rho_{Ref}(\partial W/\partial F^a_A) + J p(F^{-1})_a^A$, where $p$ is a scalar function to be determined by the condition of incompressibility. A fact discovered by Ebin and Marsden [1970] is that this extra term $P_{\text{pressure}}(\phi, \phi) = J p(F^{-1})$ in material coordinates is a $C^\infty$ function of $(\phi, \phi)$ in the $H^s \times H^s$ (and hence $H^{s+1} \times H^s$) topology. (In fact, there is one order of smoothing in the $H^{s+1} \times H^s$ topology; see also Cantor [1975b].) This remark enables one to deduce that in all of space the equations of incompressible elasticity are well-posed as a consequence of that for the compressible equations. (One can use, for example, Marsden
[1981] for this, or the abstract Theorem 5.10.) Again the boundary value problem requires further technical requirements.

The smoothness (as a function of $\phi$) of the pressure term $P_{\text{pressure}}$ in the stress seems not to have been exploited fully. For example, it may help with studies of weak (Hopf) solutions in fluid mechanics. In particular, it may help to prove additional regularity or uniqueness of these solutions. In general (as has been emphasized by J. Ball) it is a good idea in fluid mechanics not to forget that material coordinates could be very useful and natural in studies of existence and uniqueness.

We conclude with a few remarks on the incompressible limit, based on Rubin and Ungar [1957], Ebin [1977], and Klainerman and Majda [1981]. If the "incompressible pressure" $p$ is replaced by a constitutive law $p_k(\rho)$, where $(dp_k/d\rho) = k$, so $1/k$ is the compressibility, then a potential $V_k$ is added to our Hamiltonian which has the property:

$$V_k(\phi) = 0 \text{ if } \phi \in \mathcal{C}_{\text{vol}} \text{ and } V_k(\phi) \to \infty \text{ as } k \to +\infty$$

if $\phi \notin \mathcal{C}_{\text{vol}}$.

In such a case, it is intuitively clear from conservation of energy that this ought to force compressible solutions with initial data in $\mathcal{C}_{\text{vol}}$ to converge to the incompressible solutions as $k \to \infty$.

Such convergence in the linear case can be proved by the Trotter–Kato theorem (see Section 6.2). Kato [1977] has proved analogues of this for non-linear equations that, following Theorem 5.10, are applicable to nonlinear elastodynamics. These approximation theorems may now be used in the proofs given by Ebin [1977]. Although all the details have not been checked, it seems fairly clear that this method will enable one to prove the convergence of solutions in the incompressible limit, at least for a short time. (See Klainerman and Kohn [1982].)

We also mention that the smoothness of the operator $P_{\text{pressure}}$ and the convergence of the constraining forces as $k \to \infty$ should enable one to give a simple proof of convergence of solutions of the stationary problem merely by employing the implicit function theorem. Rostamian [1978] gives some related results.

**Problem 5.10** Formulate the notion of the "rigid limit" by considering $\text{SO}(3) \subset \mathcal{C}$ and letting the rigidity $\to \infty$.

**Problem 5.11** A compressible fluid may be regarded as a special case of elasticity, with stored energy function $W(F) = h(\det F)$, where $h$ is a strictly convex function.

(a) Show that the first Piola–Kirchhoff stress is $P = h'(\det F) \operatorname{adj} F$ (or $\sigma = h'(\det F)I$) and the elasticity tensor is
A = h''(\det F) \text{adj} F \otimes \text{adj} F + h'(\det F) \cdot \frac{\partial (\text{adj} F)}{\partial F}.

(b) Show explicitly in two dimensions using suitable coordinates, that A is not strongly elliptic.

(c) Despite (b), show that the equations are locally well-posed by using Ebin [1977] or a direct argument to check the abstract hypotheses of 5.9 and 5.10.

Box 5.4 Summary of Important Formulas for Section 6.5

Semiflow on \( Y \)

Autonomous: \( F_t: Y \to Y; F_0 = \text{Identity}, F_{t+s} = F_t \circ F_s \)

Time-dependent: \( F_{t,s}: Y \to Y; F_{t,s} = \text{Identity}, F_{t,s} = F_{t,t} \circ F_{s,t} \)

Generator

\[
\frac{d}{dt} F_t(x) = G(F_t(x)) \quad (\text{autonomous})
\]

\[
\frac{d}{dt} F_{t,s}(x) = G(F_{t,s}(x), t) \quad (\text{time-dependent})
\]

Variation of Constants Formula

If \( \frac{du}{dt} = Au + f(t) \), then \( u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}f(s) \, ds \).

Semilinear Equations

If \( A \) is a linear generator on \( X \) and \( B: X \to X \) is \( C^\infty \), then \( G(x) = Ax + B(x) \) generates a smooth local semiflow on \( X \). If an a priori bound for \( ||B(x)|| \) can be found, the semiflow is global.

Panel Flutter

The equations

\[
\alpha \ddot{v}''' + v''' - (\Gamma + \kappa ||v'||_{L^2} + \sigma \langle \dot{v}', \dot{v}' \rangle_{L^2})v'' + \rho v' + \sqrt{\rho} \delta \dot{v} + \ddot{v} = 0
\]

with boundary conditions

\( v = (\delta + \alpha v)''' = 0 \) at \( x = 0, 1 \)

generate a unique smooth global semiflow on \( H_0^2 \times L^2 \).

Quasilinear Equations

Hyperbolic (symmetric first-order or strongly elliptic second-order) systems define local flows on spaces of sufficiently smooth functions.
The evolution operators are differentiable in the technical sense of “flow differentiability.”

Little is known about global solutions for quasi-linear equations, although some results that necessarily involve entropy conditions are known in one dimension.

6.6 THE ENERGY CRITERION

The energy criterion states that minima of the potential energy are dynamically stable. A major problem in elasticity (that is not yet settled) is to find conditions appropriate to nonlinear elasticity under which this criterion can be proved as a theorem. The purpose of this section is to discuss some of what is known about the problem for nonlinear elasticity. The linearized case has been discussed in Theorem 3.5. There are both positive and negative results concerning the criterion for nonlinear elasticity; examples discussed below show that the criterion is probably false as a sweeping general criterion; but there are theorems to indicate that these counterexamples can be eliminated with reasonable hypotheses.

The energy criterion has been extensively discussed in the literature. It seems to have first been explicitly recognized as a genuine difficulty by Koiter [1945], [1965b], [1976a], although it has been very successfully used in engineering for much longer. Relevant mathematical theory is closely related to bifurcation theory and goes back at least to Poincaré [1885]. A detailed account of the history and basic results available up until 1973 are contained in Knops and Wilkes [1973], which should be consulted by any readers who have a serious interest in pursuing this subject. Some of the other more recent references that are important are (chronologically): Ericksen [1966a, b], Coleman [1973], Naghdi and Trapp [1973], Knops, Levine, and Payne [1974], Gurtin [1975], Payne and Sattinger [1975], Mejibro [1976], Ball, Knops, and Marsden [1978], Knops and Payne [1978], Ball and Marsden [1980], and Ball [1982]. There are many references that deal with stability in the context of bifurcation theory such as Ziegler [1968] and Thompson and Hunt [1973]; these aspects will be discussed in Chapter 7.

The difficulties with the energy criterion for conservative infinite-dimensional quasi-linear systems may be genuine ones. Some possible alternatives are:

(i) Use some kind of averaging technique to mask the higher frequency motions, thereby making semilinear techniques applicable (see 6.10 below). As far as we know this possibility has not been explored.

(ii) Employ a dissipative mechanism in addition to a conservative minimum of the potential. It is possible that a suitable mechanism will move the
spectrum into the left half-plane so that Liapunov's theorem (4.10, Chapter 7) becomes applicable. In Potier-Ferry [1980] this is established for viscoelasticity of Kelvin-Voigt type, as in Proposition 3.12, Section 6.3, generalizing the work of Dafermos [1969, 1976] for a dissipative mechanism of thermal type, see Slemrod [1981]. For both thermal and viscous dissipation, see Dafermos [1982].

The contents of this section are as follows.

1. First we give (in 6.3) sufficient conditions for validity of the energy criterion. This involves the notion of a potential well.
2. The applicability of this theorem to elasticity is then criticized and examples are presented to show that it is at best difficult to satisfy the hypotheses.
3. A positive result is proved showing that potential wells can be obtained in $W^{1,p}$ (spaces in which the existence of dynamics is questionable).
4. Semilinear equations are discussed and the validity of the energy criterion is proved under acceptable hypotheses in this case.
5. Some discussion of the role of dissipative mechanisms is given.

Let us begin with sufficient conditions for the validity of the energy criterion. This version goes back at least to Lagrange and Dirichlet and is satisfactory for finite degree of freedom systems and for some infinite degree of freedom systems (the semilinear ones), as we shall see.

The general context is that of Hamiltonian systems with energy of the form kinetic-plus-potential. To be a bit more concrete than the context of Section 5.3, let us adopt the following set-up:

(a) $\mathcal{X}$ and $\mathcal{Y}$ are Banach spaces.
(b) $K: \mathcal{Y} \to \mathbb{R}$, called a kinetic energy function, is a given continuous function that satisfies $K(y) \geq 0$, with $K(y) = 0$ only if $y = 0$.
(c) $V: \mathcal{X} \to \mathbb{R}$ is a given continuous potential energy function. Let $H: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ be defined by $H(x, y) = K(y) + V(x)$.

We are contemplating the dynamical system associated with Hamilton's equations, so let us write $\dot{x}$ for $y$, although it need not be a time derivative. We consider the following two assumptions.

6.1 Assumptions Let $x_0 \in \mathcal{X}$ be fixed. For each $\eta > 0$ and $\delta > 0$, let the $K$-neighborhood about $(x_0, 0)$ of radius $(\eta, \delta)$ be defined by

$$S_{\eta, \delta} = \{(x, \dot{x}) \in \mathcal{X} \times \mathcal{Y} ||x - x_0|| \leq \eta \text{ and } K(\dot{x}) \leq \delta\}.$$

Assume:

(S1) There is an $\eta_0 > 0$, $\delta_0 > 0$, and $\tau > 0$ and a continuous local semiflow $F_t$ defined on $S_{\eta_0, \delta_0}$ for $0 \leq t \leq \tau$ such that (i) $(x_0, 0)$ is a fixed point for $F_t$—that is, $F_t(x_0, 0) = (x_0, 0)$—and (ii) $H(x(t), \dot{x}(t)) \leq H(x(0), \dot{x}(0))$ for all $(x(0), \dot{x}(0)) \in S_{\eta_0, \delta_0}$, where $(x(t), \dot{x}(t)) = \ldots$
F_t(x(0), x(0)). [This implies that there is a uniform time for which (x(t), ẋ(t)) is defined if (x(0), ẋ(0)) ∈ S_{η, δ}, and that H decreases along orbits for as long as they are defined.]

(S2) x_0 lies in a potential well; that is, there is an ε_0 > 0 such that (a) \( V(x_0) < V(x) \) if \( 0 < \|x - x_0\| < \varepsilon_0 \), and (b) for each \( 0 < \varepsilon \leq \varepsilon_0 \), \( \rho(\varepsilon) > 0 \), where \( \rho(\varepsilon) = \inf_{\|x - x_0\| = \varepsilon} V(x) - V(x_0) \).

(If \( \mathcal{X} \) is finite dimensional, (b) follows from (a), but this need not be true in infinite dimensions.)

6.2 Definition We say \((x_0, 0)\) is (Liapunov) K-stable if for any \( \eta, \delta > 0 \) there is an \((\eta_1, \delta_1)\) such that if \((x(0), ẋ(0)) \in S_{\eta_1, \delta_1}\), then \((x(t), ẋ(t))\) is defined for all \( t \geq 0 \) and lies in \( S_{\eta, \delta} \). If \( K(\cdot) = \|\cdot\|^2/2 \), we will just say “stable” for “K-stable.”

6.3 Theorem If (S1) and (S2) hold, then \((x_0, 0)\) is K-stable.

Proof Let \( \eta > 0 \) and \( \delta > 0 \) be given. Choose \( \delta = \min(\delta, \varepsilon_0) \) and \( \bar{\eta} = \min(\eta, \rho(\delta)) \). By (S2), \( \bar{\eta} > 0 \). Next, choose \( \delta_1 < \delta \) such that \( V(x(0)) - V(x_0) < \bar{\eta}/2 \) if \( \|x(0) - x_0\| < \delta_1 \) and choose \( \eta_1 = \bar{\eta}/2 \).

We will show that if \((x(0), ẋ(0)) \in S_{\eta_1, \delta_1}\), then \((x(t), ẋ(t))\) is defined for all \( t \geq 0 \) and lies in \( S_{\eta, \delta} \). Suppose \((x(t), ẋ(t))\) lies in \( S_{\eta, \delta} \) for a maximal interval \([0, T)\). By (S1), \((x(t), ẋ(t))\) is defined on \([0, T + \tau]\), and so \((x(T), ẋ(T))\) is defined and lies on the boundary of \( S_{\eta, \delta} \). Thus, \( \|x(T) - x_0\| = \delta \) or \( K(\cdot) = \bar{\eta} \). We will derive a contradiction that will prove the proposition. We have

\[
K(\dot{x}(T)) + V(x(T)) \leq K(\dot{x}(0)) + V(x(0)),
\]

so

\[
K(\dot{x}(T)) + V(x(T)) - V(x_0) \leq K(\dot{x}(0)) + V(x(0)) - V(x_0)
\]

\[
< \bar{\eta}/2 + \bar{\eta}/2 = \bar{\eta}.
\]

But the left-hand side is at least \( \bar{\eta} \).

Now we need to discuss whether or not this “potential well approach” is applicable to nonlinear elasticity. (One should bear in mind that a totally different approach based on more than simple energy estimates may be ultimately required.)

In discussing this, the choice of topologies is crucial. Let us first suppose that fairly strong topologies are chosen so that results from the previous section guarantee that a local semiflow \( F_t \) exists. We shall show in the example below (6.4) by means of a one-dimensional example that the choice of a strong topology implies that while (S2)(a) is satisfied, (S2)(b) cannot be satisfied. (See Knops and Payne [1978] for some related three-dimensional examples.)

Conclusion: Theorem 6.3 is not applicable in function spaces for which the elastodynamic equations are known to be (locally) well-posed. (In such spaces, the deformations are at least \( C^1 \).)
6.4 Example (Ball, Knops, and Marsden [1978]) Let \( \mathfrak{B} = [0, 1] \) and consider displacements \( \phi: [0, 1] \to \mathbb{R} \) with \( \phi(0) = 0 \) and \( \phi(1) = \lambda > 0 \) prescribed. The potential is \( V(\phi) = \int_0^1 W(\phi_x) \, dx \). Suppose that \( W \) is \( C^2 \), \( W'(\lambda) = 0 \), and \( W''(\lambda) > 0 \). Then \( \phi_0(X) = \lambda X \) is an extremal for \( V \). Let \( \mathcal{X} \) be a Banach space continuously included in \( W^{1,\infty} \).

1. Under these conditions, (S2)(a) holds; that is, there is an \( \varepsilon > 0 \) such that if \( 0 < \| \phi - \phi_0 \|_{\mathcal{X}} < \varepsilon \), then \( V(\phi) > V(\phi_0) \). That is, \( \phi_0 \) is a strict local minimum for \( V \).

\[ \text{Proof} \] This follows from the fact that \( \lambda \) is a local minimum of \( W \) and that the topology on \( \mathcal{X} \) is as strong as that of \( W^{1,\infty} \).

2. We necessarily have failure of (S2)(b) in \( \mathcal{X} \); that is,
\[ \inf_{\| \phi - \phi_0 \|_{\mathcal{X}} = \varepsilon} V(\phi) = V(\phi_0). \]

\[ \text{Proof} \] By Taylor’s theorem,
\[ V(\phi) - V(\phi_0) = \int_0^1 (W(\phi_x) - W(\lambda)) \, dx. \]
\[ = \int_0^1 \int_0^1 (1 - s)W''(s\phi_x + (1 - s)\lambda) \, ds \, dx. \]
Thus, as \( s\phi_x \) is uniformly bounded (\( \mathcal{X} \subset W^{1,\infty} \)) and \( W'' \) is continuous, there is \( C > 0 \) such that
\[ V(\phi) - V(\phi_0) \leq C \int_0^1 (\phi_x - \lambda)^2 \, dx. \]
However, the topology on \( \mathcal{X} \) is strictly stronger than the \( W^{1,2} \) topology, and so
\[ \inf_{\| \phi - \phi_0 \|_{\mathcal{X}} = \varepsilon} \int_0^1 (\phi_x - \lambda)^2 \, dx > 0, \]
which proves our claims.

3. In \( W^{1,p} \) one cannot necessarily conclude that \( \phi_0 \) is a local minimum even though the second variation of \( V \) at \( \phi_0 \) is positive-definite.

\[ \text{Proof} \] The example \( W(\phi_x) = \frac{1}{2}(\phi_x^2 - \phi_0^2) \) shows that in any \( W^{1,p} \) neighborhood of \( \phi_0 \), \( V(\phi) \) can be unbounded below.

There is a Morse lemma available which enables one to verify S2(a) and to bring \( V \) into a normal form. See Tromba [1976], Golubitsky and Marsden [1983] and Buchner, Marsden and Schecter [1983]. The hypotheses of this theorem are verified in item 1 above but fail in item 3.

A more important example of the failure of the energy criterion has been constructed by Ball [1982]. He shows that a sphere undergoing a radial tension will eventually rupture due to cavitation. This is done within the framework of
minimizers in $W^{1,p}$ discussed in Section 6.4. The “rupture” solution corresponds to a change in topology from $\mathcal{B}$, a sphere, to $\phi(\mathcal{B})$, a hollow sphere; clearly $\phi$ cannot be continuous at the origin, but one can find such a $\phi$ in $W^{1,p}$ for a suitable $p < 3$. Formally, the energy criterion would say that the trivial unruptured radial solution is stable, but in fact it is unstable to rupturing, a phenomenon not “detected” by the criterion.

Since the hypothesis (S2)(b) fails if the topology is too strong, it is natural to ask if it is true in weaker topologies, especially $W^{1,p}$. In fact, we shall prove that with reasonable hypotheses in $W^{1,p}$, (S2)(b) follows from (S2)(a). However, as there is no existence theorem for elastodynamics in $W^{1,p}$, (S1) is unknown (and presumably is a difficult issue).

The heart of the argument already occurs in one dimension, so we consider it first.

Let $W: \mathbb{R}^+ \to \mathbb{R}$ be a strictly convex $C^1$ function satisfying the growth condition

$$c_0 + \alpha_0 |s|^p \leq W(s)$$

for constants $c_0 \geq 0$, $\alpha_0 > 0$, $p > 1$. Fix $\lambda > 0$ and let $W^{1,p}_{\lambda}$ denote those $\psi \in W^{1,p}([0,1])$ such that $\psi(0) = 0$, and $\psi(1) = \lambda$. Define $V: W^{1,p}_{\lambda} \to [0, \infty]$ by

$$V(\psi) = \int_0^1 W(\psi(x)) \, dx$$

and let

$$\|\psi\|_{1,p} = \left( \int |\psi(x)|^p \, dx \right)^{1/p}$$

Let $\psi_0(X) = \lambda X$, so $\psi_0 \in W^{1,p}_{\lambda}$ and $V(\psi_0) = W(\lambda)$.

6.5 Proposition (Ball and Marsden [1980]) $V$ has a potential well at $\psi_0$; that is, (a) $V(\psi) > V(\psi_0)$ for $\psi \neq \psi_0$, $\psi \in W^{1,p}_{\lambda}$, and (b) for $\epsilon > 0$,

$$\inf_{|\|\psi - \psi_0\|_{1,p} = \epsilon} V(\psi) > V(\psi_0).$$

Proof

(a) Integration by parts and the boundary conditions give

$$0 = \int_0^1 W'(\lambda)(\psi(x) - (\psi_0)(x)) \, dx$$

and so

$$\int_0^1 [W(\psi(x)) - W(\lambda)] \, dx$$

$$= \int_0^1 [W'(\lambda)(\psi(x) - (\psi_0)(x) - \lambda)] \, dx > 0$$

since $W$ lies strictly above its tangent line. This proves (a).

(b) We prove (b) by contradiction. By (a),

$$\inf_{|\|\psi - \psi_0\|_{1,p} = \epsilon} V(\psi) \geq V(\psi_0).$$
Suppose equality held. Then there would be a sequence \( \phi_n \in W^{1,p} \) satisfying
\[
\| \phi_n - \phi_0 \|_{1,p} = \epsilon \tag{1}
\]
and
\[
\int_0^1 W(\phi_n(x)) \, dx \to W(\lambda). \tag{2}
\]
From (1) we can extract a weakly convergent subsequence of the \( \phi_n \) (See Box 4.1, Section 6.4). Thus we may suppose that \( \phi_n \rightharpoonup \bar{\phi} \) in \( W^{1,p} \).

### 6.6 Lemma \( \bar{\phi} = \phi_0 \).

**Proof** By weak lower sequential continuity of \( V \) (Tonelli's theorem; see Box 4.1),
\[
\int_0^1 W(\bar{\phi}_x) \, dx \leq \liminf \int_0^1 W(\phi_{nx}) \, dx.
\]
By (2) we get
\[
\int_0^1 W(\bar{\phi}_x) \, dx \leq W(\lambda),
\]
so by part (a), \( \bar{\phi} = \phi_0 \).

### 6.7 Lemma
If \( v_n \rightharpoonup v \) in \( L^p \),
\[
\int_0^1 W(v) \, dx < \infty \quad \text{and} \quad \int_0^1 W(v_n) \, dx \to \int_0^1 W(v) \, dx,
\]
then there is a subsequence \( v_{n_k} \rightharpoonup v \) a.e.

**Proof** Fix some \( \theta \in (0, 1) \) and let
\[
f_n = \theta W(v_n) + (1 - \theta)W(v) - W(\theta v_n + (1 - \theta)v).
\]
Then \( f_n(X) \geq 0 \) by convexity of \( W \). Notice that
\[
\int_0^1 W(\theta v_n + (1 - \theta)v) \, dx < \infty
\]
from \( f_n(X) \geq 0 \) and the finiteness of \( \int_0^1 W(v_n) \, dx \) and \( \int_0^1 W(v) \, dx \). Now
\[
0 \leq \liminf \int_0^1 f_n(X) \, dx
\]
\[
= \theta \int_0^1 W(v) \, dx + (1 - \theta) \int_0^1 W(v) \, dx - \lim \int_0^1 W(v_n + (1 - \theta)v) \, dx
\]
\[
= \int_0^1 W(v) \, dx - \lim \int_0^1 W(\theta v_n + (1 - \theta)v) \, dx.
\]
By weak lower sequential continuity of \( \int_0^1 W(v) \, dx \), \( v_n \rightharpoonup v \) implies
\[
\lim \int_0^1 W(\theta v_n + (1 - \theta)v) \, dx \geq \int_0^1 W(\theta v + (1 - \theta)v) \, dx
\]
\[
= \int_0^1 W(v) \, dx.
\]
Thus \( 0 \leq \lim_{0}^{1} f_{n}(X) \, dX \leq 0 \) and so \( \lim_{0}^{1} f_{n}(X) \, dX = 0 \). There is a subsequence such that \( f_{n}(X) \to 0 \) a.e. Since \( W \) is strictly convex, this implies \( v_{n} \to v \) a.e.  

From Lemmas 6.6 and 6.7 we can pass to a subsequence and obtain \( \phi_{nX} \to \phi_{0X} = \lambda \) a.e. By the growth condition, \( W(s) - c_{0} - \alpha |s|^{p} \geq 0 \), and so by Fatou's lemma

\[
\int_{0}^{1} \lim_{n} [W(\phi_{nX}) - c_{0} - \alpha |\phi_{nX}|^{p}] \, dX \leq \lim_{n} \int_{0}^{1} [W(\phi_{nX}) - c_{0} - \alpha |\phi_{nX}|^{p}] \, dX,
\]

that is,

\[
\int_{0}^{1} [W(\lambda) - c_{0} - \alpha |\lambda|^{p}] \, dX \leq W(\lambda) - c_{0} + \lim_{n} \int_{0}^{1} \alpha |\phi_{nX}|^{p} \, dX
\]

by \( \phi_{nX} \to \lambda \) a.e. and (2). Thus

\[
-\alpha |\lambda|^{p} \leq \lim_{n} \int_{0}^{1} |\phi_{nX}|^{p} \, dX = -\alpha \lim_{n} \int_{0}^{1} |\phi_{nX}|^{p} \, dX,
\]

and so

\[
\lim_{n} \int_{0}^{1} |\phi_{nX}|^{p} \, dX \leq \int_{0}^{1} |\phi_{0X}|^{p} \, dX
\]

(again using Fatou's lemma).

Thus \( ||\phi_{nX}||_{p} \to ||\phi_{0X}||_{p} \). But in \( L^{p} \), convergence of the norms and weak convergence implies strong convergence (see Riesz and Nagy [1955], p. 78), so \( \phi_{n} \to \phi_{0} \) strongly in \( W_{1}^{1,p} \). This contradicts our assumption (1) that \( ||\phi_{n} - \phi_{0}||_{1,p} = \epsilon > 0 \). (We do not know if the infimum in (b) of the theorem is actually attained.)

Now we discuss the three-dimensional case. Following the results of Section 6.4 we assume that \( W \) is strictly polyconvex; that is,

\[
W(F) = g(F, \text{adj } F, \text{det } F),
\]

where

\[
g : M^{3 \times 3} \times M^{3 \times 3} \times (0, \infty) \to \mathbb{R}
\]

is strictly convex; \( M^{3 \times 3} \) denotes the space of \( 3 \times 3 \) matrices and \( F \) denotes the deformation gradient, \( F = D\phi \). Assume \( g \) satisfies the growth conditions

\[
g(F, H, \delta) \geq c_{0} + k(|F|^{p} + |H|^{q} + \delta^{r}),
\]

where \( k > 0 \) and, say, \( c_{0} > 0 \). Assume that \( p, q, r \) satisfy

\[
p \geq 2, \quad q \geq \frac{p}{p-1}, \quad r > 1.
\]

Let \( \Omega \subset \mathbb{R}^{3} \) be a bounded open domain with, say, piecewise \( C^{1} \) boundary, and let displacement (and/or traction boundary conditions) be fixed on \( \partial \Omega \). Denote by \( \mathcal{X} \) the space of \( W_{1}^{1,p} \) maps \( \phi : \Omega \to \mathbb{R}^{3} \) subject to the given boundary conditions and satisfying

\[
F \in L^{p}, \text{adj } F \in L^{q} \quad \text{and} \quad \text{det } F \in L^{r}
\]
with the metric induced from $L^p \times L^q \times L^r$. (Note that $\mathcal{X} \cong W_{3,p}^1$ if $q \leq p/2$, $1/p + 1/q < 1/r$). Let $d_{\mathcal{X}}(\phi, \psi)$ denote the distance between $\phi$ and $\psi$ in $\mathcal{X}$.

6.8 Theorem (Ball and Marsden [1980]) Suppose conditions (3), (4), and (5) above hold and that $\phi_0 \in \mathcal{X}$ is a strict local minimizer; that is, for some $\epsilon > 0$,

$$\int_\Omega W(D\phi) \, dX > \int_\Omega W(D\phi_0) \, dX,$$

if $0 < d_{\mathcal{X}}(\phi, \phi_0) \leq \epsilon$. Then there is a potential well at $\phi_0$; that is,

$$\inf_{\phi \in \mathcal{X}} \int_\Omega W(D\phi) \, dX > \int_\Omega W(D\phi_0) \, dX.$$

The one-dimensional proof readily generalizes to this case, so we can omit it.

Remarks
1. There is a similar two-dimensional theorem for $W(F) = g(F, \det F)$.
2. Examples of stored energy functions $W$ appropriate for natural rubber satisfying (3)–(5) and having a unique natural state $F = I$ (up to rotations) are the Ogden materials:

$$W(F) = \lambda_1^\alpha + \lambda_2^\alpha + \lambda_3^\alpha + (\lambda_2 \lambda_3)^\beta + (\lambda_3 \lambda_1)^\beta + (\lambda_1 \lambda_2)^\beta + h(\lambda_1 \lambda_2 \lambda_3),$$

where $\alpha \geq 3$, $\beta \geq \frac{3}{2}$, $h'' > 0$, $\alpha + 2\beta + h'(1) = 0$, and where $\lambda_1, \lambda_2, \lambda_3$ are the principal stretches (eigenvalues of $(F^T F)^{1/2}$).
3. Homogeneous deformations provide basic examples of strict local minimizers.
4. The method shows that minimizing sequences actually converge strongly.
5. An obvious question concerns when (S2)(a) holds in three dimensions—that is, with $V(\phi) = \int_\Omega W(D\phi) \, dX$, if $V'(\phi_0) = 0$ and $V''(\phi_0) > 0$ under conditions of polyconvexity—is $\phi_0$ a strict local minimum of $V$ in $W^{1,p}$? (Example 6.4 shows that some condition like polyconvexity is needed.) Also, Ball's example on cavitation shows that the answer is generally "no" without additional growth conditions on $W$. However, Weierstrass' classical work in the calculus of variations (see Bolza [1904]) indicates that this problem is tractable. (Weierstrass made the big leap from $C^1$ to $C^0$ for the validity of (S2)(a) in one-dimensional variational problems.)

In practice the energy criterion has great success, according to Koiter [1976a]. However, this is consistent with the possibility that the energy criterion may fail for nonlinear elastodynamics. Indeed, "in practice" one usually does not observe the very high frequency motions. Masking these high frequencies may amount to an averaging process in which the quasi-linear equations of elastodynamics are replaced by finite-dimensional or semilinear approximations. For the latter, the energy criterion is valid under reasonable conditions. Indeed, for semilinear equations there usually are function spaces in which (S1) holds by using the semilinear existence theorem 5.1 and in which (S2) can be checked by
just using differential calculus. The method was already applied to nonlinear wave equations in the previous section.21 We isolate the calculus lemma as follows.

6.9 Proposition Let $X$ be a Banach space and $V: X \to \mathbb{R}$ be $C^2$ in a neighborhood of $x_0 \in X$. Suppose that (i) $DV(x_0) = 0$, and (ii) there is a $c > 0$ such that $D^2V(x_0) \cdot (v, v) \geq c \|v\|^2$. Then $x_0$ lies in a potential well for $V$.

Proof By Taylor’s theorem and (i),

$$V(x) - V(x_0) = \int_0^1 (1 - s)D^2V(sx + (1 - s)x_0)(x - x_0, x - x_0) \, ds$$

$$= \frac{1}{2}D^2V(x_0)(x - x_0, x - x_0) + \int_0^1 (1 - s)[D^2V(sx + (1 - s)x_0) - D^2V(x_0)](x - x_0, x - x_0) \, ds$$

$$= \frac{1}{2}D^2V(x_0)(x - x_0, x - x_0) + R(x, x_0).$$

By continuity of $D^2V$, there is a $\delta > 0$ such that $\|x - x_0\| < \delta$ implies $|R(x, x_0)| \leq (c/4) \|x - x_0\|^2$. Since the first term is $\geq c\|x - x_0\|^2/2$, we get

$$V(x) - V(x_0) \geq \frac{c}{4} \|x - x_0\|^2 \quad \text{if} \quad \|x - x_0\| < \delta.$$ 

This inequality gives (S2).

Note that condition (ii) states that $\langle v, w \rangle = D^2V(x_0) \cdot (v, w)$ is an inner product on $X$ whose topology is the same as the $X$-topology.

The following theorem shows how the semilinear theory works. We take $x_0 = 0$ for simplicity.

6.10 Theorem Let $X$ be a Hilbert space and let $A$ be a positive-definite ($A \geq c > 0$) self-adjoint operator and let $\mathcal{H}_1$ be the domain of $\sqrt{A}$ with the graph norm. Let $V: \mathcal{H}_1 \to \mathbb{R}$ be given by $V(x) = \frac{1}{2}\langle \sqrt{A}x, \sqrt{A}x \rangle + \tilde{V}(x)$, where $\tilde{V}$ is $C^2$ and $\tilde{V}(0) = 0$, $D\tilde{V}(0) = 0$, and $D^2\tilde{V}(0) \geq 0$; that is, $D^2\tilde{V}(0)(v, v) \geq 0$. Suppose that $\nabla \tilde{V}(x)$ exists and is a $C^1$ map of $\mathcal{H}_1$ to $\mathbb{R}$ (cf. 5.6). Then the hypotheses (S1) and (S2) hold for the Hamiltonian equations

\[
\frac{\partial}{\partial t} \begin{pmatrix} x \\ \dot{x} \end{pmatrix} = \begin{pmatrix} 0 & I \\ -A & 0 \end{pmatrix} \begin{pmatrix} x \\ \dot{x} \end{pmatrix} + \begin{pmatrix} 0 \\ -\nabla \tilde{V}(x) \end{pmatrix}
\]

(6) with $H(x, \dot{x}) = \frac{1}{2}\|\dot{x}\|^2 + \frac{1}{2}\|\sqrt{A}x\|^2 + \tilde{V}(x)$ and so $(0, 0)$ is dynamically stable.

Proof This follows directly from 3.2, 5.1, 5.6, and 6.9, with $V(x) = \langle \sqrt{A}x, \sqrt{A}x \rangle + \tilde{V}(x)$.

Problem 6.1 Use this theorem to re-derive the results of Example 5.7(iii).

21 These methods appear in a number of references, such as Marsden [1973b] and Payne and Sattinger [1975].
6.11 Example (R. Knops) Consider the following equations:

\[ u_{tt} = (P(u_x))_x - u_{xxxx}, \]  

(7)

where \( P(u_x) = W'(u_x) \), \( W(0) = W'(0) = 0 \), \( W''(0) \geq 0 \), and \( W \) is smooth. We work in one dimension on an interval, say \([0, 1] \), with boundary conditions, say \( u = 0 \) and \( u_{xx} = 0 \), at the ends. We claim that Theorem 6.10 applies to this example with \( \mathcal{K} = L^2[0, 1] \),

\[ A(u) = -u_{xxxx}, \quad \sqrt{A}u = u_{xx} \]

and

\[ \mathcal{K}_1 = \mathcal{D}(\sqrt{A}) = H^2_0 = \{ u \in H^2 | u = 0 \text{ at } x = 0, 1 \} \]

We have \( \mathcal{V}(u) = \int W(u_x) \, dx \). Then since \( H^2 \subset C^1 \) in one dimension, \( \mathcal{V} \) is smooth, with

\[ D\mathcal{V}(u) \cdot v = \int W'(u_x)v_x \, dx = -\int (W'(u_x))_x v \, dx \]  

(8a)

and

\[ D^2\mathcal{V}(u) \cdot (u, w) = \int W''(u_x)u_{xx} w \, dx. \]  

(8b)

From (8a) \(-\nabla^2\mathcal{V}(u) = (W'(u_x))_x \), so (6) and (7) coincide and \(-\nabla^2\mathcal{V} \) is a smooth function from \( H^2_0 \) to \( L^2 \). Finally, it is clear from (8a) that \( D\mathcal{V}(0) = 0 \) and as \( W''(0) > 0 \), (8b) gives \( D^2\mathcal{V}(0)(v, v) \geq 0 \). Thus, the trivial solution \((0, 0)\) is (dynamically) stable in \( H^2_0 \times L^2 \).

Problem 6.2 Modify (7) to \( u_{tt} = P(u_x)x + u_{xxxx} \) where boundary conditions \( u(0) = 0 \), \( u(1) = \lambda \), \( u_{xx}(0) = 0 \), \( u_{xx}(1) = 0 \) are imposed and we insist \( u'(x) > 0 \).

---

Box 6.1 Summary of Important Formulas for Section 6.6

Energy Criterion

"Minima of the potential energy are stable." This assertion "works," but a satisfactory theorem justifying it for nonlinear elasticity is not known.

Potential Well Conditions

(a) \( V(x) > V(x_0); x \neq x_0, x \text{ near } x_0 \).

(b) \( \inf_{||x-x_0||=\epsilon} V(x) > V(x_0) \).

Stability Theorem

Well-posed dynamics and a potential well implies stability.

Applicability

1. The potential well condition (b) cannot hold for nonlinear elas-
ticity in topologies as strong as $C^1$, but in $W^{1,p}$ (b) follows from (a) and the assumption of polyconvexity. Dynamics however is not known to exist in $W^{1,p}$.

2. The stability theorem does apply to situations in which the basic equations are semilinear (rather than the quasi-linear equations of non-linear elasticity).

6.7 A CONTROL PROBLEM FOR A BEAM EQUATION\textsuperscript{22}

This section discusses the abstract problem of controlling a semilinear evolution equation and applies the formalism to the case of a vibrating beam. The beam equation in question is

$$w_{tt} + w_{xxxx} + p(t)w_{xx} = 0 \quad (0 \leq x \leq 1)$$

with boundary conditions $w = w_{xx} = 0$ at $x = 0, 1$; see Figure 6.7.1. Here $w$ represents the transverse deflection of a beam with hinged ends, and $p(t)$ is an axial force. The control question is this: given initial conditions $w(x, 0), \dot{w}(x, 0)$, can we find $p(t)$ that controls the solution to a prescribed $w, \dot{w}$ after a prescribed time $T$?

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{beam_equation}
\caption{The beam equation is just one illustration of many in control theory, but it has a number of peculiarities that point out the caution needed when setting up a general theory for the control of partial, rather than ordinary, differential equations. In particular, we shall see that it is easy to prove controllability of any finite number of modes at once, but it is very delicate to prove controllability of all the modes simultaneously. The full theory needed to prove the latter is omitted here, but the points where the "naive" method breaks down will be discussed. For the more sophisticated theory needed to deal with all the modes

\textsuperscript{22}This section was done in collaboration with J. M. Ball and M. Slemrod and is based on Ball, Marsden, and Slemrod [1982].}
of the beam equation, see Ball, Marsden, and Slemrod [1982]. The paper of Ball and Slemrod [1979] considers some related stabilization problems. For background in control theory, see, for example, Brockett [1982] and Russell [1979]. References related to the work in this section are Sussman [1977], Jurdjevic and Quinn [1978] and Hermes [1979]. For control in the Hamiltonian context, see, for example, Van der Schaft [1981].

We begin by treating the situation for abstract semilinear equations. Thus, we consider an evolution equation of the form

$$u(t) = Au(t) + p(t)B(u(t)), \quad (1)$$

where $A$ generates a $C^0$ semigroup on a Banach space $X$, $p(t)$ is a real valued function of $t$ that is locally $L^1$ and $B: X \to X$ is $C^k (k \geq 1)$. Let $u_0$ be given initial data for $u$ and let $T > 0$ be given. For $p = 0$, the solution of (1) after time $T$ is just $e^{TA}u_0$, which we call the free solution.

7.1 Definition If there exists a neighborhood $U$ of $e^{TA}u_0$ in $X$ with the property that for any $v \in V$, there exists a $p$ such that the solution of (1) with initial data $u_0$ reaches $v$ after time $T$, we say (1) is locally controllable about the free solution $e^{TA}u_0$.

One way to tackle this problem of local controllability is to use the implicit function theorem. Write (1) in integrated form:

$$u(t) = e^{TA}u_0 + \int_0^t e^{(t-s)A} p(s)B(u(s)) \, ds. \quad (2)$$

Let $p$ belong to a specified Banach space $Z \subset L^1([0, T], \mathbb{R})$. The techniques used to prove Theorem 5.1 show that for short time, (2) has a unique solution $u(t, p, u_0)$ that is $C^k$ in $p$ and $u_0$. By Corollary 5.3, if $\|B(x)\| \leq C + K\|x\|$ (for example, $B$ linear will be of interest to us), then solutions are globally defined, so we do not need to worry about taking short time intervals.

Let $L: Z \to X$ denote the derivative of $u(T, p, u_0)$ with respect to $p$ at $p = 0$. This may be found by implicitly differentiating (2). One gets

$$Lp = \int_0^T e^{(T-s)A} p(s)B(e^{sA}u_0) \, ds. \quad (3)$$

The implicit function theorem then gives:

7.2 Theorem If $L: Z \to X$ is a surjective linear map, then (1) is locally controllable around the free solution.

If $A$ generates a group and $B$ is linear, then surjectivity of $L$ is clearly equivalent to surjectivity of $Lp = \int_0^T p(s) e^{-sA}Be^{sA}u_0 \, ds$.

7.3 Example If $X = \mathbb{R}^n$ and $B$ is linear, we can expand

$$e^{-sA}Be^{sA} = B + s[A, B] + \frac{s^2}{2} [A, [A, B]] + \cdots$$
to recover a standard controllability criterion: if
\[ \dim \text{span}\{\mathbf{B}u_0, [\mathbf{A}, \mathbf{B}]u_0, [\mathbf{A}, [\mathbf{A}, \mathbf{B}]]u_0, \ldots\} = n, \]
then (1) is locally controllable. These ideas lead naturally to differential geometric aspects of control theory using Lie brackets of vector fields and the Frobenius theorem. See, for example, Sussman [1977] and Brockett [1982].

Next, suppose we wish only to control a finite-dimensional piece of \( u \) or a finite number of modes of \( u \). To do so, we should "observe" only a finite-dimensional projection of \( u \). This idea leads to the following:

**7.4 Definition** We say that (1) is **locally controllable about the free solution** \( e^{\mathbf{A}t}u_0 \) for finite-dimensional observations if for any surjective continuous linear map \( G : \mathcal{X} \to \mathbb{R}^n \) there exists a neighborhood \( \mathcal{U} \) of \( G(e^{\mathbf{A}t}u_0) \) in \( \mathbb{R}^n \) with the property that for any \( v \in \mathcal{U} \) there exists a \( p \in \mathbb{Z} \) such that
\[ G(u(T, p, u_0)) = v. \]

As above, we have:

**7.5 Theorem** Suppose \( L \), defined by (3), has dense range in \( \mathcal{X} \). Then (1) is locally controllable about the free solution for finite-dimensional observations.

**Proof** The map \( p \mapsto G(u(T, p, u_0)) \) has derivative \( G \circ L : \mathbb{Z} \to \mathbb{R}^n \) at \( p = 0 \). Since \( L \) has dense range, \( G \circ L \) is surjective, so the implicit function theorem applies.

As above, if \( \mathfrak{A} \) generates a group, it is enough to show that \( \mathcal{L} \) has dense range to get the conclusion of 7.5. For the beam equation we shall see that \( \mathcal{L} \) does have dense range but in the space \( \mathcal{X} \) corresponding to the energy norm and with \( \mathbb{Z} = L^2 \), is not surjective. To see this, we shall need some more detailed computations concerning hyperbolic systems in general.

Let \( A \) be a positive self-adjoint operator on a real Hilbert space \( \mathcal{H} \) with inner product \( \langle \cdot, \cdot \rangle_\mathcal{H} \). Let \( A \) have spectrum consisting of eigenvalues \( \lambda_n \) \((0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \cdots)\) with corresponding orthonormalized eigenfunctions \( \phi_n \). Let \( B : \mathcal{D}(A^{1/2}) \to \mathcal{H} \) be bounded. We consider the equation
\[ \ddot{w} + Aw + pBw = 0. \] (4)

This in the form (1) with
\[ u = \begin{pmatrix} w \\ \dot{w} \end{pmatrix} \]
and
\[ \mathfrak{A} = \begin{pmatrix} 0 & I \\ -A & 0 \end{pmatrix}, \quad \mathfrak{B} = \begin{pmatrix} 0 & 0 \\ -B & 0 \end{pmatrix}. \]

Here \( \mathcal{X} = \mathcal{D}(A^{1/2}) \times \mathcal{H} \) and, by 3.2, \( \mathfrak{A} \) generates a \( C^0 \) group of isometries on \( \mathcal{X} \). The inner product on \( \mathcal{X} \) is given by the "energy inner product":
\[ \langle (y_1, z_1), (y_2, z_2) \rangle_\mathcal{X} = \langle A^{1/2}y_1, A^{1/2}y_2 \rangle_\mathcal{H} + \langle z_1, z_2 \rangle_\mathcal{H}. \]
Write
\[ u_0 = \left( \sum_{m=1}^{\infty} b_m \phi_m \right) \in X, \]
where
\[ \sum_{m=1}^{\infty} \lambda_m^2 (b_m^2 + c_m^2) < \infty. \]

If we set \( a_m = \frac{1}{2}(b_m + ic_m) \), we have
\[ e^{i\lambda \cdot s} u_0 = \left( \sum_{m=1}^{\infty} [a_m \exp(i\lambda_m s) + \bar{a}_m \exp(-i\lambda_m s)] \phi_m \right). \]

In particular, this gives an explicit formula for the free solution. Applying \( \mathcal{B} \), we get
\[ \mathcal{B} e^{i\lambda \cdot s} u_0 = \left( \sum_{m=1}^{\infty} [a_m \exp(i\lambda_m s) + \bar{a}_m \exp(-i\lambda_m s)] B \phi_m \right). \]

To simplify matters, let us assume that \( B \) is diagonal; that is, \( \langle B \phi_m, \phi_n \rangle_X = d_m \delta_{mn} \). Then a little computation gives
\[ e^{-i\lambda \cdot s} \mathcal{B} e^{i\lambda \cdot s} u_0 = \left[ \sum_{n=1}^{\infty} \frac{-i d_n}{2\lambda_n} [a_n \exp(2i\lambda_n s) - \bar{a}_n \exp(-2i\lambda_n s) - (a_n - \bar{a}_n)] \phi_n \right] \]
\[ + \left[ \sum_{n=1}^{\infty} \frac{-d_n}{2} [a_n \exp(2i\lambda_n s) + \bar{a}_n \exp(-2i\lambda_n s) + (a_n + \bar{a}_n)] \phi_n \right] \tag{5} \]

This formula can now be inserted into (3) to give \( Lp \) in terms of the basis \( \phi_n \). Since \( \mathfrak{a} \) generates a group, surjectivity of \( L \) comes down to solvability of
\[ \dot{L}p = \int_0^T p(s) e^{-i\mathfrak{a} \cdot s} \mathcal{B}(e^{i\mathfrak{a} \cdot s} u_0) \, ds = h \tag{6} \]
for \( p(s) \) given \( h \in X \). Also, (4) is locally controllable for finite-dimensional observers if \( \dot{L} \) has dense range.

Let us now turn to our vibrating beam with hinged ends and an axial load \( p(t) \) as a control:
\[ w_{tt} + w_{xxxx} + p(t) w_{xx} = 0 \quad (0 \leq x \leq 1), \quad w = w_{xx} = 0 \quad \text{at} \quad x = 0, 1. \tag{7} \]

Here, \( A w = w_{xxxx}, \quad B w = w_{x}, \quad \lambda_n = n^2 \pi^2, \quad \phi_n = (1/\sqrt{2}) \sin(n\pi x), \quad d_n = -n^2 \pi^2 \), and \( X = H^2_0 \times L^2 \) (see Box 3.2).

**7.6 Theorem** If \( T \geq 1/\pi, \quad X = H^2_0 \times L^2, \quad Z = L^2 \) or more generally is dense in \( L^1 \) and the Fourier coefficients of the initial data \( u_0 \) satisfy \( a_n \neq 0 \) \( (n = 1, 2, 3, \ldots) \) (i.e., \( u_0 \) is active in all modes), then (7) is locally controllable about the free solution \( e^{\tau \mathfrak{a} \cdot s} u_0 \) for finite-dimensional observations.
Proof. We have to show that \( \hat{\mathcal{L}} \) defined by (5) and (6) has dense range. To do this we show that any \( h \in \mathfrak{X} \) orthogonal to the range of \( \hat{\mathcal{L}} \) must vanish.

If \( h \in \mathfrak{X} \) is orthogonal to the range of \( \hat{\mathcal{L}} \), then

\[
\int_0^T p(s) \langle e^{-s\|\mathfrak{B}\|} e^{s\|\mathfrak{X}\|} u_0, h \rangle \, ds = 0
\]

for all \( p \in L^2 \). This implies that

\[
\langle e^{-s\|\mathfrak{B}\|} e^{s\|\mathfrak{X}\|} u_0, h \rangle = 0, \quad s \in [0, T].
\]

(8)

Write

\[
h = \left( \sum \alpha_m \phi_m \right) + \left( - \sum \lambda_m \beta_m \phi_m \right)
\]

so \( h \in \mathfrak{X} \) means \( \sum n^4 \pi^4 (\alpha_m^2 + \beta_m^2) < \infty \). Using (5) and (9), (7) simplifies to

\[
\sum_{n=1}^\infty i \frac{n^4 \pi^4}{2} \left\{ [a_n e^{2in\pi s} - \bar{a}_n e^{-2in\pi s}] - (a_n - \bar{a}_n) \right\} \alpha_n
\]

\[
+ i\left[ a_n e^{2in\pi s} + \bar{a}_n e^{-2in\pi s} + (a_n + \bar{a}_n) \right] \beta_n = 0
\]

(10)

However, this represents some of the terms of a convergent Fourier series on \([0, 1/\pi]\), so all the coefficients must vanish. Since \( a_n \neq 0 \), this implies \( \alpha_n \) and \( \beta_n = 0 \).  

Problem 7.1 Redo the above computations for general hyperbolic equations using complex notation by writing \( z = \sqrt{A}w + i\dot{w} \). Show that (4) becomes

\[
i\dot{z} = \sqrt{A}z + pBA^{-1/2} \text{Re } z \quad \text{so} \quad \mathfrak{A} = -i\sqrt{A}, \quad \mathfrak{B} = -iB_o A^{-1/2} \text{Re } \]

and (5) becomes

\[
e^{-s\|\mathfrak{B}\|} e^{s\|\mathfrak{X}\|} z = \sum_{n=1}^\infty \frac{-b_n}{2\lambda_n} (\bar{z}_n e^{2in\pi s} + z_n) \phi_n
\]

Use this to give a cleaner looking expression for (10).

One can now ask if \( \hat{\mathcal{L}} \) is surjective. For \( \mathfrak{Z} = L^2 \), we can see that it is not, as follows. To solve \( \hat{\mathcal{L}}p = h \) we loose no generality by seeking \( p \)'s on \([0, 1/\pi]\) in the form

\[
p(s) = p_0 + \sum \left\{ p_n \exp(2in^2 \pi^2 s) + \bar{p}_n \exp(-2in^2 \pi^2 s) \right\}
\]

(11)

and suppressing the remaining coefficients. Inserting (5) and (11) into (6), we can determine the Fourier coefficients of \( h \). As in (9), the condition for \( h \) to be in \( \mathfrak{X} \) is \( \sum \lambda_n^2 (\alpha_m^2 + \beta_m^2) < \infty \). But the condition for \( h \) to be in the range of \( \hat{\mathcal{L}} \) with an \( L^2 \) function \( p \) is that \( \{a_n d_n p_n\} \in l^2 \). This is, however, a stronger condition than \( h \in \mathfrak{X} \). Thus, we conclude that \( \hat{\mathcal{L}} \) and hence \( \hat{\mathcal{L}} \) has range that is not equal to \( \mathfrak{X} \).

In fact, one can show that not only is \( L \) not surjective, but that (7) is not locally controllable in the energy norm. To overcome this difficulty one can contemplate more sophisticated inverse function theorems and indeed these may be necessary in general. However, for a certain class of equations another trick...
works. Namely, instead of the $\mathcal{X}$-norm, make up a new space related to the range of $\hat{L}$ and the graph norm. Miraculously, the solution $u(t, p, u_0)$ stays in this space and is still a smooth function of $p$ in the new topology. Consequently, in this stronger norm the implicit function theorem can, in effect still be used. For the beam example, this trick (combined with a certain averaging method) actually works. In the end one finds a new space that differs from the space of the finite energy solution in that a more severe condition on the asymptotic decay rate of the modal amplitudes is required. In this space, control is possible. See Ball, Marsden, and Slemrod [1982] for details.

**Problem 7.2** Show that the problem
\[ u_{tt} - u_{xx} + pu = 0 \quad (0 < x < 1), \]
\[ u = 0 \quad \text{at} \quad x = 0, 1, \]
is controllable for finite-dimensional observers provided the initial data is active in all modes.

---

**Box 7.1 Summary of Important Formulas for Section 6-7**

*Local controllability* of $\dot{u} = \mathcal{A}u + p\mathcal{B}u$ about the free solution $e^{\mathcal{A}t}u_0$ means that we can hit a whole neighborhood of $e^{\mathcal{A}t}u_0$ by starting at $u_0$ and varying the control $p$ in a neighborhood of 0.

If we ask only for $Gu$ to hit a neighborhood of $G(e^{\mathcal{A}t}u_0)$, where $G$ is any surjective linear map to $\mathbb{R}^n$, we say the equation is locally controllable for finite-dimensional observations.

**Criteria**

1. If $Lp = \int_0^T e^{(r-s)\mathcal{A}}p(s)\mathcal{B}e^{\mathcal{A}t}u_0 \, ds$ is surjective, then the equation is locally controllable.
2. If $L$ has dense range, then the equation is controllable for finite-dimensional observations.
3. If the equation is on $\mathbb{R}^n$, $\mathcal{B}$ is linear, and
\[ \dim \text{span}\{\mathcal{B}u_0, [\mathcal{A}, \mathcal{B}]u_0, [\mathcal{A}, [\mathcal{A}, \mathcal{B}]]u_0, \ldots \} = n, \]
then the equation is locally controllable.

*The Beam Equation*

Equation (7) is controllable for finite-dimensional observations provided the initial data are active in all modes. It is never controllable to a full neighborhood of the free solution in the energy norm; however, it is controllable to a dense subset.
This chapter introduces some basic ideas in bifurcation theory and gives a few examples of current interest. This subject is very large and the chapter cannot pretend to cover anything but a sampling. For this reason two sections—7.2 and 7.5—are written in the nature of surveys; we hope these will alert the reader to some of the important current literature. Sections 7.1 and 7.4 introduce basic ideas in the static and dynamic theory, respectively, and Sections 7.3 and 7.6 select a nontrivial example from each theory to work in detail. These examples are biased towards the authors' interests, so readers may wish to substitute one of their own choosing from the literature.

7.1 BASIC IDEAS OF STATIC BIFURCATION THEORY

This section presents a few sample results in static bifurcation theory. The reader should understand that there are many different points of view in this subject and that the results can be refined in several directions. Some of the books that the serious reader should consult after reading this section are Keller and Antman [1969], Sattinger [1973], Nirenberg [1974], Berger [1977], Iooss and Joseph [1980], and Antman [1983].

We begin with a few introductory remarks. Consider a beam free to move in a plane, distorted from its natural state by the application of a load $\lambda$, as shown in Figure 7.1.1. For small $\lambda$, the beam slightly compresses, but after a critical load $\lambda_c$ is reached, it buckles into one of two possible states. The compressed state is still there, but it has become unstable; the stability has been transferred from the original trivial solution to the stable buckled solutions. The situation...
Figure 7.1.1

Small $\lambda$ ($\lambda < \lambda_c$) \hspace{1cm} Large $\lambda$ ($\lambda > \lambda_c$)

Figure 7.1.2

can be summarized by drawing the pitchfork bifurcation diagram, as in Figure 7.1.2. The vertical axis $u$ represents the displacement of the center line of the beam. In this diagram, stable solutions are drawn with a solid line and unstable ones with a dashed line. One usually concentrates on stable solutions since these are the only ones one will "see."

There are many ways one can model the beam depicted in Figure 7.1.1. First, one could use a full model of three-dimensional elasticity. Second, one could use a rod-model and take into account shearing and extensibility. Perhaps the simplest, however, is the original model adopted by Euler in 1744, which effectively started the subject of bifurcation theory. He assumed the beam is an "elastica"; inextensible and unshearable. If $s$, ranging from 0 to 1, represents arc length along the beam (so $s$ is a material variable) and $\theta(s)$ is the angle of deflection of the tangent at $s$, Euler derived the equation

$$E I \theta'' + \lambda \sin \theta = 0, \quad \theta(0) = \theta(1) = 0,$$

where $EI$ is a constant. There is extensive literature on this equation; we recommend the introductory article in Keller and Antman [1969] for an account. The problem was largely solved by Euler and one gets a bifurcation diagram as shown in Figure 7.1.3. As we shall see shortly, the points of bifurcation $\lambda/EI = k^2 \pi^2$ ($k = 1, 2, 3, \ldots$) on the $\lambda$-axis can be readily computed; they are the eigenvalues of the linearized problem about the trivial solution $\theta = 0$; that is,
$EI\phi'' + \lambda \phi = 0, \phi(0) = \phi(1) = 0$. See Love [1927], §263 for the actual configurations of the elastica.

A “simpler” model that has the same buckling features as in Figure 7.1.2 is obtained by restricting to a “one mode” model, as in Figure 7.1.4. If the torsional spring has a spring constant $\kappa$, the potential energy is $V = \kappa \theta^2/2 + 2\lambda (\cos \theta - 1)$. The equilibria are the critical points of $V$:

$$\kappa \theta - 2\lambda \sin \theta = 0.$$ 

Near $\lambda/\kappa = \frac{1}{2}$, the trivial solution $\theta = 0$ bifurcates into two solutions, as in Figure 7.1.2. Note that this can be predicted by the inverse function theorem; if $F(\theta, \lambda) = \kappa \theta - 2\lambda \sin \theta$, then $(\partial F/\partial \theta)(0, \lambda) = \kappa - 2\lambda \cos 0 = \kappa - 2\lambda$, which vanishes when $\kappa - 2\lambda = 0$; that is, $\lambda/\kappa = \frac{1}{2}$. Thus it is near this point that the
implicit function theorem fails to show that \( \theta = 0 \) is the unique solution. In terms of a series,
\[
F(\theta, \lambda) = \kappa \theta - 2\lambda \left( \theta - \frac{\theta^3}{3!} + \frac{\theta^5}{5!} - \cdots \right)
\]
and the first term vanishes if \( \kappa = 2\lambda \). For \( \lambda/\kappa > \frac{1}{2} \) there are two solutions, \( \theta = 0 \) and the solutions of
\[
(\kappa - 2\lambda) + \frac{2\lambda \theta^2}{3!} - \frac{2\lambda \theta^4}{4!} + \cdots = 0.
\]
Clearly, if \( \theta \) is a solution, so is \(-\theta\), and so \( \theta \) is approximately the solution of
\[
(\kappa - 2\lambda) + \frac{2\lambda \theta^2}{3!} = 0,
\]
that is,
\[
\theta = \pm \left[ 3(2\lambda - \kappa) \right]^{1/2} + \text{higher-order terms.}
\]
Graphically, we see the two solutions in Figure 7.1.5. From this graph we can also obtain the global bifurcation picture, as in Figure 7.1.6. Note the differences with Figure 7.1.3. The stability of solutions can be examined by looking at whether or not the solution is a maximum or minimum of \( V \). For example, as \( \lambda/\kappa \) is increased beyond \( \frac{1}{2} \), what happens to \( V \) in a neighborhood of \( \theta = 0 \) is depicted in Figure 7.1.7.

Before beginning the theory, we summarize a few things that examples like this teach us.

1.1 Remarks

(a) The problem of static bifurcation may be stated abstractly as that of solving an equation \( f(x, \lambda) = 0 \), where \( \lambda \) denotes one or more param-

\[
\alpha = \kappa/(2\lambda)
\]

\[
y = \alpha \theta \quad (\alpha > 1)
\]

\[
y = \alpha \theta \quad (\alpha < 1)
\]

\[
y = \sin \theta
\]

\[
\text{Trivial solution} \quad \theta = 0
\]

\[
\text{Bifurcated solution}
\]

Figure 7.1.5


(b) When solutions are located, it is important to decide which are stable and which are unstable; this may be done by determining the spectrum of the linearization or by testing for maxima or minima of a potential.

(c) Is the bifurcation diagram sensitive to small perturbations of the equations or the addition of further parameters? A bifurcation diagram that is insensitive to such changes is called \textit{structurally stable}.

(d) Before any declaration is made that “the complete global bifurcation diagram is obtained,” the following criteria should be fulfilled: (i) Are you sure you have \textit{all} the essential parameters (see (c))? (ii) Does the model you have chosen remain a good one for large values of the parameter and the variable?
Let us comment briefly on (c) and (d). The bifurcation diagram in 7.1.6 near $\theta = 0, \lambda/\kappa = 1/2$ is structurally unstable. If an additional imperfection parameter is included, the bifurcation diagram changes. For example, in Figure 7.1.4, let $\epsilon$ be the distance between the direction of $\lambda$ and the point $A$—that is, the vertical distance between $A$ and $C$. If the solutions are plotted in $\epsilon, \theta$ space, where $\mu = (\lambda/\kappa) - 1/2$, we get the situation shown in Figure 7.1.8. This is generally called an imperfection-sensitivity diagram. (The $3/2$ power law of Koiter [1945] is noted.) We discuss these points in greater depth in Box 1.1, and especially the important point: is one extra parameter like $\epsilon$ sufficient to completely capture all possible perturbations? (It is not, even for this basic example.)

Comment d(ii) is also relevant; suppose one goes to the trouble to produce the global bifurcation diagram in Figure 7.1.6. Are these extra branches meaningful? They correspond to $\theta$ beyond the range $[0, 2\pi]$, where the torsional spring has been "wound up" a number of extra times. For very large windings the linear spring law presumably breaks down, or, due to other constraints, large windings may be prohibited (the mechanism may not allow it). It then requires some work to decide which portions of Figure 7.1.6 are actually relevant to the problem at hand.
Now we begin the mathematical development of static bifurcation theory. Let us start with the simplest situation in which we have a trivial solution available and have one parameter. Thus, let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces and let $f: \mathcal{Y} \times \mathbb{R} \to \mathcal{X}$ be a given $C^\infty$ mapping; assume that $f(0, \lambda) = 0$ for all $\lambda$.

1.2 Definition We say that $(0, \lambda_0)$ is a bifurcation point of the equation $f(x, \lambda) = 0$ if every neighborhood of $(0, \lambda_0)$ contains a solution $(x, \lambda)$ with $x \neq 0$.

The following gives a necessary condition for bifurcation.

1.3 Proposition Suppose that $A_\lambda = D_x f(0, \lambda)$ (the derivative with respect to $x$) is an isomorphism from $\mathcal{Y}$ to $\mathcal{X}$. Then $(0, \lambda)$ is not a bifurcation point.

Proof By the implicit function theorem (see Section 4.1) $f(x, \lambda) = 0$ is uniquely solvable for $x(\lambda)$ near $(0, \lambda)$; since $x = 0$ is a solution, no others are possible in a neighborhood of $(0, \lambda)$. 

1.4 Example Suppose $f(x, \lambda) = Lx - \lambda x + g(x, \lambda)$, where $g(0, \lambda) = 0$ and $D_x g(0, \lambda) = 0$. For this to make sense, we assume $L$ is a linear operator in a Banach space $\mathcal{X}$ and let $\mathcal{Y}$ be its domain. Here $A_\lambda = D_x f(0, \lambda) = L - \lambda I$, so this is an isomorphism precisely when $\lambda$ is not in the spectrum of $L$. (This is the definition of the spectrum.) Thus, loosely speaking (and this is correct if $A_\lambda$ has discrete spectrum), bifurcation can occur only at eigenvalues of $L$.

Problem 1.1 Verify that this criterion correctly predicts the bifurcation points in Figure 7.1.3.

It is desirable to have a more general definition of bifurcation point than 1.2, for bifurcations do not always occur off a known solution. The limit point in Figure 7.1.6 is an example; limit points also occur in Figure 7.1.8. Limit points are sometimes called fold points, turning points, or saddle-node bifurcations in the literature.

A general definition of bifurcation point suitable for our purposes is this: we call $(x_0, \lambda_0)$ a bifurcation point of $f$ if for every neighborhood $\mathcal{U}$ of $\lambda_0$, and $\mathcal{V}$ of $(x_0, \lambda_0)$, there are points $\lambda_1$ and $\lambda_2$ in $\mathcal{U}$ such that the sets $\Sigma_{\lambda_1} \cap \mathcal{V}$ and $\Sigma_{\lambda_2} \cap \mathcal{V}$, where $\Sigma_{\lambda} = \{x \in \mathcal{Y}| f(x, \lambda) = 0\}$, are not homeomorphic (e.g., contain different numbers of points). However, there is a sense in which even this is not general enough; for example, consider $f(x, \lambda) = x^3 + \lambda^2 x = 0$. According to the above definitions this does not have a bifurcation point at $(0, 0)$. However, bifurcations do occur in slight perturbations of $f$ (such as imperfections). For these reasons, some authors may wish to call any point where $D_x f$ is not an isomorphism a bifurcation point. It may be useful, however, to call it a latent bifurcation point.
We will now give a basic bifurcation theorem for $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$. Below we shall reduce a more general situation to this one. This theorem concerns the simplest case in which $(0, \lambda_0)$ could be a bifurcation point [so $(\partial f/\partial x)(0, \lambda_0)$ must vanish], $x = 0$ is a trivial solution [$f(0, \lambda) = 0$ for all $\lambda$, so $(\partial f/\partial \lambda)(0, \lambda_0) = 0$], and in which $f$ has some symmetry such as $f(x, \lambda) = -f(-x, \lambda)$, which forces $f_{xx}(0, \lambda) = 0$.

There are many proofs of this result available and the theorem has a long history going back to at least Poincaré. See Nirenberg [1974] for an alternative proof (using the Morse lemma) and Crandall and Rabinowitz [1971] and Iooss and Joseph [1980] for a “bare hands” proof. The proof we have selected is based on the method of Lie transforms—that is, finding a suitable coordinate change by integrating a differential equation. These ideas were discussed in Section 1.7 (see the proof of the Poincaré lemma in Box 7.2, Chapter I). This method turns out to be one that generalizes most easily to complex situations.

1.5 Theorem  Let $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be a smooth mapping and satisfy the following conditions:

(i) $f(x_0, \lambda_0) = 0$, $f_x(x_0, \lambda_0) = 0$, $f_{\lambda}(x_0, \lambda_0) = 0$, and $f_{xx}(x_0, \lambda_0) = 0$; and

(ii) $f_{xxx}(x_0, \lambda_0) \neq 0$ and $f_{xx}(x_0, \lambda_0) \neq 0$.

Then $(x_0, \lambda_0)$ is a bifurcation point. In fact, there is a smooth change of coordinates in a neighborhood of $(x_0, \lambda_0)$ of the form

$$x = \phi(\tilde{x}, \lambda) \quad \text{with} \quad \phi(0, \lambda_0) = x_0$$

and a smooth nowhere zero function $T(\tilde{x}, \lambda)$ with $T(0, \lambda_0) = +1$ such that

$$T(\tilde{x}, \lambda)f(\phi(\tilde{x}, \lambda), \lambda) = \tilde{x}^3 \pm \lambda \tilde{x}$$

with $\pm$ depending on the sign of $[f_{x\lambda}(x_0, \lambda_0) \cdot f_{xxx}(x_0, \lambda_0)]$. See Figure 7.1.9.

![Figure 7.1.9](image-url)

(a) The “$+$” case: $x^3 + \lambda x = 0$. (b) The “$-$” case: $x^3 - \lambda x = 0.$

---

1 We thank M. Golubitsky for suggesting this proof.

2 This kind of coordinate change (called contact equivalence), suggested by singularity theory, is the most general coordinate change preserving the structure of the zero set of $f$. See Box 1.1 for the general definitions.
Proof. We can assume that $(x_0, \lambda_0) = (0, 0)$. By an initial rescaling and multiplication by $-1$ if necessary, we can assume that $f_{x,x}(0, 0) = 6$ and $f_{x,\lambda}(0, 0) = \pm 1$, say $+1$. We seek a time-dependent family of coordinate transformations \( \phi(\bar{x}, \lambda, t) \) and \( T(\bar{x}, \lambda, t) (0 \leq t \leq 1) \) such that

\[
T(\bar{x}, \lambda, t)h(\phi(\bar{x}, \lambda, t), \lambda, t) = \bar{x}^3 + \lambda \bar{x} \equiv g(\bar{x}, \lambda),
\]

(1)

where $h(x, \lambda, t) = (1 - t)g(x, \lambda) + tf(x, \lambda)$. If (1) can be satisfied, then at $t = 1$ it is the conclusion of the theorem. To solve (1), differentiate it in $t$:

\[
\frac{\partial T}{\partial t} h + \dot{T} h + Th_\phi = 0,
\]

that is,

\[
\frac{\partial T}{\partial t} h + [f - g] + \dot{\phi} h_x = 0.
\]

(2)

Now we need the following:

1.6 Lemma. Let $k(x, \lambda)$ be a smooth function of $x$ and $\lambda$ satisfying $k(0, 0) = 0$, $k_x(0, 0) = 0$, and $k_{xx}(0, 0) = 0$ and $k(0, 0) = 0$. Then there are smooth functions $A(x, \lambda)$ and $B(x, \lambda)$ with $B$ vanishing at $(0, 0)$ satisfying

\[
k(x, \lambda) = A(x, \lambda)(x^3 + \lambda x) + B(x, \lambda)(3x^2 + \lambda).
\]

Moreover, if $k_{xxx}(0, 0) = 0$ and $k_{x\lambda}(0, 0) = 0$, then $A(0, 0) = 0$ and $B_x(0, 0) = 0$.

Proof. By Taylor's theorem we can write

\[
k(x, \lambda) = \lambda^2 a_1(x, \lambda) + x^3 b_1(x, \lambda) + x\lambda c_1(x, \lambda).
\]

But

\[
x^3 = \frac{1}{2}[x(3x^2 + \lambda) - (x^3 + \lambda x)],
\]

\[
\lambda x = \frac{1}{2}[3(x^3 + \lambda x) - x(3x^2 + \lambda)],
\]

and

\[
\lambda^2 = \lambda(3x^2 + \lambda) - 3x(\lambda x).
\]

Substituting these expressions into the Taylor expansion for $k$ gives the desired form for $k$. We have $B(0, 0) = k_x(0, 0) = 0$ by assumption. If, in addition, $k_{xxx}(0, 0) = 0$ and if $k_{x\lambda}(0, 0) = 0$, then we can use Taylor's theorem to write

\[
k(x, \lambda) = \lambda^2 a_2(x, \lambda) + x^4 b_2(x, \lambda) + x^2 \lambda c_2(x, \lambda).
\]

Substituting the above expressions for $x^3$ and $x\lambda$ into $x^4 = x \cdot x^3$ and $x^2 \lambda = x \cdot x\lambda$ we get the desired form of $k$ with $A(0, 0) = 0$ and $B(0, 0) = 0$. We then compute that $k_{xxx}(0, 0) = 6B_x(0, 0)$ and so $B_x(0, 0) = 0$ as well.

1.7 Lemma. (Special Case of Nakayama's Lemma) Let $g(x, \lambda) = x^3 + \lambda x$ and $h(x, \lambda, t) = g(x, \lambda) + tp(x, \lambda)$, where $p(x, \lambda) = f(x, \lambda) - g(x, \lambda)$. Then for $0 \leq t \leq 1$ and $(x, \lambda)$ in a neighborhood of $(0, 0)$, we can write $p(x, \lambda) = a(x, \lambda, t)h(x, \lambda, t) + b(x, \lambda, t) h_x(x, \lambda, t)$, where $a(0, 0, t) = 0$, $b(0, 0, t) = 0$ and $b_x(0, 0, t) = 0$.

Proof. By 1.6 we can write $p(x, \lambda) = A(x, \lambda)g(x, \lambda) + B(x, \lambda)g_x(x, \lambda)$. Thus $h = (1 + tA)g + tBg_x$ and hence $h_x = tA_x g + (1 + tA + tB_x)g_x + tBg_{xx}$. Since
$B = B_x = 0$ at $(0, 0)$, 1.6 can be used to write $6x B = B_{xx} = E_g + F_{xx}$. Thus, $h_x$ has the form $h_x = tCg + (1 + tD)g_x$, where $D(0, 0) = 0$. Hence

$$
\begin{pmatrix}
    h \\
    h_x
\end{pmatrix} =
\begin{pmatrix}
    1 + tA & tB \\
    tC & 1 + tD
\end{pmatrix}
\begin{pmatrix}
    g \\
    g_x
\end{pmatrix}
$$

At $(x, \lambda) = (0, 0)$ this matrix has the form

$$
\begin{pmatrix}
    1 & 0 \\
    tC(0, 0) & 1
\end{pmatrix}
$$

so it is invertible in a neighborhood of $(0, 0)$. Hence $g$ and $g_x$ can be written as a linear combination of $h$ and $h_x$. Substitution gives the result claimed.

Let us now use 1.7 to solve (1) and (2). First find $\phi$ by solving the ordinary differential equation

$$
\phi(\bar{x}, \lambda, t) = -b(\phi(\bar{x}, \lambda, t), \lambda, t), \quad \phi(x, \lambda, 0) = x.
$$

This can be integrated for the whole interval $0 \leq t \leq 1$ in a neighborhood of $(0, 0)$ because $b$ vanishes at $(0, 0)$. Next solve

$$
\dot{T}(\bar{x}, \lambda, t) = -a(\phi(\bar{x}, \lambda, t), \lambda, t)T(\bar{x}, \lambda, t), \quad T(x, \lambda, 0) = 1.
$$

This is linear, so can be integrated to $t = 1$. This produces $\phi, T$ satisfying (2) and so, by integration, (1). Moreover, $a(0, 0, t) = 0$, so $T(0, 0, t) = 1$ and $b(0, 0, t) = 0$, $b_x(0, 0, t) = 0$ so $\phi(0, 0, t) = 0$, $\phi_x(0, 0, t) = 1$. Thus, the transformation is of the form $T(x, \lambda) = 1 + \text{higher order terms}$ and $\phi(x, \lambda) = x + \text{higher order terms}$.

One calls the function $g(x, \lambda) = x^2 \pm \lambda x$ into which $f$ has been transformed, a normal form. The transformation of coordinates allowed preserves all the qualitative features we wish of bifurcation diagrams (note that the $\lambda$-variable was unaltered). Furthermore, once a function has been brought into normal form, the stability of the branches can be read off by a direct computation (stability in the context of the dynamical theory is discussed in Section 7.3 below). In Figure 7.1.9 note that the subcritical branch in (a) is unstable, while the supercritical branch in (b) is stable.

**Problem 1.2** Let $f(0, 0) = 0$, $f_x(0, 0) = 0$ and $f_{xx}(0, 0) \neq 0$, $f_x(0, 0) \neq 0$. Show that $f$ has the normal form $x^2 \pm \lambda$ (limit point).

These techniques lead to the results shown in Table 7.1.1 classifying some of the simple cases in one variable. (The "index" equals the number of negative eigenvalues.) Methods of singularity theory, a special case of which was given in 1.5, allow one to do the same analysis for more complex bifurcation problems.

In Box 1.1 we describe the imperfection-sensitivity analysis of the pitchfork. Next, however, we shall describe how many bifurcation problems can be reduced to one of the above cases by means of the Liapunov-Schmidt procedure.

Suppose $f: \mathcal{Y} \times \Lambda \rightarrow \mathcal{X}$ is a smooth (or $C^1$) map of Banach spaces. Let $f(x_0, \lambda_0) = 0$ and suppose that $(x_0, \lambda_0)$ is a candidate bifurcation point; thus the linear operator $A = A_{x_0} = D_x f(x_0, \lambda_0) : \mathcal{Y} \rightarrow \mathcal{X}$ will in general have a
kernel $\text{Ker } A \neq \{0\}$ and a range $\text{Range } A \neq \mathcal{X}$. Assume these spaces have closed complements. Keeping in mind the Fredholm alternative discussed in Section 6.1, let us write the complements in terms of adjoints even though they could be arbitrary at this point:

$$\mathcal{Y} = \text{Ker } A \oplus \text{Range } A^*,$$

$$\mathcal{X} = \text{Range } A \oplus \text{Ker } A^*.$$

Recall that $A$ is Fredholm when $\text{Ker } A$ and $\text{Ker } A^*$ are finite dimensional, for example, this is the case for the operator $A$ of linear elastostatics; then $A$ is actually self-adjoint: $A = A^*$.

Now let $\mathbb{P}: \mathcal{X} \to \text{Range } A$ denote the orthogonal projection to $\text{Range } A$ and split up the equation $f(x, \lambda) = 0$ into two equations:

$$\mathbb{P}f(x, \lambda) = 0 \quad \text{and} \quad (I - \mathbb{P})f(x, \lambda) = 0.$$

The map $\mathbb{P}f(x, \lambda)$ takes $\mathcal{Y} \times \Lambda$ to $\text{Range } A$ and has a surjective derivative at $(x_0, \lambda_0)$. Therefore, by the implicit function theorem the set of solutions of $\mathbb{P}f(x, \lambda) = 0$ form the graph of a smooth mapping $\psi$: (a neighborhood of 0 in $\text{Ker } A$ translated to $x_0$) × (a neighborhood of $\lambda_0$ in $\Lambda$) → $\text{Range } A^*$ (translated to $x_0$). See Figure 7.1.10. By construction, $\psi(x_0, \lambda_0) = (x_0, \lambda_0)$ and $D_\lambda \psi(x_0, \lambda_0) = 0$ ($\lambda$ is the variable name in $\text{Ker } A$). This information can be substituted into the equation $(I - \mathbb{P})f(x, \lambda) = 0$ to produce the following theorem.

**1.8 Theorem** The set of solutions of $f(x, \lambda) = 0$ equals, near $(x_0, \lambda_0)$, the set of solutions of the bifurcation equation:

$$(I - \mathbb{P})f((u, \psi(u, \lambda)), \lambda) = 0,$$
where \( \psi \) is implicitly defined by \( \mathcal{P} f((u, \psi(u, \lambda)), \lambda) = 0 \) and where \((u, \psi(u, \lambda)) \in \mathcal{Y} = \text{Ker } A \oplus \text{Range } A^* + \{x_0\} \).

Sometimes it is convenient to think of the Liapunov–Schmidt procedure this way: the equation \( \mathcal{P} f(x, \lambda) = 0 \) defines a smooth submanifold \( \Sigma_\mathcal{P} \) of \( \mathcal{Y} \times \Lambda \) (with tangent space \( \text{Ker } A \oplus \text{Ker } \mathcal{P} D f(x_0, \lambda_0) \) at \((x_0, \lambda_0))\); the bifurcation equation is just the equation \( (I - \mathcal{P}) f | \Sigma_\mathcal{P} = 0 \). For computations it is usually most convenient to actually realize \( \Sigma_\mathcal{P} \) as a graph, as in 1.7, but for some abstract considerations the manifold picture can be useful (such as the following: if the original equation has a compact symmetry group, so does the bifurcation equation). Sometimes \( f \) is to be thought of as a vector field, depending parametrically on \( \lambda \). This suggests replacing \( \Sigma_\mathcal{P} \) by a manifold \( C \) tangent to \( \text{Ker } A \) and such that \( f \) is everywhere tangent to \( C \). The bifurcation equation now is just \( f|C = 0 \). This has the advantage that if \( f \) is a gradient, so is the bifurcation equation. The manifold \( C \) is called a center manifold and is discussed in Section 7-4. The relationship between the center manifold and Liapunov–Schmidt approaches is discussed there and in Chow and Hale [1982] and in Schaeffer and Golubitsky [1981]. In Rabinowitz [1977a] it is shown how to preserve the gradient character directly in the Liapunov–Schmidt procedure. Another closely related procedure is the “splitting lemma” of Gromoll and Meyer; cf. Golubitsky and Marsden [1983].

Let us now apply the Liapunov–Schmidt procedure to the pitchfork. This is called bifurcation at a simple eigenvalue for reasons that will be explained below. (See Golubitsky and Schaeffer [1984], Ch. 4 for a generalization.)

**1.9 Proposition** Assume \( f: \mathcal{Y} \times \mathbb{R} \rightarrow \mathcal{X} \) is smooth, \( f(x_0, \lambda_0) = 0 \), and:

(i) \( \dim \text{Ker } A = 1, \dim \text{Ker } A^* = 1 \);

(ii) \( D_1 f(x_0, \lambda_0) = 0 \), and \( D_2 f(x_0, \lambda_0) \cdot (u_0, u_0) = 0 \), where \( u_0 \) spans \( \text{Ker } A \);
(iii) \[ \langle D_x^2 f(x_0, \lambda_0)(u_0, u_0, u_0), v_0 \rangle \neq 0 \text{ and } \langle D_x D_x f(x_0, \lambda_0) \cdot u_0, v_0 \rangle \neq 0, \] where \( v_0 \) spans \( \text{Ker } A \).

Then near \((x_0, \lambda_0)\), the set of solutions of \( f(x, \lambda) = 0 \) consists of a pitchfork lying in a two-dimensional submanifold of \( \mathbb{Y} \times \mathbb{R} \).

**Proof** We can suppose that \( x_0 = 0 \) and \( \lambda_0 = 0 \). Identify \( \text{Ker } A \) and \( \text{Ker } A^* \) with \( \mathbb{R} \) by writing elements of \( \text{Ker } A \) as \( u = z u_0, z \in \mathbb{R} \) and elements of \( \text{Ker } A^* \) as \( w v_0, w \in \mathbb{R} \). Define \( F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) by \( F(z, \lambda) = \langle f(z u_0 + \psi(u_0, \lambda), \lambda), v_0 \rangle \).

By the Liapunov-Schmidt procedure, it suffices to verify the hypotheses of 1.5 for \( F \). Since \( \psi(0, 0) = 0 \) and \( f(0, 0) = 0 \), clearly \( F(0, 0) = 0 \).

Also

\[
F_z(z, \lambda) = \langle (D_x f(z u_0 + \psi(u_0, \lambda), \lambda) \cdot (u_0 + D_x \psi(u_0, \lambda) \cdot u_0), v_0 \rangle,
\]

which vanishes at \((0, 0)\) since \( v_0 \) is orthogonal to the range of \( D_x f \). Similarly,

\[
F_z(z, \lambda) = \langle D_x f(z u_0 + \psi(u_0, \lambda), \lambda), v_0 \rangle + \langle D_x f(z u_0 + \psi(u_0, \lambda), \lambda) \cdot D_x \psi(u_0, \lambda), v_0 \rangle \tag{3}
\]

vanishes at \((0, 0)\) since \( \langle D_x f(0, 0), v_0 \rangle = 0 \) and \( v_0 \) is orthogonal to the range of \( D_x f(0, 0) \). Next,

\[
F_{zz}(z, \lambda) = \langle D_x^2 f(z u_0 + \psi(u_0, \lambda), \lambda) \cdot [u_0 + D_x \psi(u_0, \lambda) \cdot u_0]^2, v_0 \rangle
+ \langle D_x f(z u_0 + \psi(u_0, \lambda), \lambda) \cdot D_x^2 \psi(u_0, \lambda) \cdot u_0^3, v_0 \rangle \tag{4}
\]

At \((0, 0)\) the first term vanishes since \( D_x \psi(0, 0) = 0 \) and by our hypothesis on \( D_x^2 f \). The second term vanishes since \( v_0 \) is orthogonal to the range of \( D_x f(0, 0) \). By implicit differentiation, note that

\[
\mathbb{P} D_x f(u + \psi(u, \lambda), \lambda) \cdot (w + D_x \psi(u, \lambda) \cdot w) = 0
\]

so differentiating in \( u \) again,

\[
\mathbb{P} D_x^2 f(u + \psi(u, \lambda), \lambda) \cdot [w + D_x \psi(u, \lambda) \cdot w]^2
+ \mathbb{P} D_x f(u + \psi(u, \lambda), \lambda) \cdot D_x^2 \psi(u, \lambda) \cdot [w]^2 = 0.
\]

Thus, \( D_x^2 \psi(0, 0) = 0 \) since \( D_x^2 f(0, 0) = 0 \) by assumption. Similarly from \( D_x f(0, 0) = 0 \) we get \( D_x \psi(0, 0) = 0 \). Therefore, we compute from (3) and (4),

\[
F_{zz}(0, 0) = \langle D_x^2 f(0, 0) \cdot u_0, v_0 \rangle \neq 0
\]

and

\[
F_{xxx}(0, 0) = \langle D_x^3 f(0, 0) \cdot [u_0]^3, v_0 \rangle \neq 0.
\]

Condition (ii) is sometimes associated with the assumption of \( \mathbb{Z}_2 \)-symmetry \( f(-x, \lambda) = -f(x, \lambda) \).

**1.10 Example** Suppose \( f(x, \lambda) = Lx - \lambda x + g(x, \lambda) \), as in 1.4. Suppose \( L^* = L \) and \( \lambda_0 \) is a simple non-zero eigenvalue of \( L \). Then \( \text{Ker } A = \text{Ker } A^* = \)

\[3\text{In the abstract context, } \langle \alpha, \psi \rangle = (I - \mathbb{P}) \alpha, \text{ but in actual problems, where } A \text{ is an elliptic operator, } \mathbb{P} \text{ is the } L^2\text{-orthogonal projection and } \langle \cdot, \cdot \rangle \text{ is the } L^2\text{-inner product.}\]
span \( u_0 \), where \( u_0 \) satisfies \( Lu_0 = \lambda u_0 \). Then condition (i) of 1.9 holds. Condition (ii) holds if, for example, \( g(-x, \lambda) = -g(x, \lambda) \), and condition (iii) holds if \( \langle D_x^2 g(0, \lambda_0)\cdot u_0, v_0 \rangle \neq 0 \) (i.e., the leading term in \( g \) is a nontrivial cubic term). Note that \( \langle D_x D_y f(0, \lambda_0)\cdot u_0, v_0 \rangle = -\lambda_0 \| u_0 \|^2 \neq 0 \) automatically. For instance, these conditions apply to the problem

\[
\Delta \phi - \lambda \phi + \lambda \phi^3 = 0
\]

on a region \( \Omega \subset \mathbb{R}^3 \), where Dirichlet boundary conditions hold, choosing \( \mathcal{X} = L^2(\Omega) \), \( \mathcal{Y} = H^2_0(\Omega) \), provided \( \lambda_0 \) is a simple eigenvalue for \( \Delta \) on \( \Omega \).  

**Problem 1.3** For the Euler beam, prove that a pitchfork bifurcation occurs at \( \lambda/El = k^2\pi^2 \) \( (k = 1, 2, \ldots) \); see Figure 7.1.3.

**Problem 1.4** Derive criteria for a transcritical bifurcation in a Banach space under condition (i) of 1.9 by imposing conditions (3) of Table 7.1.1 on the bifurcation equation.

For bifurcation at multiple eigenvalues one can in principle go through similar procedures, although the algebra becomes more complex. There are a number of observations to be made concerning multiple eigenvalues.

### 1.11 Remarks

(a) Bifurcation at multiple eigenvalues is often associated with symmetries of \( f \) and of the bifurcation point, just as the pitchfork is associated with the reflection symmetry \( f(-x, \lambda) = -f(x, \lambda) \). When studying the bifurcation problem or imperfection-sensitivity analysis of it, this symmetry group must be taken into account. (See Golubitsky and Schaeffer [1979b] and Box 1.1 for more information.)

(b) Many problems of secondary bifurcation (further branching, appearance of limit points, etc.) can be dealt with by perturbing a bifurcation problem with a multiple eigenvalue (see, e.g., Bauer, Keller and Reiss [1975], Chow, Hale, and Mallet-Paret [1975], and Golubitsky and Schaeffer [1979a, b]; some examples are sketched in Section 7.2).

(c) Simple rules for the pitchfork such as “supercritical branches are stable” do not necessarily apply at multiple eigenvalues (see, e.g., McLeod and Sattinger [1973]). However, this information can usually be filled in using symmetries, considering the perturbed situation and applying the simple rules (from Table 7.1.1) to its component parts; see Schaeffer and Golubitsky [1981] and Section 7.2 for examples.

(d) See Nirenberg [1974] for a simple example of a problem with a double eigenvalue for which no bifurcation occurs; it is, however, a “latent” bifurcation point. Using degree theory, Krasnoselskii [1964] has shown, under some hypotheses, that an eigenvalue of odd multiplicity

---

4The first eigenvalue of a self-adjoint elliptic operator on scalars is always simple.
of a problem of the form

\[ f(x, \lambda) = x - \lambda T x + g(x, \lambda), \]

where \( T \) and \( g \) are compact, is a bifurcation point. This applies to Example 1.9 if \( L \) has a compact inverse by rewriting \( L x - \lambda x + g(x, \lambda) = 0 \) as \( x - \lambda L^{-1} x + L^{-1} g(x, \lambda) = 0 \). Notice, however, that the details of the bifurcation (how many branches, their stability and structural stability) require further analysis. Krasnoselskii’s theorem is discussed in Box 1.2. Conditions for an eigenvalue of even multiplicity to be a bifurcation point are given in Buchner, Marsden, and Schechter [1982] and references therein.

For problems in elasticity, most applications have been made to rods, plates, and shells as we shall outline in Section 7.2. Three-dimensional elasticity problems for pure displacement can be dealt with by the techniques outlined above, although no seminal examples have been computed. Most interesting examples are pure traction or have mixed boundary conditions. The mixed case is complicated by technical problems (with function spaces). Some basic examples for the pure traction problem are, however, available. Rivlin’s example of homogeneous deformations of an incompressible cube will be given in Section 7.2 and the Signorini-Stoppelli problem of a natural state subjected to small loads will occupy the whole of 7.3. These problems both require great care with the symmetry group.

**Box 1.1 Imperfection-Sensitivity Analysis of the Pitchfork**

That small imperfections can perturb a bifurcation diagram and, for example, bring about the onset of buckling significantly earlier than that predicted by the ideal theory has a long history in the engineering literature, going back at least to Koiter [1945]. For accounts in the engineering literature, Ziegler [1968] and references therein may be consulted.

Recent history developed along three more or less separate lines; in pure mathematics, the subject of catastrophe theory and more generally singularity theory was developed, starting with R. Thom around 1955, and is now a large subject; see, for example, Golubitsky and Guillemin [1973]. Secondly, in applied mathematics, the subject of perturbed bifurcation theory was developed by many authors, such as Keener and Keller [1973] and Benjamin [1978]. Thirdly, in engineering the subject was developed by Roorda [1965], Sewell [1966b], and Thompson and Hunt [1973], [1975]. These three lines of development are now merging through the works of people in all these branches; the papers of Chow,
Hale, and Mallet-Paret [1975] and Golubitsky and Schaeffer [1979a] have been especially important in making the unification. We shall present a few ideas of Golubitsky and Schaeffer [1979a] to indicate how the modern theory goes. Their theory differs from previous works in that they distinguish between bifurcation parameters and imperfection parameters; for example, catastrophe theory does not make this distinction explicit. This important point was already hinted at in the work of Thompson and Hunt.

The mathematical theory centers around two notions, called contact equivalence and universal unfolding. Let \( f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^m \) be given and suppose \( f \) is \( C^\infty \) and \( f(0, 0) = 0 \). For example, \( f \) may be the map obtained from the bifurcation equation in the Liapunov–Schmidt procedure. Everything will be restricted to a small neighborhood of \((0, 0)\) without explicit mention.

**1.12 Definition** We say \( f_1 \) and \( f_2 \) are contact equivalent at \((0, 0)\) if there is a (local) diffeomorphism of \( \mathbb{R}^n \times \mathbb{R} \) to itself of the form \((x, \lambda) \mapsto (\phi(x, \lambda), \Lambda(\lambda))\) such that \( \phi(0, 0) = 0, \Lambda(0) = 0 \), and a (smooth, local) map \((x, \lambda) \mapsto T(x, \lambda)\) from \( \mathbb{R}^n \times \mathbb{R} \) to the invertible \( m \times m \) matrices\(^5\) such that

\[
\begin{align*}
  f_1(x, \lambda) &= T(x, \lambda) \cdot f_2(\phi(x, \lambda), \Lambda(\lambda)).
\end{align*}
\]

Notice that the change of coordinates on \( \mathbb{R}^n \times \mathbb{R} \) maps sets on which \( \lambda = \text{constant} \), to themselves. In this sense, this notion of equivalence recognizes the special role played by the bifurcation parameter, \( \lambda \). It should be clear that the zero sets of \( f_1 \) and \( f_2 \) can then be said to have the “same” bifurcation diagram. See Figure 7.1.11.

---

\(^5\)Allowing nonlinear changes of coordinates on the range turns out not to increase the generality (cf. Golubitsky and Schaeffer [1979a], p. 23).
We can rephrase Theorem 1.5 by saying that if $n = m = 1$ and $f(0, 0) = 0$, $f_x(0, 0) = 0$, $f_{xx}(0, 0) = 0$, and $f_{xxx}(0, 0) \times f_x(0, 0) \neq 0$, then $f$ is contact equivalent to $g(x, \lambda) = x^3 \pm \lambda x$.

Now we consider perturbations (or imperfections) of $f$.

1.13 Definition Let $f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^m$ be smooth and $f(0, 0) = 0$. An $l$-parameter unfolding of $f$ is a smooth map $F: \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^l \to \mathbb{R}^m$ such that $F(x, \lambda, 0) = f(x, \lambda)$ for all $x, \lambda$ (in a neighborhood of $(0, 0)$).

Let $F_1$ be an $l_1$-parameter unfolding of $f$ and $F_2$ be an $l_2$-parameter unfolding. We say that $F_1$ factors through $F_2$ if there is a smooth map $\psi: \mathbb{R}^{l_1} \to \mathbb{R}^{l_2}$ such that for every $\beta \in \mathbb{R}^{l_1}$, $F_1(\cdot, \cdot, \beta)$ (i.e., $\beta$ is held fixed) is contact equivalent to $F_2(\cdot, \cdot, \psi(\beta))$.

An $l$-parameter unfolding $F$ of $f$ is called a universal unfolding of $f$ if every unfolding of $f$ factors through $F$.

Roughly speaking, a universal unfolding $F$ is a perturbation of $f$ with $l$ extra parameters that captures all possible perturbations of the bifurcation diagram of $f$ (up to contact equivalence). Thus, if one can find $F$, one has solved the problem of imperfection-sensitivity of the bifurcation diagram for $f$. The number of extra parameters $l$ required is unique and is called the codimension of $f$.

The complete theory for how to compute the universal unfolding would require too much space for us to go into here; see Golubitsky and Schaeffer [1979a]. However, we can indicate what is going on for the pitchfork. If we return to the proof of 1.5, we see that a general unfolding of $g(x, \lambda) = x^3 \pm \lambda x$ will have a Taylor expansion of the form

$$F(x, \lambda, \alpha_1, \ldots, \alpha_l) = x^3 \pm \lambda x + \alpha_1 + \alpha_2 x + \alpha_3 \lambda + \alpha_4 x^2 + \alpha_5 \lambda^2 + \alpha_6 x^2 \lambda + \alpha_7 x \lambda^2 + \alpha_8 \lambda^3 + \text{Remainder}.$$  

A more difficult argument than the one given in the proof of 1.5 (though similar in spirit) shows that under contact equivalence, we can transform away all the terms except $\alpha_4 x^2$ and $\alpha_1$ (these, roughly, correspond to the fact that before, we had $f(0, 0) = 0$ and $f_{xx}(0, 0) = 0$, so these terms were absent in its Taylor expansion). This is the idea of the method behind the proof of the following.

1.14 Proposition

(a) A universal unfolding of $x^3 \pm \lambda x$ is $F(x, \lambda, \alpha, \beta) = x^3 + \beta x^2 \pm \lambda x + \alpha$.

---

6A subtlety is that after transformation the new $\alpha_4$ will depend on the old $\alpha_4$ and $\alpha_3$. To properly deal with the Taylor expansion in this case requires the “Malgrange preparation theorem.”
(b) Let $f(x, \lambda)$ satisfy the hypotheses of 1.5 and let $F(x, \lambda, a, b)$ be a two-parameter unfolding of $f$. Then $F$ is universal if

$$\det \begin{bmatrix} 0 & f_{x\lambda} & f_{xx} \\ 0 & f_{\lambda x} & f_{x\lambda} \\ F_a & F_{ax} & F_{a\lambda} \\ F_b & F_{bx} & F_{b\lambda} \end{bmatrix} \neq 0,$$

**Problem 1.5** Show that another universal unfolding of the pitchfork is $x^3 - \lambda x + \beta \lambda + \alpha$.

Part (b) of 1.14 is useful since one may wish to put on a variety of imperfections. For example, in the buckling of a beam one may wish to give it slight inhomogeneities, a slight transverse loading, and so on. The criterion above guarantees that one has enough extra parameters.

The perturbed bifurcation diagrams that go with the universal unfolding $F$ in 1.14(a) are shown in Figure 7.1.12. Note that transcritical bifurcations and hysteresis are included, unlike Figure 7.1.8.

![Figure 7.1.12](image)

**Problem 1.6** Show that the hysteresis in Figure 7.1.12 can be obtained by passing through the cusp (Fig. 7.1.8) along various lines for 1.14(a) and straight lines through the origin in Problem
1.5. (See Golubitsky and Schaeffer [1979a], p. 53 for the answer to the first part.)

**Problem 1.7** Write an essay on imperfection-sensitivity analysis of the Euler beam using Zeeman [1976] and Golubitsky and Schaeffer [1979a]. Utilize the function spaces from Chapter 6.

---

**Box 1.2 Remarks on Global Bifurcation**

There are some results on global bifurcation available that are useful in elasticity. The main result is a globalization of Krasnoselski's theorem mentioned above due to Rabinowitz [1971]. There have been important variants (useful for operators preserving positivity) due to Dancer [1973] and Turner [1971]. Most of the applications in elasticity under realistic global assumptions are due to Antman and are described in the next section. However, there are also a number of other interesting applications to, for instance, solitary water waves by Keady and Norbury [1978] and by Amick and Toland [1981].

We shall just state the results; the works of Nirenberg [1974] and Ize [1976] should be consulted for proofs. It is to be noted that global imperfection-sensitivity results are not available (to our knowledge).

One considers mappings of $\mathcal{X} \times \mathbb{R}$ to $\mathcal{X}$ of the form

$$f(x, \lambda) = x - \lambda Tx + g(x, \lambda),$$

where $T: \mathcal{X} \to \mathcal{X}$ is compact, $g$ is compact and $g(x, \lambda) = o(\|x\|)$, uniformly on compact $\lambda$-intervals. The proof of the following theorem is based on the notion of topological degree.

1.15 **Theorem** (Krasnoselskii [1964]) If $1/\lambda_0$ is an eigenvalue of $T$ of odd multiplicity, then $(0, \lambda_0)$ is a bifurcation point.

Let $\mathcal{S} = \{(x, \lambda) | f(x, \lambda) = 0 \text{ and } x \neq 0\} \cup (0, 1/\lambda_0)$ (the nontrivial solutions) and let $\mathcal{C}$ be the maximal connected subset of $\mathcal{S}$ containing $(0, 1/\lambda_0)$. The theorem of Rabinowitz basically states that $\mathcal{C}$ cannot "end in mid-air."

1.16 **Theorem** (Rabinowitz [1971]) Let $\lambda_0$ and $\mathcal{C}$ be as above. Then either $\mathcal{C}$ is unbounded or it intersects the $\lambda$-axis at a finite number of points $0$, $1/\lambda_j$, where $\lambda_j$ are eigenvalues of $T$; the number of $\lambda_j$ with odd multiplicity is even.
The two alternatives are shown schematically, in Figure 7.1.13.

Figure 7.1.13 (a) \( C \) unbounded. (b) \( C \) returns to \( \lambda \)-axis.

Similar results for dynamic bifurcations (see Section 7.3) have been obtained by Alexander and Yorke [1978] and Chow and Mallet-Paret [1978].

Box 1.3 **Summary of Important Formulas for Section 7.1**

**Necessary Condition for Bifurcation**

The necessary condition for bifurcation of \( f(x, \lambda) = 0 \) from a trivial solution \( x = 0 \) at \( \lambda_0 \) is that \( D_x f(0, \lambda_0) \) not be an isomorphism.

**Pitchfork Bifurcation**

If \( f(x, \lambda), \ x \in \mathbb{R}, \ \lambda \in \mathbb{R} \) satisfies \( f(x_0, \lambda_0) = 0, \ f_x(x_0, \lambda_0) = 0, \ f_{xx}(x_0, \lambda_0) = 0, \) and \( f_{xxx}(x_0, \lambda_0) \cdot f_{xx}(x_0, \lambda_0) \neq 0, \) then the zero set of \( f \) near \( (x_0, \lambda_0) \) is a pitchfork: \( f \) looks like \( x^3 \pm \lambda x \) near \( (0, 0) \).

**Imperfection Sensitivity**

The imperfection sensitivity analysis of \( x^3 \pm \lambda x \) requires two extra imperfection parameters and is completely described by \( F(x, \lambda, \alpha, \beta) = x^3 \pm \lambda x + \beta x^2 + \alpha. \)

**Liapunov Schmidt Procedure**

If \( P \) is the projection onto \( \text{Range } D_x f(x_0, \lambda_0) \), then solve \( f(x, \lambda) = 0 \) by solving \( Pf(x, \lambda) = 0 \) implicitly for \( x = u + \phi(u, \lambda), \ u \in \text{Ker} \).
$D_x f(x_0, \lambda_0)$, and substituting into $(I - \mathbb{P}) f(x, \lambda) = 0$. The resulting equation, $(I - \mathbb{P}) f(u + \phi(u, \lambda), \lambda) = 0$ is the bifurcation equation. The pitchfork criterion may be applied to this if dim Ker $D_x f(x_0, \lambda_0) = 1$ and if $D_x f(x_0, \lambda_0)$ is self-adjoint.

7.2 A SURVEY OF SOME APPLICATIONS TO ELASTOSTATICS

This section is divided into three parts. First of all we present a basic example due to Rivlin. This concerns bifurcations that occur in an incompressible cube subject to a uniform tension on its faces. This is of interest because it is one of the few three-dimensional examples that can be computed explicitly. Furthermore, it is a seminal example for seeing how imperfection-sensitivity and symmetry can affect examples. We recommend reading Section 4 of the introductory chapter to review the context of the example. Secondly, we shall review some of the literature on the buckling of rods, plates, and shells. This literature is vast and our review is selective and biased towards the papers relevant to those current theoretical research directions that we know about and think are the most promising. Thirdly, we discuss (in Boxes 2.1 to 2.3) the following three points in conjunction with examples:

1. global versus local bifurcation analyses and exact verses approximate theories;
2. imperfection-sensitivity (Are there enough parameters?);
3. the role of symmetry.

In the next section we give a relatively detailed discussion of an important example: the traction problem near an unstressed state. This example was chosen for its interest to us and because it is in line with our emphasis in this book on three-dimensional problems. However, it might be of benefit to some readers to replace it by one of the examples mentioned in this section’s survey, depending on interest.

We begin now with a discussion of Rivlin’s [1948b] example of homogeneous deformations of a cube of incompressible neo-Hookean material. We thank John Ball and David Schaeffer for their help with this problem. The (dead load) traction problem is considered. The prescribed traction $\tau$ is normal to each face of the cube with a magnitude $\tau$, the same for each face, as in Figure 7.2.1.

We take a stored energy function for a homogeneous isotropic hyperelastic material; that is, of the form

$$W(F) = \Phi(\lambda_1, \lambda_2, \lambda_3),$$

where $\lambda_1, \lambda_2, \lambda_3$ are the principal stretches and $\Phi$ is a symmetric function of
\( \lambda_1, \lambda_2, \lambda_3 \). Recall that the first Piola–Kirchhoff stress tensor \( P \) is given by

\[
P_A^{a} = \rho_{\text{Ref}} \frac{\partial W}{\partial F_A^a}.
\]

We shall choose \( \rho_{\text{Ref}} = 1 \).

Place the center of the cube at the origin and consider homogeneous deformations; that is, \( x = F \cdot X \), where \( F \) is a constant \( 3 \times 3 \) matrix. In particular, we seek solutions with \( F = \text{diag}(\lambda_1, \lambda_2, \lambda_3) \) relative to a rectangular coordinate system whose axes coincide with the axes of the block; the spatial and material coordinate systems are coincident. (This turns out to be the most general homogeneous solution; cf. Problem 2.2 below.)

**Problem 2.1** Introduce an off diagonal entry \( \delta \) into \( F \) and show that the new principal stretches \( \lambda_1, \lambda_2, \lambda_3 \) satisfy

\[
\lambda_1^2 + \lambda_2^2 + \lambda_3^2 = \lambda_1^3 + \lambda_2^3 + \lambda_3^3 + \delta^2.
\]

Show that \( \partial \lambda_i / \partial \delta = 0 \) at \( \delta = 0 \) (i = 1, 2, 3). Conclude that \( P \) is diagonal.

Since \( P \) is diagonal by this problem, we find that

\[
P = \text{diag}(\partial \Phi / \partial \lambda_1, \partial \Phi / \partial \lambda_2, \partial \Phi / \partial \lambda_3).
\]

For a neo-Hookean material,

\[
\Phi = \alpha(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3), \quad \alpha > 0 \text{ a constant.}
\]

The equilibrium equations for an incompressible material are obtained from the usual ones by replacing \( P \) by \( P - pF^{-1} \), where \( p \) is the pressure, to be determined from the incompressibility condition \( J = 1 \); that is, \( \lambda_1 \lambda_2 \lambda_3 = 1 \). Thus we must have

\[
\text{DIV}(P - pF^{-1}) = 0 \quad \text{in} \quad \Omega
\]

and

\[
(P - pF^{-1}) \cdot N = \tau \quad \text{on} \quad \partial \Omega.
\]
We must solve these for the unknowns \( \lambda_1, \lambda_2, \lambda_3 \). For \( W = \Phi \), these equations read

\[
\frac{\partial}{\partial X^i} \left( \frac{\partial \Phi}{\partial \lambda_i} - \frac{P}{\lambda_i} \right) = 0 \text{ in } \mathcal{B}
\]

and

\[
\frac{\partial \Phi}{\partial \lambda_i} - \frac{P}{\lambda_i} = \tau \text{ on the face along the } i\text{th axis } (i = 1, 2, 3).
\]

For a neo-Hookean material, \( \frac{\partial \Phi}{\partial \lambda_i} = 2\alpha \lambda_i \), a constant, so the first equation is equivalent to the assertion that \( p \) is a constant in \( \mathcal{B} \). The second equation becomes

\[
2\alpha \lambda_i^2 - p = \tau \lambda_i,
\]

Eliminating \( p \) gives

\[
[2\alpha(\lambda_1 + \lambda_2) - \tau](\lambda_1 - \lambda_2) = 0, \quad (1)
\]
\[
[2\alpha(\lambda_2 + \lambda_3) - \tau](\lambda_2 - \lambda_3) = 0, \quad (2)
\]
\[
[2\alpha(\lambda_3 + \lambda_1) - \tau](\lambda_3 - \lambda_1) = 0. \quad (3)
\]

**Case 1** The \( \lambda_i \)'s are distinct. Then (1), (2), and (3) yield \( \tau = 2\alpha(\lambda_1 + \lambda_2) = 2\alpha(\lambda_2 + \lambda_3) = 2\alpha(\lambda_3 + \lambda_1) \), which implies \( \lambda_1 = \lambda_2 = \lambda_3 \), a contradiction. Thus, there are no solutions with the \( \lambda_i \)'s distinct.

**Case 2** \( \lambda_1 = \lambda_2 = \lambda_3 \). Since \( \lambda_1 \lambda_2 \lambda_3 = 1 \), we get \( \lambda_i = 1 \) (\( i = 1, 2, 3 \)) (and \( p = 2\alpha - \tau \)). This is a solution for all \( \alpha \), the trivial one.

**Case 3** Two \( \lambda_i \)'s equal. Suppose \( \lambda_2 = \lambda_3 = \lambda \), so \( \lambda_1 = \lambda^{-2} \). Then (1) and (3) coincide, giving

\[
2\alpha(\lambda^{-2} + \lambda) - \tau = 0.
\]

Thus, we need to find the positive roots of the cubic

\[
f(\lambda) = \lambda^3 - \frac{\tau}{2\alpha} \lambda + 1 = 0.
\]

Since \( f(0) = 1 \) and \( f'(\lambda) = 3\lambda(\lambda - \tau/3\alpha) \), a positive root requires \( \tau > 0 \). There will be none if \( f(\tau/3\alpha) > 0 \), one if \( f(\tau/3\alpha) = 0 \), and two if \( f(\tau/3\alpha) < 0 \); see Figure 7.2.2.

Since \( f(\tau/3\alpha) = -\frac{1}{2}(\tau/3\alpha)^3 + 1 \), there are no positive roots if \( \tau < 3\sqrt{2} \alpha \), one if \( \tau = 3\sqrt{2} \alpha \), and two if \( \tau > 3\sqrt{2} \alpha \). The larger of these two positive roots is always greater than unity; the smaller is greater than unity or less than unity according as \( 3\sqrt{2} \alpha < \tau < 4\alpha \) or \( 4\alpha < \tau \), respectively. These solutions are graphed in Figure 7.2.3, along with the trivial solution \( \lambda_i = 1 \), \( \tau \) arbitrary. Thus taking permutations of \( \lambda_1, \lambda_2, \lambda_3 \) into account, we get:

(a) One solution, namely, \( \lambda_1 = \lambda_2 = \lambda_3 = 1 \) if \( \tau < 3\sqrt{2} \alpha \).
(b) *Four solutions* if $\tau = 3\sqrt[3]{2} \alpha$ or $\tau = 4\alpha$.

(c) *Seven solutions* if $\tau > 3\sqrt[3]{2} \alpha, \tau \neq 4\alpha$.

If we regard $\tau$ as a bifurcation parameter, we see that six new solutions are produced in "thin air" as $\tau$ crosses the critical value $\tau = 3\sqrt[3]{2} \alpha$. This is clearly a bifurcation phenomenon. Bifurcation of a more traditional sort occurs at $\tau = 4\alpha$. For unequal forces, see Sect. 7.3 and Sawyers [1976].

Rivlin [1948b], [1974b] shows that the trivial solution is stable for $0 \leq \tau/\alpha < 4$ and unstable for $\tau/\alpha > 4$; the trivial solution loses its stability when it is crossed
by the nontrivial branch at $\tau = 4\alpha$. The three solutions corresponding to the larger root of $f$ are always stable, and the three solutions corresponding to the smaller root are never stable. Beatty [1967b] established instability for $\tau < 0$.

Symmetry plays a crucial role in this problem. The two solutions found above led to six solutions when permutations of $\lambda_1, \lambda_2, \lambda_3$ were considered. This suggests that the basic symmetry group for the problem is $S_3$, and this is essentially correct—although the cube admits a much larger group of symmetries, most elements act trivially in the problem at hand, leaving only the group $S_3$. The same group and similar mathematics occurs in a convection problem studied by Golubitsky and Scheaffer [1981].

Because of the presence of this symmetry group, the transcritical bifurcation in Figure 7.2.3 at $\tau = 4\alpha$ is structurally stable. Without the symmetry the bifurcation would be imperfection sensitive; that is, a generic small perturbation would split the diagram into two distinct components. However, the bifurcation cannot be destroyed by a small perturbation that preserves the symmetry. Moreover, the usual rules about exchange of stability are completely modified by the symmetry. In particular, the nontrivial branch of solutions that crosses the trivial solution at $\tau = 4\alpha$ is unstable both below and above the bifurcation point.

Interesting new phenomena appear if a more general stored energy function is considered. Consider the Mooney-Rivlin material for which

$$\Phi(\lambda_1, \lambda_2, \lambda_3) = \alpha(\lambda_1^2 + \lambda_2^2 + \lambda_3^2 - 3) + \beta(\lambda_1^{-2} + \lambda_2^{-2} + \lambda_3^{-2} - 3),$$

where $\alpha$ and $\beta$ are positive constants. (This reduces to the neo-Hookean case if $\beta = 0$.) If $0 < \beta/\alpha < \frac{1}{3}$, there are new fully asymmetric solutions of the equations (corresponding to Case 1 above) that bifurcate from the nontrivial symmetric solutions (Case 3). These new bifurcations cause some surprising changes of stability of the symmetric branches. As $\beta/\alpha \rightarrow \frac{1}{3}$ from below, the fully asymmetric solutions collapse into the original bifurcation from the trivial solution, and for $\beta/\alpha > \frac{1}{3}$, they move off into the complex plane. This transition provides an example of a bifurcation problem that itself is structurally unstable but occurs stably in a one-parameter family of bifurcation problems; that is, it is of codimension one. See Ball and Schaeffer [1982] for details.

**Problem 2.2** Consider the traction problem with $\tau = \tau N$ for a constant $\tau$ and an isotropic material. (a) Show that if $\phi_0$ is a solution, then so is $Q \circ \phi_0 \circ Q^{-1}$ for $Q \in SO(3)$. (b) Conclude that nontrivial solutions can never be strict local minima of the energy (cf. Adeleke [1980]). [Thus, stability in this traction problem refers to neutral or conditional stability; see BALL and Schaeffer [1982] for more information.] (c) If $\phi_0(X) = \text{diag}(\lambda^{-2}, \lambda, \lambda)(X)$ for $\lambda \neq 1$, show that (a) yields a set of solutions identifitable with $\mathbb{RP}^2$, real projective 2-space; i.e. the space of lines in $\mathbb{R}^3$.

Another example that can be worked out fairly explicitly is anti-plane shear, due to Knowles, and is described in Gurtin [1981a]. This example is important
for light it may shed on the role of strong ellipticity and phase transitions. Phase transitions are of current interest in continuum mechanics (see Box 4.1, Chapter 6) but there seems to be a large gap to be bridged to the concepts one hears from physicists on the subject: symmetry breaking, renormalization group, and chaotic dynamics. The only thing one sees in common are energy functions with dimples, as in Figure 7.2.4. It is true that such pictures are common to the pitchfork bifurcation and its attendant symmetry breaking, to a loss of strong ellipticity, to chaotic dynamics, and to the Maxwell rule in thermodynamics. However, such observations are shallow. What are the deeper connections?

We turn next to surveying some of the literature on applications of bifurcation theory to elastostatics. Apart from Rivlin's example above, the Signorini-Stoppelli problem treated in the next section, and some semi-inverse methods (see below), virtually all the remaining examples are for rod, shell, and plate theories. The literature is massive and we can pretend to do no more than give a brief indication of some of the papers. We shall simply organize our selections in loosely grouped categories and make a few comments as we proceed. The following boxes discuss a few directions of current research and unifying trends. Of course it is impossible to be sure exactly in what directions current research will become most active.

**Warning:** Our list is not comprehensive, and many important papers are left out. We apologize for this, but a selection was necessary because of the massive undertaking involved.

**Mathematical Theory.** This in itself is a vast topic. The methods range from analytical to very geometric. Stackgold [1971], Sattinger [1973], Nirenberg
[1974], Berger [1977], Stuart [1979], and Iooss and Joseph [1980] are good places to begin. There the basic theorems on bifurcation at simple eigenvalues are proved by various methods, all different from ours in the previous section. Crandall and Rabinowitz [1971], [1973] is a standard reference, noted for clean and complete proofs. Nirenberg and Berger also discuss Kransoselski’s [1964] basic results and methods based on topological degree. Nirenberg [1974] and Ize [1976] are good references for the global theory of Rabinowitz [1971].

The literature for bifurcation at multiple eigenvalues is more specialized, but still large. Some samples are McLeod and Sattinger [1973], Magnus [1976b], Shearer [1976, 7] and Marsden [1978], and Buchner, Marsden, and Schechter [1982].

Imperfection-sensitivity questions spawned a whole series of papers, especially recent ones using singularity theory. Three papers using classical methods that were among the first to exploit the fact that multiple eigenvalue problems can be very sensitive unless enough parameters are included and that including them can yield new solutions and explanations, are Keener and Keller [1973], Keener [1974], and Bauer, Keller, and Reiss [1975]. These new solutions are called “secondary bifurcations.” Examples were given in the previous section. The first papers to attempt to systematically use singularity theory in bifurcation problems are those of Chow, Hale, and Mallet-Paret [1975], [1976]. See also Hale [1977]. This theory was advanced considerably by Golubitsky and Schaeffer [1979a, b], whose methods were outlined in the previous section.

Applications Using Analytic Methods. Again the literature here is massive. We shall only discuss some of the recent references. First, the collections Keller and Antman [1969] and Rabinowitz [1977b] contain many valuable articles. Also, there are numerous papers that were very important for the recent history such as Friedrichs [1941], Keller, Keller, and Reiss [1962] and Bauer and Reiss [1965].

Sturmian theory is used in Kolodner [1955] who analyzed the states of a rotating string. This was improved considerably by exploiting Rabinowitz’ global theory as well as Sturman theory by Antman [1980a].

For plate theory, Yanowitch [1956] is important for it is one of the first to discuss symmetry breaking. The von Karman and related equations are often used to model plates, and many papers are written on this, such as Knightly [1967], Wolkowski [1967] (circularly symmetric bifurcations), Berger and Fife [1967] (global analysis using calculus of variations and degree theory; see also Berger [1974]), Bauer, Keller, and Reiss [1970], Knightly and Sather [1970], [1974], [1975] (local analysis using the Liapunov–Schmidt procedure), and Matkowsky and Putnik [1974]. There are a number of similar papers for shell models, such as Knightly and Sather [1975], [1980], Sather [1977], and Shearer [1977].

In a series of important papers—Antman [1977], [1978a], [1979a], [1980c], Antman and Rosenfeld [1978], Antman and Nachman [1979], and Antman and Dunn [1980]—use Sturmian theory together with Rabinowitz’ global theory to
prove global bifurcation and preservation of nodal structure for geometrically exact models; see Box 2.1 below. This extends earlier work of, for example, Greenberg [1967]. Antman and Kenney [1981] use an extension of the Rabinowitz theory due to Alexander and Antman [1981] to study a two-parameter problem. Antman and Carbone [1977] show that shear- and necking-type bifurcations with hysteresis can occur within the context of hyperelasticity without plasticity-type assumptions. Maddocks [1982] considers non-planar configurations of the elastica.

A number of three-dimensional problems can be done by semi-inverse methods—that is, assuming symmetry and looking for solutions of a particular form. Perhaps the most famous is Antman [1978b], [1979b], where it is shown that thick spherical shells admit everted solutions (a tennis ball cut in half and then pushed inside out). Some baring solutions in three dimensions for a traction displacement problem of a compressed cylinder were found by Simpson and Spector [1982].

**Applications Using Imperfection-Sensitivity or Singularity Theory.** Historically this really started with Koiter [1945], Roorda [1965], Sewell [1966b], and Thompson and Hunt [1973]. More systematic, but still "bare hands" methods were applied in Keener and Keller [1972] and Keller [1973].


A paper that explains mode jumping in the buckling of a rectangular plate is Schaeffer and Golubitsky [1980]. This is one of the most interesting uses of the imperfection-sensitivity approach in the previous section to a hard concrete example; see Box 2.2 below. For a survey of many other applications of a similar type, see Stewart [1981] and Thompson [1982].

**Box 2.1 Global Bifurcation Analysis: Buckling of a Rod**

Usually a bifurcation analysis is called *global* when the structure of the solutions set is determined for all values of the parameter (or parameters) \( \lambda \) and the full range of the state variable \( x \). If this determination is made only in a neighborhood of a given solution \( (x_0, \lambda_0) \), then the analysis is called *local*. In Section 7.1 we described some methods used in local bifurcation analysis and in Box 1.2 we mentioned some global techniques. Here we make a few additional remarks.

1. In the papers of Antman quoted above it is made clear that before one attempts a global bifurcation analysis, one should have a model
that is valid for large deformations. In particular, this is not the case for the von Karman equations and global results for them are of limited interest in the region of large deflections. In Antman’s work geometrically exact models are used that are valid for large deformations.

2. For example, we briefly consider the deformations of nonlinearly elastic rods (Antman and Rosenfeld [1978], Antman [1980c]). The reference configuration is an interval \([s_1, s_2]\) on \(\mathbb{R}\). A configuration is a map \(\psi: [s_1, s_2] \to \mathbb{R}^3 \times S^2\) denoted \(\psi(s) = (r(s), d_3(s))\). Here \(S^2\) is the two-sphere and \(d_3 \in S^2\) represents the normal to a plane in \(\mathbb{R}^3\) that describes shearing in the rod. See Figure 7.2.5, where we draw the rod with a thickness that has been suppressed in the mathematical model. Thus, we are considering rods that are capable of bending, elongating and shearing. One can also contemplate more complex situations allowing twisting and necking. Note that bodies of this type fall into the general class of Cosserat continua, considered in Box 2.3, Chapter 2 with a reference \(d_3\) being \(d_3 = i\), say. If we wished to take into account twisting, for example, it is not enough to specify \(d_3\), but we also need to specify twisting about \(d_3\) through some angle. For this situation one convenient way is to take a configuration to be a map \(\psi: [s_1, s_2] \to \mathbb{R}^3 \times \mathbb{F}_3\), the oriented 3-frame bundle on \(\mathbb{R}^3\); that is, \(\psi(s)\) consists of a base point \(r(s)\) and an oriented orthonormal frame \((d_1, d_2, d_3)\) at \(r(s)\). The plane of \(d_1\) and \(d_2\) (normal to \(d_3\)) gives the shearing and the orientation of \(d_1\) and \(d_2\) within this plane gives the twisting. (Again the Cosserat theory requires a reference section of the frame bundle, which we can take to be the standard frame \((i, j, k)\).) In that notation, \(\mathcal{B} = [s_1, s_2]\) and \(\mathcal{S} = \mathbb{R}^3 \times \mathbb{F}_3\). The equation \(d_3 = d_1 \times d_2\) of course means we can write the equations just in terms of \(r, d_1,\) and \(d_2\). Analogous to the requirement \(J > 0\) in three-dimensional elasticity, here we require that \(r\) be an embedding and that \(r' \cdot d_3 > 0\); that is, the shearing is not infinitely severe.
The equilibrium equations for the rod are obtained by balancing forces and moments. One assumes there is a traction vector \( n(s) \) corresponding to contact forces in the rod. The balance equation for an external force \( f \) per unit length is then

\[
n' + f = 0.
\]

Likewise, one assumes a couple force field \( m(s) \) and an external couple \( g \) and derives the equation

\[
m' + r' \times n + g = 0
\]

by balancing torque.

**Problem 2.3** Show that these balance equations are a special case of the Cosserat equations in Box 2.3, Chapter 2.

These equations together with boundary conditions and constitutive equations (i.e., \( n, m \) as functions of \( r', d_1, d_2, d_1', d_2' \)) are the equations for the rod. These are in general quasi-linear ordinary differential equations.

Antman's program for planar deformations and buckling of straight rods goes something like the following:

(a) introduce new variables \( \nu, \eta, \mu \) by writing

\[
d_3 = \cos \theta i + \sin \theta j, \quad r' = (1 + \nu)d_3 + \eta d_1, \\
d_1 = -\sin \theta i + \cos \theta j, \quad n = Nd_3 + Hd_1, \\
d_2 = k, \quad m = Mk.
\]

Thus a configuration is specified by \( r(s) \) and \( \theta(s) \). Let \( \mu = \theta' - \theta_{\text{Ref}} \), so \( \mu \) would be a curvature if \( s \) were arc length. The constitutive hypothesis is that \( N, H, M \) are functions \( (\hat{N}, \hat{H}, \hat{M}) \) of \( (\nu, \eta, \mu) \); the analogue of strong ellipticity is that the Jacobian matrix be positive-definite. Under suitable growth conditions one can globally invert this relationship to obtain

\[
\nu = \hat{\nu}(N, H, \mu), \quad \eta = \hat{\eta}(N, H, \mu).
\]

With \( f = 0, g = 0, s_1 = 0, s_2 = 1, \theta_{\text{Ref}} = 0 \) and the boundary conditions \( \theta(0) = 0, \theta(1) = 0, r(0) = 0, m(1) = -\lambda i, \) one gets \( \hat{N} = -\lambda \cos \theta \) and \( \hat{H} = \lambda \sin \theta \), so the problem reduces to the quasi-linear equation

\[
[M(\nu, \eta, \theta')]' + \lambda [(1 + \nu) \sin \theta + \eta \cos \theta] = 0 \quad (A)
\]

where \( \hat{\nu} \) and \( \hat{\eta} \) become functions of \(-\lambda \cos \theta, \lambda \sin \theta, \) and \( \theta' \).

For an inextensible \( (\nu = 0) \) and unshearable \( (\eta = 0) \) rod, with \( \hat{M}(\mu) = EI \mu \), this equation becomes the Euler elastica equation:

\[
EI \theta'' + \lambda \sin \theta = 0. \quad (E)
\]
(b) One analyzes (A) using Rabinowitz' global bifurcation theorem. One way to do this is to convert this quasi-linear equation to a semilinear one like (E). This can be done by regarding the basic variables as \((\lambda, \theta, M)\) and replacing \((A)\) by the first-order semilinear system consisting of \((A)\) and \(\theta' = \mu,\) a function of \((-\lambda \cos \theta, \lambda \sin \theta, M)\).

(c) Finally, one invokes elementary Sturmian theory to deduce that along the global solution branches found, the nodal properties do not change. Unlike the elastica, however, the bifurcated branch could rejoin the trivial solution at another eigenvalue. See Antman and Rosenfeld [1978] for details. For work related to Kirchhoff's problem on the loading and twisting of columns, where the geometrically exact theory produces quite different results from Kirchhoff's, see Antman [1974b] and Antman and Kenney [1981].

3. A major open problem connected with such global analyses is to see how they behave under an imperfection sensitivity analysis. As we indicated in the previous section, it is for such questions that the local theory is much more developed. In fact, often a complete local analysis can produce results that are in some sense global. For example, if a multiple eigenvalue bifurcation point is unfolded or perturbed, secondary bifurcations occur nearby and can be located quite precisely. Such things could be very difficult using currently known global techniques.

4. Even geometrically exact models can be criticized along the lines that approximate models such as the von Karman equations are criticized. Obviously for very severe deformations, the assumption that the rod can be realistically modeled in the manner indicated above is only an approximation, so is misleading unless it can be shown to be structurally stable. It also seems clear that the situation is much better for geometrically exact models than for geometrically approximate ones. Probably one should carefully investigate the range of validity for any model as part of the problem in any global bifurcation study. For example, the von Karman equations do successfully model many interesting bifurcation problems.

---

**Box 2.2 Imperfection Sensitivity: Mode Jumping in the Buckling of a Plate**

In the previous section we indicated that singularity theory is a very powerful tool in an analysis of imperfection sensitivity. Such analyses, when fully done, produce bifurcation diagrams that are insensitive to
further perturbations. It is therefore consistent to use any reasonable approximation to an exact model, valid near the bifurcation point of interest. Therefore, unlike the previous box, the use of approximate models such as the von Karman equations here is justified.

Carrying out a substantial singularity analysis can involve a variety of issues, some of which we wish to point out. We shall make some comments in the context of the beautiful paper of Schaeffer and Golubitsky [1980]. (Related work is found in Matkowsky and Putnik [1974], Chow, Hale and Mallet-Paret [1976], and Magnus and Poston [1977].)

The problem concerns the buckling of a rectangular plate (Figure 7.2.6). The aspect ratio \( l \) (i.e., length/width) used in experiments of Stein [1959] was about 5.36. For the load \( \lambda \) exceeding a certain value \( \lambda_0 \), the plate buckles to a state with wave number 5. As \( \lambda \) increases further the plate undergoes a sudden and violent snap buckling to wave number 6. The phenomenon is called "mode jumping" and the problem is to explain it.

Parameterizing the plate by \( \Omega = \{(z_1, z_2) | 0 \leq z_1 < l\pi \text{ and } 0 \leq z_2 \leq \pi\} \), the von Karman equations for \( w \), the \( z_3 \) component of the deflection and \( \phi \), the Airy stress function, are

\[
\begin{align*}
\Delta^2 w &= [\phi, w] - \lambda w_{z_2 z_3}, \\
\Delta^2 \phi &= -\frac{1}{2}[w, w].
\end{align*}
\]

where \( \Delta^2 \) is the biharmonic operator and \([ , ]\) is the symmetric bilinear
form defined by
\[ [u, v] = u_{x_1x_1}v_{x_2x_2} + u_{x_2x_2}v_{x_1x_1} - 2u_{x_1x_2}v_{x_1x_2}. \]
The boundary conditions for \( w \) are \( w = \partial w/\partial n = 0 \) on the ends (clamped) and \( w = \Delta w = 0 \) on the sides (simply supported).

A few of the highlights of the procedures followed are given next:

(a) Bauer, Keller, and Riess [1975] used a spring model without boundary conditions. Matkowsky and Putnik [1974] and Matkowsky, Putnik and Reiss [1980] use simply supported boundary conditions. The type of boundary conditions used makes an important difference. Schaeffer and Stein noted that the clamped conditions for the ends makes more sense physically. In the present case, at \( l_k = \sqrt{k(k + 2)} \) there is a double eigenvalue \( \lambda_0 \). For \( k = 5 \), this is actually fairly close to the situation near wave numbers 5 and 6. Thus the strategy is to unfold the bifurcation near this double eigenvalue and see what secondary bifurcations arise.

(b) The Liapunov–Schmidt procedure is now done to produce a function \( G: \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R}^2 \).

(c) There is a symmetry in the problem that is exploited. This symmetry on the \( \mathbb{R}^2 \) obtained in the Liapunov–Schmidt procedure is \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \), generated by \((x, y) \mapsto (-x, -y)\) and \((x, y) \mapsto (x, -y)\). These correspond to 2 of the 3 obvious symmetries of the original problem (the other gives no extra information). Also, \( G \) is the gradient (for each \( \lambda \in \mathbb{R} \)) of a function invariant under this action.

(d) The symmetry in (a) greatly simplifies the unfolding procedure, where now unfolding is done under the assumption of a symmetry group for the equations. The general theory for this is described in Golubitsky and Shaeffer [1979b].

(e) Mode jumping does not occur with all the boundary conditions simply supported. There one gets a bifurcation diagram like that in Figure 7.2.7(a); the wave number 5 solution never

![Figure 7.2.7](image-url)
loses stability. With the boundary conditions above, the bifurcation diagram is like Figure 7.2.6(b); the wave number 5 solution loses stability and wave number 6 picks it up by way of a jump. These figures only show the orbits; to get all solutions one acts on the orbits by the symmetry group.

Examples like this show that the local analysis using singularity theory can produce rather sophisticated bifurcation diagrams. This kind of detailed explanation and computable complexity is beyond the reach of most global results known at present. The blending of techniques like this with those of the previous box represents a considerable challenge.

---

**Box 2.3  The Role of Symmetry in Bifurcation Problems**

When studying bifurcation problems, questions of symmetry arise in many guises. This box discusses some of the ways symmetry can be exploited, and some of the tantalizing questions it raises.

If a bifurcation problem has a multiple eigenvalue, then the problem is usually non-generic. Sometimes this non-genericity is due to the invariance of the problem under a symmetry group. We indicated in the previous box that a bifurcation analysis including imperfection-sensitivity results can be obtained for such problems. If a (real) problem is anywhere near such a special point, it is often wise to regard it as an imperfection in a more ideal model. In fact, some otherwise simple eigenvalue problems may be better treated as belonging to a perturbation of a double eigenvalue problem. This whole philosophy of symmetrizing to bring eigenvalues together seems to be fruitful.

When we say a bifurcation problem has a certain symmetry group, we mean that it is covariant under the action of this group. For example, if $F: \mathcal{X} \times \mathbb{R} \rightarrow \mathcal{Y}$ is a map whose zeros we wish to study and $\mathcal{G}$ is a group acting on $\mathcal{X}$ and $\mathcal{Y}$, we say $F$ is **covariant** when

$$F(gx, \lambda) = gF(x, \lambda)$$

for $g \in \mathcal{G}$, $x \in \mathcal{X}$, $\lambda \in \mathbb{R}$, and where $gx$ is the action of $g$ on $x$. The **symmetry group** of a point $x \in \mathcal{X}$ is defined by

$$\mathcal{G}_x = \{g \in \mathcal{G} | gx = x\}.$$

When a bifurcation occurs, often the trivial solution has symmetry group $\mathcal{G}$, but the bifurcating solution has a smaller symmetry group. We say that the bifurcation has **broken the symmetry**.
It is an important problem to study how symmetries are so broken and how they relate to pattern formation and related questions. If $\mathcal{G}_x$ gets smaller, the solution gets less symmetric, or more complex. What, if anything, does this have to do with entropy?

If $\mathcal{G}$ acts on $\mathcal{X}$ linearly, methods of group representations can be used to analyze which "modes" go unstable and hence how the symmetry is broken. The idea is to break up $\mathcal{X}$ into a direct sum (like a Fourier decomposition) on each piece of which $\mathcal{G}$ acts irreducibly and determine in which piece the eigenvalue crosses. Two basic references for this method are Ruelle [1973] and Sattinger [1979]. There are numerous related papers as well. (For example, Rodrigues and Vanderbauwhede [1978] give conditions under which the bifurcating solutions do not break symmetry.) This kind of phenomenon actually is abundant. It occurs in Taylor cells between rotating cylinders, in hexagonal cells in convection problems, and in many problems of chemical kinetics. For example, the breaking of $S^1$ symmetry to a discrete symmetry occurs in the Taylor problem in fluid mechanics (Rand [1982]) and the breaking of $SO(3)$ to $S^1$ symmetry occurs in the blowing up of a balloon (Haughton and Ogden [1980]) and in convection in a spherical shell (Chossat [1979]). See, Sattinger [1980], Haken [1979], Buzano and Golubitsky [1982], and Golubitsky, Marsden and Schaeffer [1983] for more examples and references.

A much more serious kind of symmetry breaking is to allow imperfections that break the symmetry in various ways; that is, the equations themselves rather than the solutions break the symmetry. Here, not only is the mathematics difficult (it is virtually non-existent), but it is not as clear what one should allow physically.

In Arms, Marsden, and Moncrief [1981], a special class of bifurcation problems is studied where the structure of the bifurcation and its connection with symmetry can be nailed down. The problems studied are of the form $F(x, \lambda) = J(x) - \lambda = 0$, where $J$ is the Noether conserved quantity for a symmetry group acting on phase space. It is shown that bifurcations occur precisely at points with symmetry; how the symmetry is broken is determined.

In the next section we shall see how symmetry in the form of $SO(3)$ and material frame indifference comes into the analysis of the traction problem in an essential way. We shall see that bifurcation points are those with a certain symmetry, in accordance with the general philosophy exposed here. However the detailed way symmetry enters the problem is different from the examples mentioned so far since the trivial solutions are not fixed by the group and the group also acts on parameter space.

For more information on these points, see Golubitsky and Schaeffer [1982] and [1984].
7.3 THE TRACTION PROBLEM NEAR A NATURAL STATE
(Signorini’s Problem)\(^7\)

In the 1930s Signorini discovered an amazing fact: the traction problem in nonlinear elasticity can have non-unique solutions even for small loads and near a natural state. Here non-unique means unequal up to a rigid body motion of the body and loads. What is even more amazing is that this non-uniqueness depends, in many cases, not on the whole stored energy function, but only on the elasticity tensor \(c_{abcd}\) for linearized elasticity, even though the traction problem for linearized elasticity has uniqueness up to rigid body motions, as we proved in Section 6.1. For example, the loads shown in Figure 7.3.1 can produce more than one solution, even for a (compressible) neo-Hookean material, and (arbitrarily small) loads near the one shown. The occurrence of these extra solutions in the nonlinear theory and yet their absence in the linearized theory is not easy (for us) to understand intuitively, although it may be related to bulging or bellowing solutions. Experiments for such situations are not easy to carry out; cf. Beatty and Hook [1968].

This state of affairs led to much work—much of it in the Italian school—and was the subject of some controversy concerning the validity of linearized elasticity. Some of the main contributions after Signorini were by Tolotti [1943], Stoppelli [1958], Grioli [1962], and Capriz and Podio-Guidugli [1974]. The problem is discussed at length and additional contributions given in Truesdell and Noll [1965]; see also Wang and Truesdell [1973] and Van Buren [1968].

\(^7\)This section was done in collaboration with D. Chillingworth and Y. H. Wan and is based on Chillingworth, Marsden, and Wan [1982a, b].
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Nowadays we do not see any contradictions, but rather we see a bifurcation in the space of solutions of the equations of elastostatics. Whenever there is a bifurcation, the correspondence with the linearized problem becomes singular; that is, the problem is linearization unstable in the sense of Section 4.4. In the framework of elastodynamics there is clearly no bifurcation or linearization instability, but this makes the bifurcation in the elastostatic problem no less interesting. This bifurcation in the space of solutions then takes its place alongside similar phenomena in other classical field theories such as general relativity and gauge theory (see Arms, Marsden, and Moncrief [1981], and references therein).

The most complete results in the literature before now are those of Stoppelli [1958]. His results are stated (without proof, but in English) in Grioli [1962]. However, this analysis is incomplete for three reasons. First, the load is varied only by a scalar factor. In a full neighborhood of loads with axes of equilibrium there are additional solutions missed by their analysis; thus, an imperfection-sensitivity-type analysis reveals more solutions. Second, their analysis is only local in the rotation group, so additional nearly stress-free solutions are missed by restricting to rotations near the identity. Third, some degenerate classes of loads were not considered. However, singularity theory can deal with these cases as well. The complexity of the problem is indicated by the fact that for certain types of loads one can find up to 40 geometrically distinct solutions that are nearly stress free, whereas Stoppelli’s analysis produces at most 3.

These problems have recently been solved by Chillingworth, Marsden, and Wan [1982a]. This section gives a brief introduction to their methods. The paper should be consulted for the complete analysis. However, we do go far enough to include a complete and considerably simplified proof of the first basic theorem of Stoppelli. Apart from Van Buren [1968], whose proof is similar to Stoppelli’s, a complete proof has not previously appeared in English.

3.1 Notation Let the reference configuration be a bounded region \( \Omega = \mathbb{B} \subset \mathbb{R}^3 \) with smooth boundary. As we saw in Section 6.1, the linearized equations have a kernel consisting of infinitesimal rigid body motions. We can readily eliminate translations by assuming \( 0 \in \Omega \) and working with the configuration space \( \mathcal{C} \) consisting of all deformations \( \phi: \Omega \to \mathbb{R}^3 \) that are of class \( W^{s,p} \), \( s > 3/p + 1 \) and satisfy \( \phi(0) = 0 \). (Recall that such \( \phi \)'s are necessarily \( C^1 \).) The central difficulty of the problem is then the presence of the rotational covariance of the problem (material frame indifference).

Let \( W(X, C) \) be a given smooth stored energy function, where \( C \) is, as usual,

---

8We believe that our results also hold when \( \Omega \) has piecewise smooth boundary. This program depends on elliptic regularity for such regions. Except in special cases, this theory is nonexistent (as far as we know) and seems to depend on a modification of the usual Sobolev spaces near corners. However for simple shapes like cubes, where the linearized elastostatic equations can be solved explicitly, the necessary regularity can be checked by hand. See pp. 318 and 371.
the Cauchy–Green tensor. Let \( P = \partial W / \partial F \) and \( S = 2 \partial W / \partial C \) be the first and second Piola–Kirchhoff stress tensors and \( A = \partial P / \partial F \) the elasticity tensor.

We make the following two assumptions.

3.2 Assumptions

(H1) When \( \phi = I_\Omega \) (identity map on \( \Omega \)), \( P = 0 \); that is, the undeformed state is stress free, or natural.

(H2) Strong ellipticity holds at (and hence near) \( \phi = I_\Omega \).

Since the undeformed state is stress free, the classical elasticity tensor for elasticity linearized about \( \phi = I_\Omega \) is \( c = 2 \partial^2 W / \partial C \partial C \) evaluated at \( \phi = I_\Omega \).

Let \( B: \Omega \to \mathbb{R}^3 \) denote a given body force (per unit volume) and \( \tau: \partial \Omega \to \mathbb{R}^3 \) a given surface traction (per unit area). These are dead loads; in other words, the equilibrium equations for \( \phi \) that we are studying are:

\[
\begin{align*}
\text{DIV } P(X, F(X)) + B(X) &= 0 \quad \text{for } X \in \Omega, \\
P(X, F(X)) \cdot N(X) &= \tau(X) \quad \text{for } X \in \partial \Omega,
\end{align*}
\]

where \( N(X) \) is the outward unit normal to \( \partial \Omega \) at \( X \in \partial \Omega \).

3.3 Definition Let \( \mathcal{L} \) denote the space of all pairs \( l = (B, \tau) \) of loads (of class \( W^{s-2,p} \) on \( \Omega \) and \( W^{s-1-1/p,p} \) on \( \partial \Omega \)) such that

\[
\int_\Omega B(X) \, dV(X) + \int_{\partial \Omega} \tau(X) \, dA(X) = 0.
\]

That is, the total force on \( \Omega \) vanishes, where \( dV \) and \( dA \) are the respective volume and area elements on \( \Omega \) and \( \partial \Omega \).

Observe that if \( (B, \tau) \) are such that (E) holds for some \( \phi \in \mathcal{C} \), then \( (B, \tau) \in \mathcal{L} \).

The group \( \text{SO}(3) = \{ Q \in L(\mathbb{R}^3, \mathbb{R}^3) | Q^T Q = I_3 \text{ and } \det Q = +1 \} \) of proper orthogonal transformations will play a key role. By (H1), \( \phi = I_\Omega \) solves (E) with \( B = \tau = 0 \). By material frame indifference, \( \phi = Q | \Omega \) (\( Q \) restricted to \( \Omega \)) is also a solution for any \( Q \in \text{SO}(3) \). The map \( Q \mapsto Q | \Omega \) embeds \( \text{SO}(3) \) into \( \mathcal{C} \) and we shall identify its image with \( \text{SO}(3) \). Thus, the "trivial" solutions of (E) are elements of \( \text{SO}(3) \).

Our basic problem is as follows:

(P1) Describe the set of all solutions of (E) near the trivial solutions \( \text{SO}(3) \) for various loads \( l \in \mathcal{L} \) near zero. Here, "describe" includes the following objectives:

(a) counting the solutions;
(b) determining the stability of the solutions;
(c) showing that the results are insensitive to small perturbations of the stored energy function and the loads; that is, the bifurcation diagram produced is structurally stable.
3.4 Notations and Facts about the Rotation Group $SO(3)$ Let $\mathcal{M}_3 = L(\mathbb{R}^3, \mathbb{R}^3)$ be linear transformations of $\mathbb{R}^3$ to $\mathbb{R}^3$; $\text{sym} = \{ A \in \mathcal{M}_3 | A^T = A \}$; $\text{skew} = \{ A \in \mathcal{M}_3 | A^T = -A \}$.

We identify skew with $so(3)$, the Lie algebra of $SO(3)$. $\mathbb{R}^3$ and skew are isomorphic by the mapping $v \in \mathbb{R}^3 \mapsto W_v \in \text{skew}$, where $W_v(w) = w \times v$; relative to the standard basis, the matrix of $W_v$ is

$$W_v = \begin{bmatrix} 0 & r & -q \\ -r & 0 & p \\ q & -p & 0 \end{bmatrix}, \text{ where } v = (p, q, r).$$

The Lie bracket is $[W_v, W_w] = v \otimes w - w \otimes v = -W_v \times w$, where $v \otimes w \in \mathcal{M}_3$ is given by $(v \otimes w)(u) = v \langle w, u \rangle$. The standard inner product on $\mathbb{R}^3$ is $\langle v, w \rangle = \frac{1}{2} \text{trace}(W_v^T W_w)$, called the Killing form on $SO(3)$. Finally, $\exp(W_v)$ is the rotation about the vector $v$ in the positive sense, through the angle $\|v\|$.

Now we turn to some preliminary facts about $\mathcal{L}$ and $\mathcal{E}$.

3.5 Definition Let $\phi \in \mathcal{E}$ and $l \in \mathcal{L}$. We say that $l$ is equilibrated relative to $\phi$ if the total torque in the configuration $\phi$ vanishes:

$$\int_\Omega \phi(X) \times B(X) \, dV(X) + \int_{\partial \Omega} \phi(X) \times \tau(X) \, dA(X) = 0,$$

where $l = (B, \tau)$. Let $\mathcal{L}_e$ denote the loads that are equilibrated relative to the identity.

**Problem 3.1** Show that if $l = (B, \tau)$ satisfies (E) for some $\phi \in \mathcal{E}$, then $l$ is equilibrated relative to $\phi$. (Hint: Use the Piola identity.)

3.6 Definition Define the astatic load map $k: \mathcal{L} \times \mathcal{E} \rightarrow \mathcal{M}_3$ by

$$k(l, \phi) = \int_\Omega B(X) \otimes \phi(X) \, dV(X) + \int_{\partial \Omega} \tau(X) \otimes \phi(X) \, dA$$

and write $k(l) = k(l, I_\Omega)$.

We have actions of $SO(3)$ on $\mathcal{L}$ and $\mathcal{E}$ given by:

- **Action of $SO(3)$ on $\mathcal{L}$:** $Ql(X) = (QB(X), Q\tau(X))$.
- **Action of $SO(3)$ on $\mathcal{E}$:** $Q\phi = Q \circ \phi$.

Note that $Ql$ means "the load arrows are rotated, keeping the body fixed." We shall write $\Theta_l$ and $\Theta_\phi$ for the $SO(3)$ orbits of $l$ and $\phi$; that is,

$$\Theta_l = \{ Ql | Q \in SO(3) \} \quad \text{and} \quad \Theta_\phi = \{ Q\phi | Q \in SO(3) \}.$$

Thus, $\Theta_{l\Omega}$ consists of the trivial solutions corresponding to $l = 0$.

The following is a list of basic observations about the astatic load map, each of which may be readily verified.
3.7 Proposition

(A1) \( l \) is equilibrated relative to \( \phi \) if and only if \( k(l, \phi) \in \text{sym} \). In particular, \( l \in \mathcal{L}_e \) if and only if \( k(l) \in \text{sym} \).

(A2) (Equivariance) For \( l \in \mathcal{L}, \phi \in \mathcal{E}, \) and \( Q_1, Q_2 \in \text{SO}(3) \),

\[
k(Q_1 l, Q_2 \phi) = Q_1 k(l, \phi) Q_2^{-1}.
\]

In particular, \( k(Ql) = Qk(l) \).

(A3) (Infinitesimal Equivariance) For \( l \in \mathcal{L}, \phi \in \mathcal{E}, W_1, W_2 \in \text{skew}, \)

\[
k(W_1 l, \phi) = W_1 k(l, \phi), \quad k(l, W_2 \phi) = -k(l, \phi) W_2.
\]

In particular, \( k(Wl) = Wk(l) \).

Problem 3.2 Prove each of these assertions.

Later on, we shall be concerned with how the orbit of a given \( l \in \mathcal{L} \) meets \( \mathcal{L}_e \). The most basic result in this direction is the following.

3.8 Da Silva's Theorem Let \( l \in \mathcal{L} \). Then \( \mathcal{O}_l \cap \mathcal{L}_e \neq \emptyset \).

Proof By the polar decomposition, we can write \( k(l) = Q^T A \) for some \( Q \in \text{SO}(3) \) and \( A \in \text{sym} \). By (A2), \( k(Ql) = Qk(l) = A \in \text{sym} \), so by (A1), \( Ql \in \mathcal{L}_e \).

Similarly, any load can be equilibrated relative to any chosen configuration by a suitable rotation.

Solutions of (E) with an "axis of equilibrium" will turn out to coincide with the bifurcation points. The idea is to look for places where \( \mathcal{O}_l \) meets \( \mathcal{L}_e \) in a degenerate way.

3.9 Definition Let \( l \in \mathcal{L}_e \) and \( v \in \mathbb{R}^3, \|v\| = 1 \). We say that \( v \) is an axis of equilibrium for \( l \) when \( \exp(\theta W_v)l \in \mathcal{L}_e \) for all real \( \theta \)—that is, when rotations of \( l \) through any angle \( \theta \) about the axis \( v \) do not destroy equilibration relative to the identity.

There are a number of useful ways of reformulating the condition that \( v \) be an axis of equilibrium. These are listed as follows.

3.10 Proposition Let \( l \in \mathcal{L}_e \) and \( A = k(l) \in \text{sym} \). The following conditions are equivalent:

1. \( l \) has an axis of equilibrium \( v \).
2. There is a \( v \in \mathbb{R}^3, \|v\| = 1 \) such that \( W_v l \in \mathcal{L}_e \).
3. \( W \mapsto AW + WA \) fails to be an isomorphism of skew to itself.
4. \( \text{Trace}(A) \) is an eigenvalue of \( A \).

Proof

(1) \(\Rightarrow\) (2) Differentiate \( \exp(\theta W_v)l \) in \( \theta \) at \( \theta = 0 \).

(2) \(\Rightarrow\) (1) Note that by (A2)
\[ k(\exp(\theta W_v)l) = [I + W_v + \frac{1}{2}(W_v)^2 + \cdots] k(l). \]

Since \( k(W_v l) = W_v k(l) \) is symmetric, this is symmetric, term by term.

(2) \( \Rightarrow \) (3) Since \( k(W_v l) = W_v A \) is symmetric, \( W_v + AW_v = 0 \), so \( W \mapsto AW + WA \) is not an isomorphism.

(3) \( \Rightarrow \) (2) There exists a \( v \in \mathbb{R}^3, \|v\| = 1 \) such that \( W_v A + AW_v = 0 \), so \( k(W_v l) = W_v A \) is symmetric.

(3) \( \Rightarrow \) (4) Define \( L \in \mathfrak{M}_3 \) by \( L = (\text{trace} A)I - A \). Then one has the relationship

\[ W_L v = AW_v + W_v A, \]

as may be verified by considering a basis of eigenvectors for \( A \). Therefore, \( AW_v + W_v A = 0 \) if and only if \( Lv = 0 \); that is, \( v \) is an eigenvector of \( A \) with eigenvalue \( \text{trace}(A) \).

\[ \]

**3.11 Corollary** Let \( l \in \mathcal{L}_e \) and \( A = k(l) \in \text{sym} \). Let the eigenvalues of \( A \) be denoted \( a, b, c \). Then \( l \) has no axis of equilibrium if and only if

\[ (a + b)(a + c)(b + c) \neq 0. \]

**Proof** This condition is equivalent to saying that \( \text{trace}(A) \) is not an eigenvalue of \( A \).

\[ \]

**3.12 Definition** We shall say that \( l \in \mathcal{L}_e \) is a type 0 load if \( l \) has no axis of equilibrium and if the eigenvalues of \( A = k(l) \) are distinct.

The following shows how the orbits of type 0 loads meet \( \mathcal{L}_e \).

**3.13 Proposition** Let \( l \in \mathcal{L}_e \) be a type 0 load. Then \( \Theta_l \cap \mathcal{L}_e \) consists of four type 0 loads.

**Proof** We first prove that the orbit of \( A \) in \( \mathfrak{M}_3 \) under the action \( (Q, A) \mapsto QA \) meets \( \text{sym} \) in four points. Relative to its basis of eigenvectors, we can write \( A = \text{diag}(a, b, c) \). Then \( \Theta_A \cap \text{sym} \) contains the four points

\[
\begin{align*}
\text{diag}(a, b, c) & \quad (Q = I), \\
\text{diag}(-a, -b, c) & \quad (Q = \text{diag}(-1, -1, 1)), \\
\text{diag}(-a, b, -c) & \quad (Q = \text{diag}(-1, 1, -1)), \\
\text{diag}(a, -b, -c) & \quad (Q = \text{diag}(1, -1, -1)). 
\end{align*}
\]

These are distinct matrices since \((a + b)(a + c)(b + c) \neq 0\). Now suppose \( a, b, \) and \( c \) are distinct. Suppose \( QA = S \in \text{sym} \). Then

\[ S^2 = A^2. \]

Let \( \mu \) be an eigenvalue of \( S \) with eigenvector \( u \). Then \( S^2 u = \mu^2 u = A^2 u \), so \( \mu^2 \) is an eigenvalue of \( A^2 \). Thus, as the eigenvectors of \( A^2 \) with a given eigenvalue are unique, \( u \) is an eigenvector of \( A \) and \( \pm \mu \) is the corresponding eigenvalue. Since \( \det Q = +1 \), \( \det S = \det A \), so we must have one of the four cases above.
By equivariance, \( k(\Theta) \cap \text{sym} = \Theta k(\Theta) \cap \text{sym} \) consists of four points. Now \( \Theta \cap \mathcal{L}_e = k^{-1}(\Theta k(\Theta) \cap \text{sym}) \), so it suffices to show that \( k \) is one-to-one on \( \Theta \). This is a consequence of the following and Property (A2) of 3.7.

**3.14 Lemma** Suppose \( A \in \text{sym} \) and \( \dim \ker A \leq 1 \). Then \( A \) has no isotropy; that is, \( QA = A \) implies \( Q = I \).

**Proof** Every \( Q \neq I \) acts on \( \mathbb{R}^3 \) by rotation through an angle \( \theta \) about a unique axis; say \( l \subset \mathbb{R}^3 \) (\( l \) is a line through the origin in \( \mathbb{R}^3 \)). Now \( QA = A \) means that \( Q \) is the identity on the range of \( A \). Therefore, if \( Q \neq I \) and \( QA = A \), the range of \( A \) must be zero or one dimensional; that is, \( \dim \ker A > 2 \).

The next proposition considers the range and kernel of \( k : \mathcal{L} \rightarrow \mathfrak{m}_3 \).

**3.15 Proposition**

1. \( \ker k \) consists of those loads in \( \mathcal{L}_e \) for which every axis is an axis of equilibrium.
2. \( k : \mathcal{L} \rightarrow \mathfrak{m}_3 \) is surjective.

**Proof** For 1, let \( l \in \ker k \). For \( W \in \text{skew} \), \( k(Wl) = Wk(l) = 0 \), so \( WL \in \mathcal{L}_e \); by 3.10 every axis is an axis of equilibrium. Conversely, if \( WL \in \mathcal{L}_e \) for all \( W \in \text{skew} \), then \( k(Wl) = Wk(l) \) is symmetric for all \( W \); that is, \( k(l)W + Wk(l) = 0 \) for all \( W \). From \( W_{\mathcal{L}_e} = AW_e + W_eA \), where \( A = k(l) \) and \( L = (\text{trace } A) l - A \), we see that \( L = 0 \). This implies \( \text{trace } A = 0 \) and hence \( A = 0 \).

To prove 2, introduce the following \( \text{SO}(3) \)-invariant inner product on \( \mathcal{L} \):

\[
\langle l, \tilde{l} \rangle = \int_\mathcal{L} \langle B(X), \tilde{B}(X) \rangle dV(X) + \int_\partial \mathcal{L} \langle \tau(X), \tilde{\tau}(X) \rangle dA(X).
\]

Relative to this and the inner product \( \langle A, B \rangle = \text{trace}(ATB) \) on \( \mathfrak{m}_3 \), the adjoint \( k^T : \mathfrak{m}_3 \rightarrow \mathcal{L} \) of \( k \) is given by

\[
k^T(A) = (B, \tau), \quad \text{where} \quad B(X) = AX - G, \tau(X) = AX,
\]

and

\[
G = \int_\mathcal{L} AX dV(X) + \int_{\partial \mathcal{L}} AX dA(X).
\]

If \( k^T(A) = (0, 0) \), then it is clear that \( A = 0 \). It follows that \( k \) is surjective.

**3.16 Corollary**

1. \( \ker k \) is the largest subspace of \( \mathcal{L}_e \) that is \( \text{SO}(3) \) invariant.
2. \( k \mid (\ker k)^\perp : (\ker k)^\perp \rightarrow \mathfrak{m}_3 \) is an isomorphism.

Let \( j = (k \mid (\ker k)^\perp)^{-1} \) and write

\[
\text{Skew} = j \text{skew}, \quad \text{Sym} = j \text{sym}.
\]

These are linear subspaces of \( \mathcal{L} \) of dimension three and six, respectively. Thus we have the decomposition:
SO(3)-invariant pieces
$\mathcal{L} = \text{Skew} \oplus \text{Sym} \oplus \ker k$

of $\mathcal{L}$, corresponding to the decomposition $\mathbb{M}_3 = \text{skew} \oplus \text{sym}$:

$U = \frac{1}{2} (U - U^T) + \frac{1}{2} (U + U^T)$ of $\mathbb{M}_3$.

Now we are ready to reformulate our problem in several ways that will be useful.

Define $\Phi: \mathcal{C} \to \mathcal{L}$ by $\Phi(\phi) = (-\text{DIV } P, P \cdot N)$; that is,

$\Phi(\phi)(X) = (-\text{DIV } P(X, F(X)), P(X, F(X)) \cdot N(X))$

so the equilibrium equations (E) become $\Phi(\phi) = l$. From material frame indifference, we have equivariance of $\Phi$: $\Phi(Q\phi) = Q\Phi(\phi)$. The results of Boxes 1.1, Chapter 3 and 1.1, Chapter 6, show that $\Phi$ is a smooth mapping. The derivative of $\Phi$ is given by

$D\Phi(\phi) \cdot u = (-\text{DIV}(A \cdot \nabla u), (A \cdot \nabla u) \cdot N)$

and at $\phi = I_\alpha$ this becomes

$D\Phi(I_\alpha) \cdot u = 2(-\text{DIV}(e \cdot e), (e \cdot e) \cdot N)$,

where $e = \frac{1}{2}[\nabla u + (\nabla u)^T]$.

If $D\Phi(I_\alpha): T_{I_\alpha} \mathcal{C} \to \mathcal{L}$ were an isomorphism, we could solve $\Phi(\phi) = l$ uniquely for $\phi$ near $I_\alpha$ and $l$ small. The essence of our problem is that $D\Phi(I_\alpha)$ is not an isomorphism.

Define $e_{\text{sym}} = \{ u \in T_{I_\alpha} \mathcal{C} | u(0) = 0 \text{ and } \nabla u(0) \in \text{sym} \}$. From (H2) and Section 6.1, we have:

3.17 Lemma $D\phi(I_\alpha)|_{e_{\text{sym}}} : e_{\text{sym}} \to \mathcal{L}_e$ is an isomorphism.

The connection between the astatic load map $k: \mathcal{L} \to \mathbb{M}_3$ and $\Phi$ is seen from the following computation of $k \circ \Phi$.

3.18 Lemma Let $\phi \in \mathcal{C}$ and $P$ be the first Piola–Kirchhoff stress tensor evaluated at $\phi$. Then

$k(\Phi(\phi)) = \int_\alpha P \, dV$.

This follows by an application of Gauss' theorem to

$k(\Phi(\phi)) = \int_\alpha (-\text{DIV } P) \otimes X \, dV(X) + \int_{\partial \alpha} (P \cdot N) \otimes X \, dA(X)$.

This should be compared with the astatic load relative to the configuration $\phi$ rather than $I_\alpha$; one gets

$k(\Phi(\phi), \phi) = \int_{\phi(\alpha)} \sigma \, dv$.

which is symmetric, while $k(\Phi(\phi)) = k(\Phi(\phi), I_\alpha)$ need not be.
To study solutions of \( \Phi(\phi) = l \) for \( \phi \) near the trivial solutions and \( l \) near a given load \( l_0 \), it suffices to take \( l_0 \in \mathcal{L}_e \). This follows from DaSilva’s theorem and equivariance of \( \Phi \).

Let \( \mathcal{E}_{\text{sym}} \) be regarded as an affine subspace of \( \mathcal{E} \) centered at \( I_\Omega \) i.e. identify \( \mathcal{E}_{\text{sym}} \) and \( \mathcal{E}_{\text{sym}} + I_\Omega \). Let \( \Phi \) be the restriction of \( \Phi \) to \( \mathcal{E}_{\text{sym}} \). From the implicit function theorem we get:

**3.19 Lemma** There is a ball centered at \( I_\Omega \) in \( \mathcal{E}_{\text{sym}} \) whose image \( \mathcal{H} \) under \( \Phi \) is a smooth submanifold of \( \mathcal{L} \) tangent to \( \mathcal{L}_e \) at \( 0 \) (see Figure 7.3.2). The manifold \( \mathcal{H} \) is the graph of a unique smooth mapping

\[ F: \mathcal{L}_e \rightarrow \text{Skew} \]

such that \( F(0) = 0 \) and \( DF(0) = 0 \).

Later we shall show how to compute \( D^2F(0) \) in terms of \( D\Phi(I_\Omega)^{-1} \) and \( \mathcal{E} \) (see Proposition 3.34).

Now we are ready to reformulate Problem (P1).

(P2) For a given \( l_0 \in \mathcal{L}_e \) near zero, study how \( \Theta_1 \) meets the graph of \( F \) for various \( l \) near \( l_0 \).

Problems (P1) and (P2) are related as follows. Let \( \phi \) solve (E) with \( l \in \mathcal{L} \) and 0 be such that \( \Phi(\phi) = \mathcal{Q}l \in \mathcal{E}_{\text{sym}} \). Then \( \Phi(\phi) = \mathcal{Q}l \), so the orbit of \( l \) meets the graph of \( F \) at \( \Phi(\phi) \). Conversely, if the orbit of \( l \) meets \( \mathcal{H} \) at \( \Phi(\phi) \), then \( \phi = \mathcal{Q}^{-1}\phi \) solves (E).

We claim that near the trivial solutions, the numbers of solutions to each problem also correspond. This follows from the next lemma.

**3.20 Lemma** There is a neighborhood \( \mathcal{U} \) of \( I_\Omega \) in \( \mathcal{E}_{\text{sym}} \) such that \( \phi \in \mathcal{U} \) and \( \mathcal{Q}\phi \in \mathcal{U} \) implies \( \mathcal{Q} = I \).
Proof. Note that $\mathfrak{c}_{\text{sym}}$ is transverse to $\mathcal{O}_\Omega$ at $I_\Omega$ and $I_\Omega$ has no isotropy. Thus, as $\text{SO}(3)$ is compact, $\mathcal{O}_\Omega$ is closed, so there is a neighborhood $\mathcal{U}_0$ of $I_\Omega$ in $\mathfrak{c}_{\text{sym}}$ such that $Q|\Omega \in \mathcal{U}_0$ implies $Q = I$. The same thing is true of orbits passing through a small neighborhood of $I$ by openness of transversality and compactness of $\text{SO}(3)$.

If $\mathcal{O}_i$ meets $\mathfrak{m}$ in $k$ points $Q_i = \Phi(\bar{\phi}_i)$ ($i = 1, \ldots, k$), then $\bar{\phi}_i$ are distinct as $\Phi$ is 1-1 on a neighborhood of $I_\Omega$ in $\mathfrak{c}_{\text{sym}}$. If this neighborhood is also contained in $\mathcal{U}$ of 3.20, then the points $Q^{-1}_i \cdot \bar{\phi}_i = \bar{\phi}_i$ are also distinct.

Hence problems (P1) and (P2) are equivalent.

In connection with the action $(Q, A) \rightarrow QA$ of $\text{SO}(3)$ on $\mathfrak{m}_3$, we shall require some more notation. Let

$$\text{Skew}(QA) = \frac{1}{2}(QA - A^TQ^T) \in \text{skew}$$

and

$$\text{Sym}(QA) = \frac{1}{2}(QA + A^TQ^T) \in \text{sym}$$

be the skew-symmetric and symmetric parts of $QA$, respectively.

We shall, by abuse of notation, suppress $j$ and identify Sym with sym and Skew with skew. Thus we will write a load $l \in \mathcal{L}$ as $l = (A, n)$, where $A = k(l) \in \mathfrak{m}_3$, and $n \in \ker k$; hence $l \in \mathcal{L}$ precisely when $A \in \text{sym}$. The action of $\text{SO}(3)$ on $\mathcal{L}$ is given by $Ql = (QA, Qn)$.

Using this notation we can reformulate Problem (P2) as follows:

(P3) For a given $l_0 = (A_0, n_0) \in \mathcal{L}$ near zero, and $l = (A, n)$ near $l_0$, find $Q \in \text{SO}(3)$ such that

$$\text{Skew}(QA) - F(\text{Sym}(A, Q), Qn) = 0.$$  

Next define a rescaled map $\bar{F}: \mathbb{R} \times \mathcal{L} \rightarrow \text{Skew}$ by

$$\bar{F}(\lambda, l) = \frac{1}{\lambda^2} F(\lambda l).$$

Since $F(0) = 0$ and $DF(0) = 0$, $F$ is smooth. Moreover, if $F(l) = \frac{1}{2} G(l) + \frac{1}{6} C(l) + \cdots$ is the Taylor expansion of $F$ about zero, then $\bar{F}(\lambda, l) = \frac{1}{2} G(l) + (\lambda/6) C(l) + \cdots$.

In problem (E) let us measure the size of $l$ by the parameter $\lambda$. Thus, replace $\Phi(\phi) = l$ for $l$ near zero by $\Phi(\phi) = \lambda l$ for $\lambda$ near zero. This scaling enables us to conveniently distinguish the size of $l$ from its "orientation." In the literature $l$ has always been fixed and $\lambda$ taken small. Here we allow $l$ to vary as well. These extra parameters are crucial for the complete bifurcation picture. Thus we arrive at the final formulation of the problem.

(P4) For a given $l_0 = (A_0, n_0) \in \mathcal{L}$, for $l$ near $l_0$ and $\lambda$ small, find $Q \in \text{SO}(3)$ such that

$$\text{Skew}(QA) - \lambda \bar{F}(\lambda, \text{Sym}(QA), Qn) = 0.$$
The left-hand side of this equation will be denoted \( H(\lambda, A, n, Q) \) or \( H(\lambda, Q) \) if \( A, n \) are fixed.

With all these preliminaries at hand, we are ready to give a simple proof of one of the first of Stoppelli’s basic theorems.  

**3.21 Theorem** Suppose \( l \in \mathcal{L}_e \) has no axis of equilibrium. Then for \( \lambda \) sufficiently small, there is a unique \( \phi \in \mathfrak{c}_{\text{sym}} \) and a unique \( Q \) in a neighborhood of the identity in \( \text{SO}(3) \) such that \( \phi = Q^{-1}\phi \) solves the traction problem

\[ \Phi(\phi) = \lambda l. \]

**Proof** Define \( H: \mathbb{R} \times \text{SO}(3) \to \text{Skew} \) by

\[ H(\lambda, Q) = \text{Skew}(QA) - \lambda F(\lambda, \text{Sym}(QA), n), \]

where \( l = (A, n) \in \mathcal{L}_e = \text{Sym} \oplus \text{Ker} k \) is fixed. Note that \( D_2H(0, I) \cdot W = \text{Skew}(WA) = \frac{1}{2}(AW + WA) \). By Proposition 3.10, this is an isomorphism. Hence, by the implicit function theorem, \( H(\lambda, Q) = 0 \) can be uniquely solved for \( Q \) near \( I \in \text{SO}(3) \) as a function of \( \lambda \) near \( 0 \in \mathbb{R} \).

The geometric reason “why” this proof works and the clue to treating other cases is the following:

**3.22 Lemma** If \( l \in \mathcal{L}_e \) has no axis of equilibrium, then \( \Theta_l \) intersects \( \mathcal{L}_e \) transversely at \( l \) (i.e., \( \mathcal{L} = \mathcal{L}_e \oplus T_l\Theta_l \)), and conversely.

**Proof** The tangent space of \( \Theta_l \) at \( l \in \mathcal{L}_e \) is \( T_l\Theta_l = \{Wl | W \in \text{Skew}\} \). Transversality means that the projection of \( T_l\Theta_l \) to the complement \( \text{Skew} \) of \( \mathcal{L}_e \) is surjective. The projection is \( Wl \mapsto \frac{1}{2}(WA + AW) \) where \( A = k(l) \), so the result follows from 3.10, part 3.

We have shown that there is only one solution to \( \Phi(\phi) = \lambda l \) near the identity if \( \lambda \) is small and \( l \) has no axis of equilibrium. How many solutions are there near the set of all trivial solutions \( \text{SO}(3) \)? This problem has a complex answer that depends on the type of \( l \). We analyze the simplest case now. Recall (see Definition 3.12) that a load \( l \in \mathcal{L}_e \) is said to be of type 0 if \( l \) has no axis of equilibrium and if \( A = k(l) \) has distinct eigenvalues.

Loads with no axis of equilibrium occur for loads other than type 0 (see Box 3.1), and Stoppelli’s theorem applies to them. However, the global structure of the corresponding set of solutions is quite different (“global” being relative to \( \text{SO}(3) \)).

**3.23 Theorem** Let \( l_0 \in \mathcal{L}_e \) be of type 0. Then for \( \lambda \) sufficiently small the equation \( \Phi(\phi) = \lambda l_0 \) has exactly four solutions in a neighborhood of the trivial solutions \( \text{SO}(3) \subset \mathbb{C} \) (see Figure 7.3.3).

---

9The only other complete proof in English we know of is given in Van Buren [1968], although sketches are available in Grioli [1962], Truesdell and Noll [1965], and Wang and Truesdell [1973]. Our proof is rather different; the use of the rescaled map \( \tilde{F} \) avoids a series of complicated estimates used by Stoppelli and Van Buren.
Proof By 3.13, $\Theta_{\lambda l_0}$ meets $\mathcal{L}_e$ in four points. By 3.21, in a neighborhood of 0 in $\mathcal{L}$, $\Theta_{\lambda l_0}$ meets $\mathcal{H}$ in exactly four points, the images of $\phi_1$, $\phi_2$, $\phi_3$, and $\phi_4$, say. Thus Problem (P2) has four solutions. By the equivalence of (P1) and (P2), so does (P1).

Let $A = k(l_0)$ and $\mathcal{S}_A = \{ Q | QA \in \text{sym} \}$. From the proof of 3.13 we see that $\mathcal{S}_A$ is a four-element subgroup of $\text{SO}(3)$, isomorphic to $\mathbb{Z}_2 \oplus \mathbb{Z}_2$. By our earlier discussions, $\phi_i$ are obtained from $\bar{\phi}_i$ by applying rotations close to elements of $\mathcal{S}_A$. In particular, as $\lambda \to 0$, the solutions $\{ \phi_i \}$ converge to the four element set $\mathcal{S}_A$ (regarded as a subset of $\mathcal{C}$).

For $l$ sufficiently close to $l_0$ in 3.23, the problem $\Phi(\phi) = \lambda l$ will also have four solutions. Indeed by openness of transversality, $\Theta_{\lambda l}$ will also meet $\mathcal{H}$ in four points. In other words, the picture for type 0 loads in Figure 7.3.3 is structurally stable under small perturbations of $l_0$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.3.3.png}
\caption{Figure 7.3.3}
\end{figure}

Next we study the dynamical stability of the four solutions found by Theorem 3.23. This is done under the hypothesis that the classical elasticity tensor is stable: we introduce the following condition.

(H3) Assume there is an $\eta > 0$ such that for all $e \in \text{Sym}(T_x\Omega, T_x\Omega)$,
\[\epsilon(e) = \frac{1}{2}c(X)(e, e) \geq \eta ||e||^2, \quad || \cdot || = \text{pointwise norm}.\]

[$\epsilon(e)$ is the stored energy function for linearized elasticity; see Section 4.3.]

Because of the difficulties with potential wells and dynamical stability discussed in Section 6.6, we shall adopt the following “energy criteria” definition of stability.
3.24 Definition A solution \( \phi \) of \( \Phi(\phi) = l \) will be called stable if \( \phi \) is a local minimum in \( C \) of the potential function

\[
V(\phi) = \int_\Omega W(D\phi) \, dV - \langle l, \phi \rangle,
\]

where \( \langle l, \phi \rangle = \int_\Omega B(X) \cdot \phi(X) \, dV(X) + \int_\Omega \tau(X) \cdot \phi(X) \, dA(X) \).

If \( \phi \) is not stable, its index is the dimension of the largest subspace of vectors \( u \) tangent to \( C \) at \( \phi \) with the property that \( V_1 \) decreases along some curve tangent to \( u \) at \( \phi \). (Thus, index 0 corresponds to stability.)

3.25 Theorem Assume (H1)-(H3) and let \( l_0 \) be as in 3.23. For \( \lambda \) sufficiently small, exactly one of the four solutions \( \phi_1, \phi_2, \phi_3, \phi_4 \) is stable; the others have indices 1, 2, and 3. More precisely, suppose \( \phi_1 \) is a solution approaching \( Q \in S_2 \) as \( \lambda \to 0 \). Then for \( \lambda \) small, \( \phi_1 \) is stable if and only if \( QA - \text{tr}(QA)I \in \text{sym} \). In general, the index of \( \phi_1 \) is the number of negative eigenvalues of \( QA - \text{tr}(QA)I \).

Proof Let \( \phi_0 \in C \) solve \( \Phi(\phi) = \lambda l_0 = l \). Then \( \phi_0 \) is a critical point of \( V_{\lambda l_0} \). Consider the orbit \( \theta_{\phi_0} = \{ Q_{\phi_0} | Q \in SO(3) \} \) of \( \phi_0 \). The tangent space to \( C \) at \( \phi_0 \) decomposes as follows:

\[
T_{\phi_0}C = T_{\phi_0} \theta_{\phi_0} \oplus (T_{\phi_0} \theta_{\phi_0})^\perp.
\]

First consider \( V_1 \) restricted to \( (T_{\phi_0} \theta_{\phi_0})^\perp \). Its second derivative at \( \phi \) in the direction of \( u \in (T_{\phi_0} \theta_{\phi_0})^\perp \) is \( \int_\Omega (\partial^2 W/\partial F \partial F)(\phi) \cdot (\nabla u, \nabla u) \, dV \). At \( \phi_0 = Q | \Omega \), this becomes

\[
\int_\Omega c(X) \cdot (e(X), e(X)) \, dV(X), \quad \text{where} \quad e = \frac{1}{2}(\nabla u + (\nabla u)^T).
\]

This is larger than a positive constant times the \( L^2 \)-norm of \( e \), by (H3). However, since \( u \) is in \( (T_{\phi_0} \theta_{\phi_0})^\perp \), \( \| e \|_{L^2} \geq (\text{const.}) \| u \|_{H^1} \), by Korn's inequality (see Box 1.1, Chapter 6). By continuity, if \( \lambda \) is small,

\[
D^2 V_{\lambda l_0}(\phi_0) \cdot (u, u) \geq \delta \| u \|_{H^1}^2
\]

for all \( u \) orthogonal to \( \theta_{\phi_0} \) at \( \phi_0 \). This implies \( \phi_0 \) is a minimum for \( V_{\lambda l_0} \) in directions transverse to \( \theta_{\phi_0} \) (cf. Section 6.6).

Next, consider \( V_{\lambda l_0} \) restricted to \( \theta_{\phi_0} \). By material frame indifference, \( W \) is constant on \( \theta_{\phi_0} \) and as \( \phi_0 \) must be a critical point for \( V_{\lambda l_0} \) restricted to \( \theta_{\phi_0} \), it is also a critical point for \( \lambda l_0 = l \) restricted to \( \theta_{\phi_0} \) (where \( l : C \to \mathbb{R} \) is defined by \( l(\phi) = \langle l, \phi \rangle \)). It suffices therefore to determine the index of \( l | \theta_{\phi_0} \) at \( \phi_0 \). The result is a consequence of continuity and the limiting case \( \lambda \to 0 \) given in the following lemma about type 0 loads.

3.26 Lemma Let \( l \) be type 0 and let \( A = k(l) \). Then \( S_A \), regarded as a subset of \( C \) equals the set of critical points of \( l | \theta_{lA} \). These four critical points are non-degenerate with indices 0, 1, 2, and 3; the index of \( Q \) is the number of negative eigenvalues of \( QA - \text{tr}(QA)I \).
Proof  First note that \( \mathcal{L}_e = (T_{\Theta} SO(3))^\perp \) since \( D\Phi(I_\Theta) \) has kernel \( T_{\Theta} SO(3) = \text{skew} \), has range \( \mathcal{L}_e \), and is self-adjoint. Thus \( Ql \in \mathcal{L}_e \) if and only if \( l \perp T_{Ql} SO(3) \). It follows that \( Ql \in \mathcal{L}_e \) if and only if \( Q^T \) is a critical point of \( l|_{\Theta} \).

Recall that elements of \( S_\delta = \{ Q \in SO(3) | Ql \in \mathcal{L}_e \} \) are symmetric (see 3.13).

To compute the index of \( l|_{\Theta} \) at \( Q \in S_\delta \), we compute the second derivative

\[
\frac{d^2}{dt^2} l(\exp(tW)Q) \bigg|_{t=0} = l(W^2 Q).
\]

Now

\[
l(W^2 Q) = \text{trace} \ k(l, W^2 Q) = \text{trace} W^2 k(l, Q) = \text{trace} W^2 k(Q^T l) = \text{trace}[W^2 QA].
\]

This quadratic form on skew is represented by the element \( QA - \text{tr}(QA)I \) of Sym as is seen by a simple computation. Using the representations for \( \{ QA \} \) given by Proposition 3.13, namely,

\[
\text{diag}(a, b, c), \quad \text{diag}(-a, -b, c), \quad \text{diag}(-a, b, -c), \quad \text{and diag}(a, -b, -c)
\]

one checks that all four indices occur.  

In the following boxes we shall outline, omitting a number of proofs, the methods by which the analysis of the other types proceeds. Again, Chillingworth, Marsden, and Wan [1982a] should be consulted for details and the full results.

---

**Box 3.1 Classification of Orbits in \( \mathbb{M}_3 \)**

The classification of loads depends on a classification of the corresponding astatic loads. This will be done by classifying orbits in \( \mathbb{M}_3 \) under the action \( (Q, A) \mapsto QA \) of \( SO(3) \) on \( \mathbb{M}_3 \) by the way the orbits meet sym. By the polar decomposition, we can assume \( A \in \text{sym} \). In 3.13 we proved:

**3.27 Proposition (Type 0)** Suppose \( A \in \text{sym} \) has no axis of equilibrium and has distinct eigenvalues. Then \( S_\delta \cap \text{sym} \) consists of four points at each of which the intersection is transversal.

We shall let the eigenvalues of \( A \in \text{sym} \) be denoted \( a, b, c \); following 3.11 we shall say that \( A \) has no axis of equilibrium when \((a + b)(b + c)(a + c) \neq 0\); that is, \( a + b + c \neq a, b, \) or \( c \), and in this case \( \Theta_\delta \) intersects sym transversally at \( A \).

**3.28 Definition** We shall say \( A \) is of type 1 if \( A \) has no axis of equilibrium and if exactly two of \( a, b, c \) are equal (say \( a = b \neq c \)).
3.29 Proposition If \( A \) is type 1, then \( \Theta_A \cap \text{sym} \) consists of two points (each with no axis of equilibrium) and an \( \mathbb{RP}^1 \) or equivalently a circle (each point of which has one axis of equilibrium).

\( \mathbb{RP}^n \) denotes the set of lines through the origin in \( \mathbb{R}^{n+1} \). The proof of 3.29 is essentially a straightforward exercise in linear algebra. Likewise, for type 2 we proceed as follows.

3.30 Definition We shall say \( A \) is of type 2 if \( A \) has no axis of equilibrium and all three of \( a, b, c \) are equal (and so \( \neq 0 \)).

3.31 Proposition If \( A \) is type 2, then \( \Theta_A \cap \text{sym} \) consists of one point (\( A \) itself) and an \( \mathbb{RP}^2 \) (each point of which has a whole circle of axes of equilibrium).

Types 3 and 4 are treated next.

3.32 Definition We say \( A \) is type 3 if \( \dim \ker A = 2 \) and say \( A \) is type 4 if \( A = 0 \).

3.33 Proposition If \( A \) is type 3, then \( \Theta_A \cap \text{sym} \) consists of two points, \( A \) and \( -A \). If \( A \) is type 4, \( \Theta_A \cap \text{sym} = \{0\} \).

Thus, orbits in \( \mathcal{M}_A \) fall into exactly five different types; 0, 1, 2, 3, and 4 with the properties above.

Stoppelli partially analyzed only types 0 and 1. We discussed type 0 in the text and shall briefly comment on type 1 in the next box. Types 2, 3, and 4 are also interesting; see Chillingworth, Marsden, and Wan [1982b] for details.

Problem 3.3 Use the results above and 3.21 to prove the existence of at least one solution of the traction problem for a load of types 1 or 2.

Problem 3.4 A load \( l \) is called parallel if there is a vector \( a \in \mathbb{R}^3 \) and scalar functions \( f: \Omega \to \mathbb{R}, g: \partial\Omega \to \mathbb{R} \) such that \( l = (fa, ga) \). Show that parallel loads are of type 3.

Problem 3.5 Suppose \( B = 0 \) and \( \tau = \tau N \) for a constant \( \tau \). Show that this load is of type 2.

Figure 7.3.4 shows some examples of loads \( l \) where \( k(l) \) has types 1, 2, 3, and 4.
Type 1. Rotation by 180° about one of the horizontal axes produces an equilibrated load with no axis of equilibrium.

Type 2. Any horizontal axis is an axis of equilibrium; vertical axis is not an axis of equilibrium. Rotation by 180° about the vertical axis gives an equilibrated load with no axis of equilibrium.

Type 3

Type 4

Figure 7.3.4
Box 3.2  The Bifurcation Equation for Type 1

We shall now indicate briefly how the bifurcation analysis proceeds. According to the formulation (P4) of our problem, given \((A_0, n_0) \in \mathcal{L}_e\), we wish to solve

\[
H(\lambda, A, n, Q) = \text{Skew}(QA) - \lambda F(\lambda, \text{Sym}(QA), n) = 0
\]

for \(Q\) for various \((A, n)\) near \((A_0, n_0)\), and small \(\lambda\).

Define the vector field \(X_{A_0}\) on \(SO(3)\) by

\[
X_{A_0}(Q) = \text{skew}(QA) \cdot Q
\]

(right translation of \(\text{Skew}(QA)\) from \(SO(3)\) to \(T_Q SO(3)\)). Likewise we regard \(H\) as a vector field \(X(\lambda, A, n, Q)\) on \(SO(3)\) depending on the parameters \(\lambda, A, n\) by setting

\[
X(\lambda, A, n, Q) = H(\lambda, A, n, Q) \cdot Q.
\]

Let \(\mathcal{S}_{A_0}\) be the zero set for \(X_{A_0}\). For \(A_0\) of type 1, \(\mathcal{S}_{A_0}\) consists of two points and a circle \(\mathcal{C}_{A_0}\). One computes that for \(Q \in \mathcal{S}_{A_0}\),

\[
T_Q \mathcal{S}_{A_0} = \{W_0 Q \mid W_0 \in \text{skew} \text{ and } W_0 (QA_0) + (QA_0) W_0 = 0\}.
\]

From 3.10, \(W_0 \mapsto W_0 (QA_0) W_0\) corresponds to the linear transformation \(QA_0 - \text{tr}(QA_0) I\) under the isomorphism of skew with \(\mathbb{R}^3\). Symmetry of this linear transformation when \(QA_0\) is symmetric is a reflection of the fact that \(X_{A_0}\) is a gradient field. In fact, \(X_{A_0}\) is the gradient of \(l_0|_{\theta_{\mathcal{S}_{A_0}}}-\text{that is, of}

\[
l_0(Q) = \int_{\mathcal{S}_{A_0}} B_0(X) \cdot Q(X) \, dV(X) + \int_{\partial \mathcal{S}_{A_0}} \tau_0(X) \cdot Q(X) \, dA(X)
\]

as one sees by a calculation. Thus, by the Fredholm alternative, at each point \(Q\) of \(\mathcal{S}_{A_0}\), \(DX_{A_0}(Q) : T_Q SO(3) \rightarrow T_Q SO(3)\) has range the orthogonal complement of \(T_Q \mathcal{S}_{A_0}\). Thus, the range of \(DX_{A_0}\) over its zero set \(\mathcal{S}_{A_0}\) is the normal bundle of \(\mathcal{S}_{A_0}\). The Liapunov–Schmidt procedure now produces a unique section \(\phi_{\lambda, A, n}\) of the normal bundle to \(\mathcal{S}_{A_0}\) such that the orthogonal projection of \(X(\lambda, A, n, Q)\) to the fiber of the normal bundle is zero. Let \(\Gamma(\lambda, A, n)\) be the graph of \(\mathcal{S}_{A_0}\) and let \(\hat{X}(\lambda, A, n, Q)\) be the projection of \(X\) to \(T_Q \Gamma\). Thus, \(\hat{X}\) is a vector field on \(\Gamma\). The equation \(\hat{X} = 0\) is our bifurcation equation. One can show that, essentially, \(\hat{X}\) is a gradient, so one is looking for critical points of a function on a circle. These can then be described using singularity theory. Cusp bifurcations (see Section 7.1) are, not surprisingly, present, so an isolated solution near the circle can bifurcate into three. Stoppelli [1958] found some of these extra solutions by analyzing a slice of the bifurcation diagram. For type 2 a double cusp occurs and a single solution can bifurcate into 9. These are also new solutions.
Box 3.3 Miscellany: Curvature and Linearization Stability

The manifold $\mathcal{X}$ was shown to be the graph of a map $F$; see 3.19. Essentially, $F$ is the skew-component of $\Phi$. Now we will demonstrate an almost paradoxical fact: the second derivative of this map at $I_\Omega$ can be computed knowing only the classical elasticity tensor $c$. Intuitively one would expect this second derivative to depend on higher nonlinearities. This second derivative tells us, essentially, the curvature of $\mathcal{X}$.

3.34 Proposition Let $\mathcal{F}: \mathbb{R} \to \text{skew}$ be defined by $\mathcal{F}(\phi) = \text{Skew}[k(\Phi(\phi))]$. Then $\mathcal{F}(I_\Omega) = 0$, $D^2\mathcal{F}(I_\Omega) = 0$, and

$$D^2\mathcal{F}(I_\Omega)(u, u) = 2 \text{Skew} \left( \int_{\Omega} \nabla u \cdot \nabla u \, dV \right) = -2 \text{Skew} k(u, u),$$

where $l_u = (b_u, \tau_u)$, $b_u = -\text{DIV}(c \cdot e)$, and $\tau_u = (c \cdot e) \cdot N$. Identifying skew with $\mathbb{R}^3$, this reads

$$-D^2\mathcal{F}(I_\Omega)(u, u) = \left( \int_{\Omega} b_u \times u \, dV + \int_{\partial \Omega} \tau_u \times u \, dA \right).$$

Proof By 3.17,

$$\mathcal{F}(\phi) = \text{Skew} \left( \int_{\Omega} P \, dV \right),$$

where $P$ is the first Piola-Kirchhoff stress. We have $P(I_\Omega) = 0$, so $\mathcal{F}(I_\Omega) = 0$. Also,

$$D\mathcal{F}(I_\Omega) \cdot u = \text{Skew} \int_{\Omega} \frac{\partial P}{\partial F} \cdot \nabla u \, dV = \text{Skew} \int_{\Omega} c \cdot \nabla u \, dV = 0,$$

as $c \cdot \nabla u$ is symmetric and $(\partial P/\partial F)(I_\Omega) = c$. Next, to compute $D^2\mathcal{F}$, we need to use the fact that $S$ is symmetric, so write $P = FS$ and obtain

$$D_F P(F) \cdot \nabla u = \nabla u S(F) + FD_F S(F) \cdot \nabla u.$$

Thus,

$$D^2 P(I_\Omega)(\nabla u, \nabla v) = \nabla u D_F S(I_\Omega) \cdot \nabla v + \nabla v D_F S(I_\Omega) \cdot \nabla u + D^2 S(I_\Omega)(\nabla u, \nabla v).$$

Now $D_F S(I_\Omega) \cdot \nabla u = D_F S(I_\Omega)(\nabla u + \nabla u^T) = c \cdot \nabla u$ and $D^2 S(I_\Omega)$ is symmetric, so

$$D^2\mathcal{F}(I_\Omega)(u, v) = \text{skew} \int_{\Omega} D^2 P(I_\Omega)(\nabla u, \nabla v) \, dV = \text{skew} \left( 2 \int_{\Omega} (\nabla u \cdot \nabla v + \nabla v \cdot \nabla u) \, dV \right).$$

Thus

$$D^2\mathcal{F}(I_\Omega)(u, u) = 2 \text{skew} \left( \int_{\Omega} \nabla u \cdot \nabla u \, dV \right) = \text{skew} \int_{\Omega} b \otimes u \, dV + \int_{\partial \Omega} \tau \otimes u \, dA$$

by the divergence theorem. ■
3.35 Example  For a homogeneous isotropic material, \( c \cdot e = \lambda(\text{trace } e)I + 2\mu e \) for constants \( \lambda \) and \( \mu \) (the Lamé moduli). Thus

\[
D^2 \Phi(I_0)(u, u) = 2 \text{ skew} \left( \int_\Omega \left[ 2\mu \nabla u e + \lambda \text{trace}(e) \nabla u \right] dV \right)
\]

\[
= 2 \text{ skew} \int_\Omega \left\{ \mu \nabla u \nabla u + \lambda \text{trace}(e) \nabla u \right\} dV
\]

Finally we make a few remarks about linearization stability; see Section 4.4.

3.36 Definition  Suppose a pair \((u_1, l_1)\) satisfies the equations linearized about our stress free reference state \(I_0\); that is,

\[
D\Phi(I_0) \cdot u_1 = l_1.
\]

Let us call the pair \((u_1, l_1)\) linearization stable (or integrable) if there exists a curve \((\phi(\lambda), l(\lambda)) \in \mathcal{C} \times \mathcal{L}_e\) such that:

(i) \(\phi(0) = I_0, \ l(0) = 0;\)
(ii) \(\phi'(0) - u_1 \in \text{Ker } D\phi(I_0), \ l'(0) = l_1;\) and
(iii) \(\Phi(\phi(\lambda)) = l(\lambda).\)

Here \((\phi(\lambda), l(\lambda))\) should be defined in some interval; say \([0, \epsilon)\), \(\epsilon > 0.\) (We can, of course, do the same about any state, not just \(I_0.\))

3.37 Proposition  Suppose \(l_1 \in \mathcal{L}_e\) has no axis of equilibrium and \(D\Phi(I_0)u_1 = l_1.\) Then \((u_1, l_1)\) is linearization stable.

Proof  Let \(l(\lambda) = \lambda l_1.\) Then there is a unique smooth curve \(\phi(\lambda)\) through \(I_0\) such that \(\Phi(\phi(\lambda)) = l(\lambda)\) by Theorem 3.21. Differentiating at \(\lambda = 0\) gives \(D\Phi(I_0) \cdot \phi'(0) = l_1,\) so \(\phi'(0) - u_1 \in \text{Ker } D\Phi(I_0).\) 

The following produces a potential obstruction to linearization stability. It is called the “Signorini compatibility conditions.” Let us use the notation

\[
\int_\Omega u \times l \quad \text{for} \quad \int_\Omega u(X) \times B(X) \ dV(X) + \int_{\partial \Omega} u(X) \times t(X) \ dA(X).
\]

Let us note that linearization stability really just involves \(l_1;\) let us say \(l_1\) is integrable when there is a curve \((\phi(\lambda), l(\lambda)) \in \mathcal{C} \times \mathcal{L}_e\) satisfying (i) and (iii) above with \(l'(0) = l_1.\) Then \(D\Phi(I_0) \cdot \phi'(0) = l_1\) is automatic.

3.38 Proposition  Suppose \(l_1\) is integrable. Then there exists a \(u_1\) such that

\[
D\Phi(I_0)u_1 = l_1 \quad \text{(L)}
\]

and

\[
\int_\Omega u_1 \times l_1 = 0. \quad \text{(C)}
\]
Proof. Take \( u_1 = \phi'(0) \) and differentiate the identity \( \int_\alpha \phi(\lambda) \times l(\lambda) = 0 \) twice and set \( \lambda = 0 \); all that survives is \( \int_\alpha u_1 \times l_1 = 0 \) since \( l''(0) = 0 \). 

\[ l_2 \in \mathcal{L}_e \left( \text{so} \int_\alpha I_1 \times l_2 = 0 \right) \text{ and } l(0) = 0. \]

Remarks

1. Note that \( l_1 \in \mathcal{L}_e \) is a necessary condition for integrability.
2. A basic question to be asked is when the compatibility conditions (C) are sufficient for integrability and how much freedom there is in our choice of \( l(\lambda) \). This is the spirit of the classical work, where \( \phi(\lambda) \) and \( l(\lambda) \) are expanded in power series. See Truesdell and Noll [1965] for extensive discussions.

Problem 3.6 Show that these compatibility conditions coincide with those derived in Truesdell and Noll [1965].

The following major theorem of Marsden and Wan [1983], whose proof is omitted here, establishes a key link with and substantially improves upon the classical power series methods.

3.39 Theorem Suppose \( (u_1, l_1) \) satisfy (L) and (C). Then \( (u_1, l_1) \) is linearization stable.

In this result one cannot simply take \( l(\lambda) = \lambda l_1 \), the second term in the expansion \( l(\lambda) = \lambda l_1 + \lambda^2 l_2 + \ldots \) plays a key role.

3. To give an example of a non-integrable \( l_1 \in \mathcal{L}_e \), one can find an \( l_1 \) such that for any \( u_1 \) satisfying (L), condition (C) is violated. Such an example of Signorini is discussed in §9 of Capriz and Podio-Guidugli [1974].

4. One can carry out an analysis similar to this around a stressed state as well. The details of the computations and the possible bifurcation diagrams can be more complex, as one in effect has to deal with "genuine" three-dimensional buckling. This aspect is treated by Wan [1983]. The perturbation series approach of Signorini has been carried out in this case by Bharatha and Levinson [1978].

7.4 BASIC IDEAS OF DYNAMIC BIFURCATION THEORY

Dynamic bifurcation theory differs from the static theory in that we now concentrate on qualitative changes in phase portraits, such as the sudden appearance of periodic orbits. The static theory of Section 7.1 may be regarded as a subtheory, namely, the study of bifurcation of equilibrium points. One of the basic theorems in this subject is the "Hopf bifurcation theorem" on the
appearance of closed orbits. We present a self-contained proof of this theorem in Box 4.1.

The dynamical framework in which we operate is described as follows. Let $\mathcal{Y} \subset \mathcal{X}$ be Banach spaces (or manifolds) and let

$$f: \mathcal{Y} \times \mathbb{R}^p \to \mathcal{X}$$

be a given $C^k$ mapping. Here $\mathbb{R}^p$ is the parameter space and $f$ may be defined only on an open subset of $\mathcal{Y} \times \mathbb{R}^p$. The dynamics is determined by the evolution equation $dx/dt = f(x, \lambda)$, which will be assumed to define a local semiflow $F^\lambda_t: \mathcal{Y} \to \mathcal{Y}$ by letting $F^\lambda_t(x_0)$ be the solution of $\dot{x} = f(x, \lambda)$ with initial condition $x(0) = x_0$. See Section 6.5 for instances when this is valid.

A fixed point is a point $(x_0, \lambda)$ such that $f(x_0, \lambda) = 0$. Therefore, $F^\lambda_t(x_0) = x_0$; that is, $x_0$ is an equilibrium point of the dynamics.

A fixed point $(x_0, \lambda)$ is called $\mathcal{X}$- (resp. $\mathcal{Y}$-) stable if there is an $\mathcal{X}$- (resp. $\mathcal{Y}$-) neighborhood $\mathcal{U}_0$ of $x_0$ such that for $x \in \mathcal{U}_0 \cap \mathcal{Y}$, $F^\lambda_t(x)$ is defined for all $t \geq 0$, and if for any neighborhood $\mathcal{V} \subset \mathcal{U}_0$, there is a neighborhood $\mathcal{U} \subset \mathcal{U}_0$ such that $F^\lambda_t(x) \in \mathcal{V}$ if $x \in \mathcal{U}$ and $t \geq 0$. The fixed point is called asymptotically stable if, in addition, $F^\lambda_t(x) \to x_0$ in the $\mathcal{X}$-norm (resp. $\mathcal{Y}$-norm) as $t \to +\infty$, for $x$ in a neighborhood of $x_0$.

**Problem 4.1** Discuss the relationship between this notion of stability and that in Section 6.6 (see Definition 6.2).

Many semilinear hyperbolic and most parabolic equations satisfy an additional smoothness condition; we say $F^\lambda_t$ is a $\mathcal{Y}$–$C^k$ semiflow if for each $t$ and $\lambda$, $F^\lambda_t: \mathcal{Y} \to \mathcal{Y}$ (where defined) is a $C^k$ map and its derivatives are strongly continuous in $t, \lambda$. Similarly, we say $F^\lambda_t$ is $\mathcal{X}$–$C^k$ if it extends to a $C^k$ map of $\mathcal{X}$ to $\mathcal{X}$. One especially simple case occurs when

$$f(x, \lambda) = A_1x + B(x, \lambda),$$

where $A_1: \mathcal{Y} \to \mathcal{X}$ is a linear generator depending continuously on $\lambda$ and $B: \mathcal{X} \times \mathbb{R}^p \to \mathcal{X}$ is a $C^k$ map. Then $F^\lambda_t$ is $C^k$ from $\mathcal{X}$ to $\mathcal{X}$ and if $B$ is $C^k$ from $\mathcal{Y}$ to $\mathcal{Y}$, so is $F^\lambda_t$. This result is readily proved by the variation of constants formula

$$x(t) = e^{tA_1}x_0 + \int_0^t e^{(t-s)}A_1B(x(s), \lambda)\,ds.$$ 

See Section 6.5 for details. For more general conditions under which a semiflow is smooth, see Marsden and McCracken [1976]; see also Box 5.1, Section 6.5. The stability of fixed points may often be determined by the following basic result. For example, it applies to the Navier–Stokes equations, reproducing Prodi [1962] as a special case.

**4.1 Liapunov's Theorem** Suppose $F_t$ is an $\mathcal{X}$–$C^1$ flow, $x_0$ is a fixed point and the spectrum of the linear semigroup

$$\mathcal{U}_t = D_xF_t(x_0): \mathcal{X} \to \mathcal{X}$$

...
(the Fréchet derivative with respect to \( x \in X \)) is \( e^{\sigma t} \), where \( \sigma \) lies in the left half-plane a distance > \( \delta > 0 \) from the imaginary axis. Then \( x_0 \) is asymptotically stable and for \( x \) sufficiently close to \( x_0 \) we have the estimate

\[
\| F_t(x) - x_0 \| \leq Ce^{-\delta t}.
\]

**Proof** We shall need to accept from spectral and semigroup theory that there is an \( \epsilon > 0 \) and an equivalent norm \( \| \cdot \| \) on \( X \) such that

\[
\| DF_t(x_0) \| < e^{-\epsilon t}.
\]

(Indeed, if \( \mathcal{U} \) is a semigroup with spectral radius \( e^\rho \), set

\[
\| x \| = \sup_{t \geq 0} \| \mathcal{U}_t x \| /e^{\rho t};
\]

see Hille and Phillips [1957].) Thus, if \( 0 < \epsilon' < \epsilon \),

\[
\| DF_t(x) \| \leq \exp(-\epsilon't) \quad \text{for} \quad 0 \leq t \leq 1
\]

and \( x \) in a neighborhood of \( x_0 \), say \( \mathcal{U} = \{ x \| x - x_0 \| < r \} \). This is because \( F_t \) is \( C^1 \) with derivative continuous in \( t \).

We claim that if \( x \in \mathcal{U} \), and \( t \) is small, then \( F_t x \in \mathcal{U} \) and

\[
\| F_t(x) - x_0 \| \leq \exp(-\epsilon't) \| x - x_0 \|.
\]

But it follows from this estimate:

\[
\| F_t(x) - x_0 \| = \| F_t(x) - F_t(x_0) \| = \left\| \int_0^1 DF_s(sx + (1 - s)x_0)(x - x_0) \, ds \right\|
\]

\[
< \int_0^1 \| DF_s(sx + (1 - s)x_0) \| \| (x - x_0) \| \, ds
\]

\[
< \exp(-\epsilon't) \| x - x_0 \|.
\]

This result now holds for large \( t \) by using the facts that \( F_t = F_{t/n}^n \) and \( \exp(-\epsilon't) = [\exp(-\epsilon't/n)]^n \). Changing back to the original norm, the theorem is proved. \( \blacksquare \)

Observe that the hypotheses do not explicitly involve the generator \( A \), so the theorem can be used for \( \mathcal{Y} \)-smooth flows as well. As we noted in Box 5.1, Section 6.5, the full equations of nonlinear elasticity cannot be expected to define smooth flows. However, 4.1 can be expected to apply when a semilinear model is used.

To locate fixed points in a bifurcation problem, we solve the equation

\[
f(x, \lambda) = 0.
\]

The stability of a fixed point \( x_0 \) is usually determined by the spectrum \( \sigma \) of the linearization at \( x_0 \):

\[
A_{\lambda} = D_x f(x_0, \lambda).
\]

(If the operator \( A_{\lambda} \) and its semigroup are non-pathological—for example, they have discrete spectrum—then \( \sigma(e^{\epsilon A_{\lambda}}) = e^{\epsilon \sigma(A_{\lambda})} \) or the closure of this set; see Carr [1981] and Roh [1982] for additional results.) Thus, if \( \sigma \) lies in the left half-plane, \( x_0 \) is stable. In critical cases where the spectrum lies on the imagi-
nary axis, stability has to be determined by other means (see Problem 5.4, Section 6.5 for an example). It is at criticality where, for example, a curve of fixed points \(x_0(\lambda)\) changes from being stable to unstable, a bifurcation can occur.

The second major point we wish to make is that within the context of smooth semiflows, the invariant manifold theorems from ordinary differential equations carry over.

In bifurcation theory it is often useful to apply the invariant manifold theorems to the suspended flow

\[ F_t: \mathcal{X} \times \mathbb{R}^p \to \mathcal{X} \times \mathbb{R}^p \text{ defined by } (x, \lambda) \mapsto (F_t^t(x), \lambda). \]

The invariant manifold theorem states that if the spectrum of the linearization \(A_x\) at a fixed point \((x_0, \lambda)\) splits into \(\sigma_s \cup \sigma_c\), where \(\sigma_s\) lies in the left half-plane and \(\sigma_c\) is on the imaginary axis, then the flow \(F_t\) leaves invariant manifolds \(\mathcal{W}^s\) and \(\mathcal{W}^c\) tangent to the eigenspaces corresponding to \(\sigma_s\) and \(\sigma_c\), respectively; \(\mathcal{W}^s\) is the stable and \(\mathcal{W}^c\) is the center manifold. (One can allow an unstable manifold too if that part of the spectrum is finite.) Orbits on \(\mathcal{W}^s\) converge to \((x_0, \lambda)\) exponentially. For suspended systems, note that we always have \(1 \in \sigma_c\).

For bifurcation problems the center manifold theorem is the most relevant, so we summarize the situation. (See Marsden and McCracken [1976] and Hassard, Kazarinoff and Wan [1981] for details.)

4.2 Center Manifold Theorem for Flows  Let \(\mathcal{X}\) be a Banach space admitting a \(C^\infty\) norm away from 0 and let \(F_t\) be a \(C^0\) semiflow defined on a neighborhood of 0 for \(0 \leq t \leq \tau\). Assume \(F_t(0) = 0\) and for each \(t > 0\), \(F_t: \mathcal{X} \to \mathcal{X}\) is a \(C^{k-1}\) map whose derivatives are strongly continuous in \(t\). Assume that the spectrum of the linear semigroup \(DF_t(0): \mathcal{X} \to \mathcal{X}\) is of the form \(e^{i(\sigma, \omega)}\), where \(e^{i\sigma}\) lies on the unit circle (i.e., \(\sigma_c\) lies on the imaginary axis) and \(e^{i\omega}\) lies inside the unit circle a nonzero distance from it, for \(t > 0\); that is, \(\sigma_s\) is in the left half-plane. Let \(C\) be the (generalized) eigenspace corresponding to the part of the spectrum on the unit circle. Assume \(\dim C = d < \infty\).

Then there exists a neighborhood \(U\) of 0 in \(\mathcal{X}\) and a \(C^k\) submanifold \(\mathcal{W}^c \subseteq U\) of dimension \(d\) passing through 0 and tangent to \(C\) at 0 such that:

(a) If \(x \in \mathcal{W}^c\), \(t > 0\) and \(F_t(x) \in U\), then \(F_t(x) \in \mathcal{W}^c\).
(b) If \(t > 0\) and \(F_n^t(x)\) remains defined and in \(U\) for all \(n = 0, 1, 2, \ldots\), then \(F_n^t(x) \to \mathcal{W}^c\) as \(n \to \infty\).

See Figure 7.4.1 for a sketch of the situation.

For example, in the pitchfork bifurcation from Section 7.1, we have a curve of fixed points \(x_0(\lambda)\) and \(\lambda \in \mathbb{R}\), which become unstable as \(\lambda\) crosses \(\lambda_0\) and two stable fixed points branch off. All three points lie on the center manifold for the suspended system. Taking \(\lambda = \lambda_0\) yields an invariant manifold \(\mathcal{W}^c\) for the parametrized system; see Figure 7.4.2.

Although the center manifold is only known implicitly, it can greatly simplify the problem qualitatively by reducing an initially infinite-dimensional problem.
It turns out to be true rather generally that stability calculations done via the Liapunov-Schmidt procedure and via the center manifold approach are...
equivalent. This allows one to make dynamic deductions from the Liapunov-Schmidt procedure, which is convenient for calculations. See Schaeffer and Golubitsky [1981, §6] for details.

There are some important points to be made on the applicability of the preceding theorems to nonlinear elasticity. First of all, dynamic elastic bifurcation phenomena often involve dissipation and forcing as well as the conservative elastic model. The equations of hyperelastodynamics (without dissipation) are such that the flow determined by them is probably not smooth. This has been indicated already in Section 6.5. On the other hand it is also not clear what dissipative mechanisms (such as viscoelasticity or thermo-elasticity) will produce smooth semiflows. As we already know, the situation is tractable for typical rod, beam, and plate models, for they give semilinear equations. Similar difficulties in delay equations can be overcome; cf. Hale [1981].

In short, for the full equations of three-dimensional nonlinear elasticity a dynamical bifurcation theory does not yet exist, for "technical reasons." For typical rod, beam, and plate models, however, the theory presented here does apply. (Some examples are discussed in the next section.)

We now turn our attention to a description of some of the basic dynamic bifurcations. Bifurcation theory for dynamical systems is more subtle than that for fixed points. Indeed the variety of bifurcations possible—their structure and an imperfection-sensitivity analysis—is much more complex. We begin by describing the simplest bifurcations for one-parameter system.

4.3 Saddle Node or Limit Point This is a bifurcation of fixed points; a saddle and a sink come together and annihilate one another, as shown in Figure 7.4.3. A simple real eigenvalue of the sink crosses the imaginary axis at the moment of bifurcation; one for the saddle crosses in the opposite direction. The suspended center manifold is two dimensional. The saddle-source bifurcation is similarly described.

If an axis of symmetry is present, then a symmetric pitchfork bifurcation can

![Figure 7.4.3](image-url)
occur, as in Figure 7.4.4. As in our discussion of Euler buckling, in Section 7.1, small asymmetric perturbation or imperfection can "unfold" this in several ways, one of which is a simple non-bifurcating path and a saddle node.

4.4 Hopf Bifurcation  This is a bifurcation of a fixed point to a periodic orbit; here a sink becomes a saddle by two complex conjugate non-real eigenvalues crossing the imaginary axis. As with the pitchfork, the bifurcation can be sub-critical (unstable closed orbits) or super-critical (stable closed orbits). Figure 7.4.5 depicts the supercritical attracting case in $\mathcal{X} = \mathbb{R}^2$. Here the suspended center manifold is three dimensional.

The proof of the Hopf theorem will be sketched in Box 4.1. The use of center manifolds to prove it is due to Ruelle and Takens [1971]. For PDE's, many approaches are available; see the books of Marsden and McCracken [1976], Iooss and Joseph [1980], Henry [1981], and Hassard, Kazarinoff, and Wan [1981] for references and discussion.

These two bifurcations are local in the sense that they can be analyzed by linearization about a fixed point. There are, however, some global bifurcations that can be more difficult to detect. A saddle connection is shown in Figure 7.4.6. Here the stable and unstable separatrices of the saddle point pass through a state of tangency (when they are identical) and thus cause the annihilation of the attracting closed orbit.

These global bifurcations can occur as part of local bifurcations of systems with additional parameters. This approach has been developed by Takens [1974a, b], who has classified generic or "stable" bifurcations of two-parameter families of vector fields on the plane. This is an outgrowth of extensive work of the Russian school led by Andronov and Pontryagin [1937]. An example of one of Taken's bifurcations with a symmetry imposed is shown in Figure 7.4.7. (The labels will be used for reference in the next section.) In this bifurcation, rather
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than a single eigenvalue or a complex conjugate pair crossing the imaginary axis, a real double eigenvalue crosses at zero.

Many similar complex bifurcations are the subject of current research. For example, the eigenvalue configurations (a) one complex conjugate pair and one real zero and (b) two complex conjugate pairs, crossing the imaginary axis, are of interest in many problems. See, for example, Jost and Zehnder [1972], Cohen [1977], Takens [1973], Holmes [1980c], Guckenheimer [1980], and Langford and Iooss [1980]. A number of general features of dynamic bifurcation theory and additional examples are described in Abraham and Marsden [1978] and in Thompson [1982].

Some of the phenomena captured by the bifurcations outlined above have been known to engineers for many years. In particular, we might mention the jump phenomenon of Duffing's equation (see Timoshenko [1974], Holmes and Rand [1976]) and the more complex bifurcational behavior of the forced van der Pol oscillator (Hayashi [1964], Holmes and Rand [1978]; the latter contains a proof that the planar variational equation of the latter oscillator undergoes a saddle connection bifurcation as in Figure 7.4.6).
The references cited in the text contain many proofs of the Hopf bifurcation theorem. Here we give one that directly utilizes the Lyapunov–Schmidt procedure rather than center manifolds. (It is similar to expositions of proofs known to Hale and Cesari, amongst others. The present version was told to us by G. Iooss, M. Golubitsky and W. Langford, whom we thank.)

Let \( f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) be a smooth mapping satisfying \( f(0, \lambda) = 0 \) for all \( \lambda \). We are interested in finding periodic solutions for

\[
\frac{dx}{dt} = f(x, \lambda). \tag{1}
\]

Let \( A_\lambda = D_x f(0, \lambda) \) be the linearization of \( f \) at the equilibrium point \((0, \lambda)\). For simplicity we can assume our bifurcation point will be \( \lambda_0 = 0 \) and we write \( A = A_{\lambda_0} \).

Our search for periodic orbits for (1) begins with the assumption that the linearization equation

\[
\frac{dv}{dt} = Av \tag{2}
\]

has some. Normalizing the periods of (2) to be \( 2\pi \), and eliminating resonance leads to the following condition:

\[(H1) \text{ } A \text{ has simple eigenvalues } \pm i \text{ and no eigenvalues equal to } ki, \text{ where } k \text{ is an integer other than } \pm 1.\]

The period of a putative periodic orbit of (1) will drift from \( 2\pi \) to an unknown period when the nonlinear terms are turned on. Thus we can introduce a new variable \( s \) by rescaling time:

\[
s = (1 + \tau)t \tag{3}
\]

In terms of \( s \), (1) becomes

\[
(1 + \tau) \frac{dx}{ds} = f(x, \lambda). \tag{4}
\]

We now seek a \( 2\pi \)-periodic function \( x(s) \) and a number \( \tau \) such that (4) holds. Thus, we let

\[\Lambda^0 = \text{all continuous } 2\pi\text{-periodic functions } x(s) \text{ in } \mathbb{R}^n\]

and \( \Lambda^1 \) be the corresponding \( C^1 \) functions. Now set

\[F: \Lambda^1 \times \mathbb{R} \times \mathbb{R} \to \Lambda^0 \quad F(x, \tau, \lambda) = (1 + \tau) \frac{dx}{ds} - f(x, \lambda).\]

We seek zeros of \( F \); these will be periodic orbits of period \( (1 + \tau)2\pi \) (or in case \( x = 0 \), fixed points).
Now we apply the Liapunov–Schmidt procedure to $F$. The derivative of $F$ with respect to its first argument at the trivial solution $(0, 0, 0)$ is denoted $L$:

$$Lu = D_1 F(0, 0, 0) \cdot u = \frac{du}{ds} - Au.$$  \hspace{1cm} (5)

From (H1) we see that the kernel of $L$ is spanned by two functions, say $\phi_1, \phi_2 \in \Lambda^1$. In fact, if $Aw = iw$, then we can choose $\phi_1(s) = \text{Re}(e^{is}w)$ and $\phi_2(s) = \text{Im}(e^{is}w)$. The space spanned by $\phi_1$ and $\phi_2$ can be identified with $\mathbb{R}^2$ by $(x, y) \leftrightarrow x\phi_1 + y\phi_2$. The kernel of the adjoint, $L^*$, which is orthogonal to the range of $L$ (see Section 6.1) is likewise spanned by two functions, say $\phi_1^*, \phi_2^* \in \Lambda^1$; $L^*$ is given by

$$L^*u = -\frac{du}{ds} + A^*.$$  \hspace{1cm} (6)

The Liapunov–Schmidt procedure thus gives us an (implicitly defined) map

$$g: \mathbb{R}^2 \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^2$$

whose zeros we seek. The first $\mathbb{R}^2$ is the space spanned by $\phi_1$ and $\phi_2$ and the second is that spanned by $\phi_1^*$ and $\phi_2^*$.

Now the circle $S^1$ acts on $\Lambda^1$ by $x(s) \mapsto \theta x(s) = x(s - \theta)$, where $\theta \in S^1$ ($S^1$ is regarded as real numbers modulo $2\pi$). The function $F$ is covariant with respect to this action, as is easily checked: $F(\theta x, \tau, \lambda) = \theta F(x, \tau, \lambda)$. Now in general when a function whose zeros we seek is covariant (or equivariant) with respect to a group action, preserving the norm, the function produced by the Liapunov–Schmidt procedure is also covariant.

**Problem 4.2** Prove this assertion. (See Sattinger [1979] if you get stuck.)

From the form of $\phi_1$ and $\phi_2$, the action of $S^1$ on $\mathbb{R}^2$ is just given by rotations through an angle $\theta$. Now a rotationally covariant function from $\mathbb{R}^2$ to $\mathbb{R}^2$ is determined by its restriction to a line through the origin in its domain. Thus, we can write $g$ in the form

$$g(x, y, \tau, \lambda) = \begin{pmatrix} x & -y \\ y & x \end{pmatrix} \begin{pmatrix} \mu \\ \beta \end{pmatrix},$$  \hspace{1cm} (7)

where $\mu$ and $\beta$ are smooth functions of $u = \varepsilon^2 = x^2 + y^2$, $\tau$, and $\lambda$. We have $\mu(0, \tau, \lambda) = 0 = \beta(0, \tau, \lambda)$ corresponding to the trivial solu-
tions. If we find a zero of \((\mu, \beta)\) other than at \(x = 0, y = 0\), we have a periodic orbit. Roughly speaking, \((\mu, \beta)\) defines the perturbations of the amplitude and period of the periodic orbits we seek. From the fact that the variable \(\tau\) is directly proportional to the changes in period, we find that \((\partial \beta / \partial \tau)(0, 0, 0) = 1\).

**Problem 4.3** Prove the preceding assertion.

Thus, by the implicit function theorem we can solve \(\beta = 0\) for \(\tau(\epsilon^2, \lambda)\).

We still need to solve \(\mu = 0\). By \(S^1\) covariance it is enough to look at the function \(\mu(u, \lambda) = \mu(u, \lambda, \tau(u, \lambda))\); that is, we can restrict to \(y = 0\) and take \(x \geq 0\); here \(u = \epsilon^2\).

\[(H2) \quad \frac{\partial \mu}{\partial \lambda}(0, 0) \neq 0.\]

This is often called the "Hopf condition." As stated, it is not very easy to check. However, it holds iff the eigenvalues of \(A_x\) cross the imaginary axis with non-zero speed (with respect to the parameter \(\lambda\)).

**Problem 4.4** Prove this assertion. Consult Marsden and McCracken [1976] or Iooss and Joseph [1980] if you get stuck.

The condition \((H2)\) implies that \(\mu = 0\) is solvable for \(\lambda(u)\). Thus we have proved some key parts of the following important result of Hopf [1942]:

**4.5 Hopf Theorem** If \((H1)\) and \((H2)\) hold, then there is a unique one-parameter family of periodic orbits of \((1)\) in \(\mathbb{R}^n \times \mathbb{R}\), that are tangent to \(\mathbb{R}^n \times \{0\}\) at \(\lambda = 0\). Moreover, if

\[(H3) \quad \frac{\partial \mu}{\partial u}(0, 0) \neq 0,\]

then \(g(\epsilon, \lambda, \tau) = a(\epsilon^2, \lambda)\epsilon\) is contact equivalent (with a \(\mathbb{Z}_2\)-symmetry) to \((x^2 \pm \lambda)x\). [In the + case \((\partial \mu / \partial u > 0)\) the periodic orbits are supercritical and are stable and in the − case \((\partial \mu / \partial u < 0)\) they are subcritical and are unstable.] The Hopf and the saddle-node bifurcation are, in a sense, analogous to that explained in Box 1.1, the only one-parameter structurally stable dynamic bifurcations.

For the completion of the proof, methods for computing \(\mu_2 = \partial \mu / \partial u\), and infinite-dimensional generalizations, we refer to one of the references already given. (See also Crandall and Rabinowitz [1978], Hassard, Kazarinoff and Wan [1981], and Gurel and Rossler [1979]. We also refer to Takens [1973] and Golubitsky and Langford [1981] for an
imperfection-sensitivity analysis when (H2) or (H3) fail and, to Thompson and Lunn [1981a] for Hopf bifurcation with forcing, to Langford and Iooss [1980] for the interaction of the Hopf and pitchfork bifurcations and to Langford [1979] for the interaction of the Hopf and transcritical bifurcations. A "catalogue" of some of the important dynamic bifurcations is given in Abraham and Marsden [1978].

Box 4.2 Summary of Important Formulas for Section 7.4

Dynamic Bifurcation
A bifurcation in a parameter-dependent dynamical system means a qualitative change in the phase portrait as the parameter(s) varies.

Liapunov's Theorem
A fixed point is stable if the eigenvalue of the linearized system lie in the left half-plane.
Bifurcation at a fixed point can occur only when eigenvalues cross the imaginary axis.

Center Manifold
An invariant manifold corresponding to the purely imaginary eigenvalues captures all the bifurcation behavior.

Limit Point
Bifurcation of fixed points occurring when a saddle and a sink self-destruct (or are spontaneously created).

Hopf Bifurcation
If conditions (H1), (H2), (H3) hold (see the previous box), then the fixed point bifurcates to a family of periodic orbits that are either super-critical (stable) or are subcritical (unstable); see Figure 7.4.5 for the stable case.

7.5 A SURVEY OF SOME APPLICATIONS TO ELASTODYNAMICS

As with Section 7.2, we shall give a biased and incomplete survey. The number of papers dealing with dynamical bifurcation in systems related to elasticity is astronomical. Two examples are Hsu [1977] and Reiss and Matkowsky [1971].

11 This section was written in collaboration with Philip Holmes.
We shall concentrate on the phenomena of *flutter* in various engineering systems. We begin by describing some general features of flutter.

A dynamical system is said to be *fluttering* if it has a stable closed orbit. Often flutter is suggested if a system linearized about a fixed point has two complex conjugate eigenvalues with positive real part. However, a general proclamation of this sort is certainly false, as shown in Figure 7.5.1. A theorem that can be used to substantiate such a claim is the Hopf bifurcation theorem, which was proved in the preceding section.

Similar remarks may be made about divergence (a saddle point or source) as shown in Figure 7.5.2.

There are, in broad terms, three kinds of flutter of interest to the engineer. Here we briefly discuss these types. Our bibliography is not intended to be exhaustive, but merely to provide a starting point for the interested reader.

### 5.1 Airfoil or Whole Wing Flutter on Aircraft

Here linear stability methods *do* seem appropriate since virtually any oscillations are catastrophic. Control surface flutter probably comes under this heading also. See Bisplinghoff and Ashley [1962] and Fung [1955] for examples and discussion.
5.2 Cross-Flow Oscillations  The familiar flutter of sun-blinds in a breeze comes under this heading. The "galloping" of power transmission lines and of tall buildings and suspension bridges provide examples that are of more direct concern to engineers: the famous Tacoma Narrows bridge disaster was caused by cross-flow oscillations. In such cases (small) limit cycle oscillations are acceptable (indeed, they are inevitable), and so a nonlinear analysis is appropriate.

Cross-flow flutter is believed to be due to the oscillating force caused by "von Karman" vortex shedding behind the body; see Figure 7.5.3. The alter-
nating stream of vortices leads to an almost periodic force $F(t)$ transverse to the flow in addition to the in-line force $G(t)$; $G(t)$ varies less strongly than $F(t)$. The flexible body responds to $F(t)$ and, when the shedding frequency (a function of fluid velocity, $u$, and the body's dimensions) and the body’s natural (i.e., resonance) frequency are close, then “lock on” or “entrainment” can occur and large amplitude oscillations are observed. Experiments strongly suggest a limit cycle mechanism and engineers have traditionally modeled the situation by a van der Pol oscillator or perhaps a pair of coupled oscillators. See the symposium edited by Naudascher [1974] for a number of good survey articles; the review by Parkinson is especially relevant. In a typical treatment, Novak [1969] discusses a specific example in which the behavior is modeled by a free van der Pol type oscillator with nonlinear damping terms of the form

$$a_1 \dot{x} + a_2 \dot{x}^2 + a_3 \dot{x}^3 + \cdots.$$ 

Such equations possess a fixed point at the origin $x = \dot{x} = 0$ and can also possess multiple stable and unstable limit cycles. These cycles are created in bifurcations as the parameters $a_1, a_2, \ldots$, which contain windspeed terms, vary. Bifurcations involving the fixed-point and global bifurcations in which pairs of limit cycles are created both occur. Parkinson also discusses the phenomenon of entrainment that can be modeled by the forced van der Pol oscillator.

Landl [1975] discusses such an example that displays both “hard” and “soft” excitation, or, in Arnold’s [1972] term, strong and weak bifurcations. The model is

$$\ddot{x} + \delta \dot{x} + x = a\Omega^2 C_L,$$

$$\ddot{C}_L + (\alpha - \beta C_L^2 + \gamma C_L^4) \dot{C}_L + \Omega^2 C_L = b \dot{x}.$$ 

Here $\dot{x} \equiv d/dt$ and $\alpha, \beta, \gamma, \delta, a, b$ are generally positive constants for a given problem (they depend upon structural dimensions, fluid properties, etc.) and $\Omega$ is the vortex shedding frequency. As $\Omega$ varies the system can develop limit cycles leading to a periodic variation in $C_L$, the lift coefficient. The term $a\Omega^2 C_L$ then acts as a periodic driving force for the first equation, which represents one mode of vibration of the structure. This model, and that of Novak, appear to display generalized Hopf bifurcations (see Takens [1973] and Golubitsky and Langford [1981]).

In related treatments, allowance has been made for the effects of (broad band) turbulence in the fluid stream by including stochastic excitations. Vacaitis et al. [1973] proposed such a model for the oscillations of a two degree of freedom structure and carried out some numerical and analogue computer studies. Holmes and Lin [1978] applied qualitative dynamical techniques to a deterministic version of this model prior to stochastic stability studies of the full model (Lin and Holmes [1978]). The Vacaitis model assumes that the von Karman vortex excitation can be replaced by a term

$$F(t) \equiv F \cos(\Omega t + \Psi(t)).$$
where \( \Omega \) is the (approximate) vortex shedding frequency and \( \Psi(t) \) is a random phase term. In common with all the treatments cited above, the actual mechanism of vortex generation is ignored and "dummy" drag and lift coefficients are introduced. These provide discrete analogues of the actual fluid forces on the body. Iwan and Blevins [1974] and St. Hilaire [1976] have gone a little further in attempting to relate such force coefficients to the fluid motion, but the problem appears so difficult that a rigorous treatment is still impossible. The major problem is, of course, our present inability to solve the Navier–Stokes equations for viscous flow around a body. Potential flow solutions are of no help here, but recent advances in numerical techniques may be useful. Ideally a rigorous analysis of the fluid motion should be coupled with a continuum mechanical analysis of the structure. For the latter, see the elegant Hamiltonian formulation of Marietta [1976], for example.

The common feature of all these treatments (with the exception of Marietta's) is the implicit reduction of an infinite-dimensional problem to one of finite dimensions, generally to a simple nonlinear oscillator. The use of center manifold theory and the concept structural stability suggests that in some cases this reduction might be rigorously justified. To illustrate this we turn to the third broad class of flutter, which we discuss in more detail.

5.3 Axial Flow-Induced Oscillations In this class of problems, oscillations are set up directly through the interaction between a fluid and a surface across which it is moving. Examples are oscillations in pipes and (supersonic) panel flutter; the latter is analyzed in 5.6 below. Experimental measurements (vibration records from nuclear reactor fuel pins, for example) indicate that axial flow-induced oscillations present a problem as severe as the more obvious one of cross-flow oscillations. See the monograph by Dowell [1975] for an account of panel flutter and for a wealth of further references. Oscillations of beams in axial flow and of pipes conveying fluid have been studied by Benjamin [1961], Paidoussis [1966], Paidoussis and Issid [1974] and Holmes [1980d]. Figure 7.5.4 shows the three situations. In addition to the effects of the fluid flow velocity \( \rho \), the structural element might also be subject to mechanical tensile or compressive forces \( \Gamma \), which can lead to buckling instabilities even in the absence of fluid forces.

The equations of motion of such systems, written in one-dimensional form and with all coefficients suitably nondimensionalized, can be shown to be of the type
example, provide derivations of specific equations of this type.) The fluid forces are again approximated, but in a more respectable manner.

In the case of panel flutter, if a static pressure differential exists across the panel, the right-hand side carries an additional parameter $P$. Similarly, if mechanical imperfections exist so that compressive loads are not symmetric, then the "cubic" symmetry of (0) is destroyed.

Problems such as those of Figure 7.5.4 have been widely studied both theoretically and experimentally, although, with the exception of Dowell and a number of other workers in the panel flutter area, engineers have for the most part concentrated on linear stability analyses. Such analyses can give misleading results. In many of these problems, engineers have also used low-dimensional models, even though the full problem has infinitely many degrees of freedom. Such a procedure can sometimes be justified if careful use is made of the center manifold theorem.

Often the location of fixed points and the evolution of spectra about them have to be computed by making a Galerkin or other approximation and then using numerical techniques. There are obvious convergence problems (see Holmes and Marsden [1978a]), but once this is done, the organizing centers and dimension of the center manifolds can be determined relatively simply.
5.4 Pipes Conveying Fluid and Supported at Both Ends  Pipe flutter is an excellent illustration of the difference between the linear prediction of flutter and what actually happens in the nonlinear PDE model. The phase portrait on the center manifold in the nonlinear case is shown in Figure 7.5.5 at parameter values for which the linear theory predicts “coupled mode” flutter (cf. Paidoussis and Issid [1974] and Plaut and Huseyin [1975]). In fact, we see that the pipe merely settles to one of the stable buckled rest points with no nonlinear flutter. The presence of imperfections should not substantially change this situation.

The absence of flutter in the nonlinear case can be seen by differentiating a suitable Liapunov function along solution curves of the PDE. In the pipe flutter case the PDE is

\[
\alpha \dddot{v} + \dddot{\varphi} = \{\Gamma - \rho^2 + \gamma (1 - z) + K \|v'\|^2 + \sigma \langle v', \dot{v}' \rangle \} \dddot{v}
+ 2\sqrt{\beta} \rho \dot{v} + \gamma v' + \delta \ddot{v} + \ddot{v} = 0.
\]

Here \(\| \cdot \|\) and \(\langle \cdot, \cdot \rangle\) denote the usual \(L^2\)-norm and inner product and solutions \(x = (v, \dot{v})\) lie in a Hilbert space \(\mathcal{X} = H^2_\beta([0, 1]) \times L^2([0, 1]).\) (See Section 6.5 for the specific analytic framework for such a problem.) For our Liapunov function we choose the energy, in this case given by

\[
H(x(t)) = \frac{1}{2} \|\dot{v}\|^2 + \frac{1}{2} \|v''\|^2 + \frac{\Gamma - \rho^2}{2} \|v'\|^2 + \frac{K}{4} \|v'\|^4 + \frac{\gamma}{2} [1 - z] v', v'.
\]

Differentiating \(H(x(t))\) along solution curves yields

\[
\frac{dH}{dt} = -\delta \|\dot{v}\|^2 - \alpha \|\dddot{v}'\|^2 - \sigma \langle v', \dot{v}' \rangle^2 - 2\sqrt{\beta} \rho \langle \dot{v}', \dot{v}' \rangle.
\]
Since $\langle \dot{v}, \dot{v} \rangle = 0$ and $\delta$, $\alpha$, $\sigma > 0$, $dH/dt$ is negative for all $v > 0$ and thus all solutions must approach rest points. In particular, for $\Gamma < \Gamma_0$, the first Euler buckling load, all solutions approach $x_0 = [0] \in X$ and the pipe remains straight. Thus a term of the type $\rho \dot{v}$ cannot lead to nonlinear flutter. In the case of a beam in axial flow, terms of this type and of the type $\rho^2 v'$ both occur and nonlinear flutter evidently can take place (see Paidoussis [1966] for a linear analysis). Experimental observations actually indicate that fluttering motion more complex than limit cycles can occur.

### 5.5 Cantilevered Pipes
Flexible pipes free at one end can flutter. Anyone who has played with a hose knows this. Benjamin [1961] has some excellent photographs of a two-link model. Here flutter is caused by the so-called follower force at the free end, which introduces an additional term into the energy equation.

Recently, Sethna [1980], and references therein, has shown how the Hopf bifurcation can be used to obtain the flutter in this problem. His model allows only planar motions of the pipe. The three-dimensional problem is especially interesting because of the $S^1$ symmetry about the axis of the pipe. This leads one to guess that the flutter will become modulated in a subsequent bifurcation, as in the analysis of Rand [1982] for the Taylor problem in fluid mechanics. See also Thompson and Lunn [1981b].

### 5.6 Panel Flutter
Now we turn to an analysis of panel flutter. We consider the "one-dimensional" panel shown in Figure 7.5.4(c) and we shall be interested in bifurcations near the trivial zero solution. The equation of motion of such a thin panel, fixed at both ends and undergoing "cylindrical" bending (or spanwise bending) can be written as

$$\begin{align*}
\alpha \dddot{v} + \dddot{v} + \left( \Gamma + K \int_0^1 (v'(\xi))^2 d\xi + \sigma \int_0^1 (v'(\xi)v'(\xi)) d\xi \right) v'' + \rho v'' + \sqrt{\rho} \delta \dot{v} + \ddot{v} &= 0.
\end{align*}$$

(1)

See Dowell [1975] and Holmes [1977a]. Here $\cdot \equiv \partial/\partial t$, $' = \partial/\partial z$, and we have included viscoelastic structural damping terms $\alpha$, $\sigma$ as well as aerodynamic damping $\sqrt{\rho} \delta$. $K$ represents nonlinear (membrane) stiffness, $\rho$ the dynamic pressure, and $\Gamma$ an in-plane tensile load. All quantities are nondimensionalized and associated with (1). We have boundary conditions at $z = 0, 1$, which might typically be simply supported ($v = v'' = 0$) or clamped ($v = v' = 0$). In the following we make the physically reasonable assumption that $\alpha$, $\sigma$, $\delta$, $K$ are fixed $> 0$ and let the control parameter $\mu = \{ (\rho, \Gamma) | \rho \geq 0 \}$ vary. In contrast to previous studies in which (1) and similar equations were analyzed for specific parameter values and initial conditions by numerical integration of a finite-dimensional Galerkin approximation, here we study the qualitative behavior of (1) under the action of $\mu$.

As in Section 6.5, we first redefine (1) as an ODE on a Banach space, choosing
as our basic space $\mathcal{H} = H^2_0([0, 1]) \times L^2([0, 1])$, where $H^2_0$ denotes $H^2$ functions in $[0, 1]$ that vanish at 0, 1. Set $\| [v, \dot{v}] \|_\mathcal{H} = (\| \dot{v} \|^2 + \| v'' \|^2)^{1/2}$, where $\| \cdot \|$ denotes the usual $L^2$-norm and define the linear operator

$$
A_\mu = \begin{pmatrix} 0 & I \\ C_\mu & D_\mu \end{pmatrix}, \quad C_\mu v = -v'''' + \Gamma v'' - \rho v', \quad D_\mu \dot{v} = -\alpha \dot{v}'''' - \sqrt{\rho} \delta \dot{v}.
$$

The basic domain $\mathcal{D}(A_\mu)$ of $A_\mu$, consists of $(v, \dot{v}) \in \mathcal{H}$ such that $\dot{v} \in H^2_0$ and $v + \alpha \dot{v} \in H^4$; particular boundary conditions necessitate further restrictions. After defining the nonlinear operator $B(v, \dot{v}) = (0, [K \| v' \|^2 + \sigma \langle v', \dot{v}' \rangle] v')$, where $\langle , \rangle$ denotes the $L^2$ inner product, (1) can be rewritten as

$$
\frac{dx}{dt} = A_\mu x + B(x) = G_\mu(x) \quad x = (v, \dot{v}) \quad x(t) \in \mathcal{D}(A_\mu).
$$

From Section 6.5 recall that we have an energy function $H: \mathcal{H} \to \mathbb{R}$ defined by

$$
H(v, \dot{v}) = \frac{1}{2} \| \dot{v} \|^2 + \frac{1}{2} \| v'' \|^2 + \frac{\Gamma}{2} \| v' \|^2 + \frac{K}{4} \| v' \|^4
$$

and

$$
\frac{dH}{dt} = -\rho \langle v', \dot{v} \rangle - \sqrt{\rho} \delta \| \dot{v} \|^2 - \alpha \| \dot{v}'' \|^2 - \sigma \langle v', \dot{v} \rangle^2.
$$

In Section 6.5 we showed that (3) and hence (1) defines a unique smooth global semi-flow $F_\mu t$ on $\mathcal{H}$.

By making two-mode and four-mode approximations, one finds that for $\sigma = 0.0005$, $\delta = 0.1$, the operator $A_\mu$ has a double zero eigenvalue at $\mu = (\rho, \Gamma) \approx (110, -22.6)$ (the point 0 in Figure 7.5.6), the remaining eigenvalues
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**Figure 7.5.6** Partial bifurcation set for the two-mode panel ($\alpha = 0.005$, $\delta = 0.1$).
being in the left half-plane. (See Holmes [1977a] and Holmes and Marsden [1978a].) Thus around the zero solution we obtain a four-dimensional suspended center manifold. (Note that the control parameter $\mu$ is now two dimensional.) Referring to the eigenvalue evolution at the zero solution in Figure 7.5.7, which is obtained numerically, we are able to fill in the portions of the bifurcation diagram shown in Figure 7.5.6.

![Figure 7.5.7](image-url)

**Figure 7.5.7** Eigenvalue evolutions for $DF'_f(0): X \rightarrow X$, $\Gamma$ fixed, $\rho$ increasing, estimated from two-mode model. (a) $\Gamma = 0$. (b) $\Gamma = -16$. (c) $\Gamma \simeq -21.91$. (d) $\Gamma = -24$.

A supercritical Hopf bifurcation occurs crossing $B_h$ and a symmetrical saddle node on $B_{s1}$, as shown. These are the flutter and buckling or divergence instabilities detected in previous studies such as Dowell's. Moreover, finite-dimensional computations for the two fixed points $\{\pm x_0\}$ appearing on $B_{s1}$ and existing in region III show that they are sinks ($|\text{spectrum}(DF'_f(\pm x_0))| < 1$) below a curve $B'_h$ originating at 0, which we also show on Figure 7.5.6. As $\mu$ crosses $B'_h$ transversally, $\{\pm x_0\}$ undergo simultaneous Hopf bifurcations before coalescing with $\{0\}$ on $B_{s1}$. A fuller description of the bifurcations, including those occurring on $B_{s2}$ and $B_{s3}$, is provided by Holmes [1977a]. First consider the case where $\mu$ crosses $B_{s2}$ from region I to region III, not at 0. Here the eigenvalues indicate that a saddle-node bifurcation occurs. In Holmes [1977a] exact expressions are derived for the new fixed points $\{\pm x_0\}$ in the two-mode case. This then approxi-
mates the behavior of the full evolution equation and the associated semiflow \( F_t^\mu : \mathcal{X} \rightarrow \mathcal{X} \) and we can thus assert that a symmetric saddle-node bifurcation occurs on a one-dimensional manifold as shown in Figure 7.5.6 and that the "new" fixed points are sinks in region III. Next consider \( \mu \) crossing \( B_h \setminus O \). Here the eigenvalue evolution shows that a Hopf bifurcation occurs on a two-manifold and use of the stability calculations from Hassard [1979] show that the family of closed orbits existing in region II are attracting.

Now let \( \mu \) cross \( B_{s2} \setminus O \) from region II to region IIIa. Here the closed orbits presumably persist, since they lie at a finite distance from the bifurcating fixed point \( \{0\} \). In fact, the new points \( \{\pm x_0\} \) appearing on \( B_{s2} \) are saddles in region IIIa, with two eigenvalues of spectrum \( (DG_\mu(\pm x_0)) \) in the right half-plane and all others in the left half-plane. As this bifurcation occurs one of the eigenvalues of spectrum \( DF^\mu(0) \) passes into the unit circle so that throughout regions IIIa and III \( \{0\} \) remains a saddle. Finally, consider what happens when \( \mu \) crosses \( B_h' \) from region IIIa to III. Here \( \{\pm x_0\} \) undergo simultaneous Hopf bifurcations and the stability calculations show that the resultant sinks in region III are surrounded by a family of repelling closed orbits. We do not yet know how the multiple closed orbits of region III interact or whether any other bifurcations occur, but we now have a partial picture of behavior near \( 0 \) derived from the two-mode approximation and from use of the stability criterion. The key to completing this analysis lies in the point \( 0 \), the "organizing center" of the bifurcation set at which \( B_{s2}, B_h, \) and \( B_h' \) meet.

According to our general scheme, we now postulate that our bifurcation diagram near \( 0 \) is stable to small perturbations in our (approximate) equations. Takens' bifurcation shown in Figure 7.4.7 is consistent with the information found in Figure 7.5.6. Thus we are led to the complete bifurcation diagram shown in Figure 7.5.8 with the oscillations in various regions as shown in Figure 7.4.7.

One can actually check this rigorously by proving that our vector field on
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**Figure 7.5.8** A local model for bifurcations of the panel near \( 0 \), \((\rho, \Gamma) \approx (107.8, -21.91); \alpha = 0.005, \delta = 0.1.\)
the center manifold has the appropriate normal form. This calculation is rather long. See Holmes [1982].

Although the eigenvalue computations used in this analysis were derived from two and four mode models (in which \( A_\mu \) of (2) is replaced by a \( 4 \times 4 \) or \( 8 \times 8 \) matrix and \( \mathcal{X} \) is replaced by a vector space isomorphic to \( \mathbb{R}^4 \) or \( \mathbb{R}^8 \)), the convergence estimates of Holmes and Marsden [1978a] indicate that in the infinite-dimensional case the behavior remains qualitatively identical. In particular, for \( \mu \in \mathcal{U} \), a neighborhood of 0, all eigenvalues but two remain in the negative half-plane. Thus the dimension of the center manifold does not increase and our four-dimensional “essential model,” a two-parameter vector field on a 2-manifold, provides a local model for the onset of flutter and divergence. We are therefore justified in locally replacing the infinite-dimensional semiflow \( F_t^\mu : \mathcal{X} \to \mathcal{X} \) by a finite-dimensional system. Moreover, the actual vector fields and bifurcation set shown in Figure 7.4.7 can be realized by the explicit nonlinear oscillator

\[
\ddot{y} + \lambda_2 \dot{y} + \lambda_1 y + \eta y^2 \dot{y} + \eta y^3 = 0 \quad \gamma, \eta > 0
\]

or

\[
\dot{y}_1 = y_2 \quad \dot{y}_2 = -\lambda_1 y_1 - \lambda_2 y_2 - \eta y_1^2 y_2 - \eta y_1^3. \tag{5}
\]

In engineering terms (5) might be thought of as a “nonlinear normal mode” of the system of Equation (1), with \( \lambda_1, \lambda_2 \) representing equivalent linear stiffness and damping. (See Rosenberg [1966].) Note, however, that the relationship between the coordinates \( y_1, y_2 \) and any conveniently chosen basis in the function space \( \mathcal{X} \) is likely to be nonlinear: in particular, a single “natural” normal mode model of the panel flutter problem cannot exhibit flutter, although it can diverge. (See Holmes [1977a]; flutter occurs through coupling between the natural (linear) normal modes.)

The bifurcation diagram in Figure 7.4.7 for panel flutter is derived under an assumption of symmetry. One would expect extremely complex dynamics to be possible if this symmetry is broken because the homoclinic orbits can be broken. The reason we say this is explained in the next section. In fact, Dowell [1980] has found numerically that in certain parameter regions, chaotic dynamics occurs in panel flutter. This indicates that breaking the symmetry in Figure 7.4.7—which amounts to an imperfection sensitivity analysis—gives a bifurcation to chaotic dynamics. A situation where one can actually prove such an assertion is described in the next section.

### 7.6 BIFURCATIONS IN THE FORCED OSCILLATIONS OF A BEAM

In recent years many examples of dynamical systems have been found with the property that the equations of motion are relatively simple, yet the trajectories are very complex and depend very sensitively on the initial data. The literature

---

\(^{12}\)This section was written jointly with Philip Holmes and is based on Holmes and Marsden [1981].
on this topic is vast, but some of the more accessible works are Temam [1976], Ratiu and Bernard [1977], Lorenz [1979], Gurel and Rossler [1979], Holmes [1980a], Collet and Eckman [1980], and Guckenheimer and Holmes [1983].

Our goal is to sketch a method that enables one to rigorously describe some of the complexity in the dynamics of a forced beam. Experimentally, aperiodic or apparently random motions have been observed by Tseng and Dugundji [1971] and by Moon [1980a, b]. One sees in a power spectrum, periodicity (energy concentrated at certain frequencies) shift to aperiodicity (energy spread over a broad band of frequencies) as a parameter is increased. As we shall see, our analysis enables one to compute explicitly the bifurcation point where periodicity switches to aperiodicity for a special class of equations.

We shall consider a motivating example first and state the results for it. Following this we shall describe the methods by which they are obtained.

Consider a beam that is buckled by an external load $\Gamma$, so that there are two stable and one unstable equilibrium states (see Figure 7.6.1). The whole structure
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Figure 7.6.1 The forced, buckled beam.

is shaken with a transverse periodic displacement, $f \cos \omega t$ and the beam moves due to its inertia. One observes periodic motion about either of the two stable equilibria for small $f$, but as $f$ is increased, the motion becomes aperiodic or chaotic.

A specific model for the transverse deflection $w(z, t)$ of the centerline of the beam is the following partial differential equation

$$\dot{w} + w''' + \Gamma w'' - \kappa \left( \int_0^1 [w]^2 \, d\zeta \right) w'' = \epsilon (f \cos \omega t - \delta \dot{w}),$$  \hspace{1cm} (1)
where \( \cdot = \partial/\partial t, \ = \partial/\partial z, \Gamma = \text{external load}, \kappa = \text{stiffness due to "membrane' effects}, \delta = \text{damping}, \) and \( \epsilon \) is a parameter used to measure the size of \( f \) and \( \delta \). Among many possible boundary conditions we shall choose \( w = w'' = 0 \) at \( z = 0, 1 \)—that is, simply supported, or hinged, ends. With these boundary conditions, the eigenvalues of the linearized, unforced equations—that is, complex numbers \( \lambda \) such that
\[
\lambda^2 w + w''' + \Gamma w'' = 0
\]
for some non-zero \( w \) satisfying \( w = w'' = 0 \) at \( z = 0, 1 \)—form a countable set:
\[
\lambda_j = \pm nj \sqrt{\Gamma - \pi^2 j^2} \quad (j = 1, 2, \ldots).
\]
Assume that
\[
\pi^2 < \Gamma < 4\pi^2,
\]
in which case the solution \( w = 0 \) is unstable with one positive and one negative eigenvalue, and the nonlinear equation (1) with \( \epsilon = 0, \kappa > 0 \) has two nontrivial stable buckled equilibrium states.

A simplified model for the dynamics of (1) is obtained by seeking lowest mode solutions of the form
\[
w(z, t) = x(t) \sin(nz).
\]
Substitution into (1) and taking the inner product with the basis function \( \sin(nz) \), gives a Duffing-type equation for the modal displacement \( x(t) \):
\[
x - \beta x + \alpha x^3 = \epsilon(\gamma \cos \omega t - \delta \dot{x}),
\]
where \( \beta = n^2(\Gamma - \pi^2) > 0, \alpha = \kappa n^4/2, \) and \( \gamma = 4f/\pi \).

Further assumptions we make on (1) follow:

1. (No resonance): \( j^2n^2(j^2n^2 - j) \neq \omega^2 \) (\( j = 2, 3, 4, \ldots \)).
2. (Large forcing to damping ratio):
\[
\frac{f}{\delta} > \frac{\pi}{3} \frac{\Gamma - \pi^2}{\omega \sqrt{\kappa}} \cosh \left( \frac{\omega}{2 \sqrt{\Gamma - \pi^2}} \right) \quad \text{(bifurcation point)}.
\]
3. (Small forcing and damping): \( \epsilon \) is sufficiently small.

By the results of Section 6.5, (1) has well-defined smooth global dynamics on the Banach space \( \mathcal{X} = H_2^* \times L^2 \) of pairs \((w, \dot{w})\). In particular, there is a time \( 2\pi/\omega \) map \( P: \mathcal{X} \rightarrow \mathcal{X} \) that takes initial data and advances it in time by one period of the forcing function. The main result shows that the map \( P \) has complicated dynamics in a very precise sense.

6.1 Theorem Under the above hypotheses, there is some power \( P^N \) of \( P \) that has a compact invariant set \( \Lambda \subset \mathcal{X} \) on which \( P^N \) is conjugate to a shift on two symbols. In particular, (1) has infinitely many periodic orbits with arbitrarily high period.

This set \( \Lambda \) arises in a way similar to Smale’s famous “horseshoe” that is described below. The statement that \( P^N \) is conjugate to a shift on two symbols means that there is a homeomorphism \( h: \Lambda \rightarrow \) (space of bi-infinite sequences of
0's and 1's) = \{(\ldots, a_{-2}, a_{-1}, a_0, a_1, a_2, \ldots) \mid a_j = 0 \text{ or } 1, \ j \in \mathbb{Z} \} = \{0, 1\}^\mathbb{Z} \text{ such that } h_0 P^N h^{-1} \text{ is the shift map taking the sequence } (a_j) \text{ to the sequence } (b_j), \text{ where } b_j = a_{j-1}. \text{ Any periodic sequence then gives a periodic point for } P^N.

There are many results on periodic orbits for partial differential equations. Perhaps the best are due to Rabinowitz [1978]. However, the approach and results here are quite different.

Let us now explain briefly how the "horseshoe" comes about. We consider Equation (2) for simplicity although the basic idea is the same for (1). The key thing is that when \( \epsilon = 0 \) (no forcing or damping) the flow has homoclinic orbits—that is, an orbit connecting a saddle point to itself. See Figure 7.6.2. In fact, this equation is Hamiltonian on \( \mathbb{R}^2 \) with

\[
H(x, \dot{x}) = \frac{(\dot{x})^2}{2} - \frac{\beta x^2}{2} + \frac{\alpha x^4}{4}.
\]

When forcing and damping are turned on \( (\epsilon > 0) \) the idea is to use a technique of Melnikov [1963] (see also Arnold [1964]) to give a criterion for when the map \( P \) has stable and unstable manifolds that intersect transversally (see Figure 7.6.3). We shall go through this procedure shortly. Redrawing the situation, we have a map \( P \) of \( \mathbb{R}^2 \) to itself with stable and unstable manifolds as shown in Figure 7.6.4. It is plausible that the rectangle \( \mathcal{R} \) is mapped as shown under a high power \( N \) of \( P \). This is the reason for the name "horseshoe." Smale's basic work on this (Smale [1963], [1967]) was motivated by work of Cartwright,
Littlewood, and Levinson on nonlinear oscillations. The invariant set \( \Lambda \) is obtained as \( \Lambda = \bigcap_{n=-\infty}^{\infty} (P^n)^*(\mathcal{R}) \).

For purposes of Equation (1) one requires an infinite-dimensional generalization of this situation. Using an elegant argument of Conley and Moser (see Moser [1973]) this was done by Holmes and Marsden [1981]. Some important refinements of this horseshoe picture for two-dimensional systems have been
obtained by Chow, Hale and Mallet-Paret [1980] and Greenspan and Holmes [1982].

It is known that the time $t$-maps of the Euler and Navier-Stokes equations written in Lagrangian coordinates are smooth (Ebin and Marsden [1970]). Thus the methods described here can apply to these equations, in principle. On regions with no boundary, one can regard the Navier-Stokes equations with forcing as a perturbation of a Hamiltonian system (the Euler equations). Thus, if one knew a homoclinic orbit for the Euler equations, then the methods of this section would produce infinitely many periodic orbits with arbitrarily high period, indicative of turbulence. No specific examples of this are known to us (one could begin by looking on the two-torus $T^2$ and studying Arnold [1966]).

Similar situations probably arise in traveling waves and the current-driven Josephson junction. For example, an unforced sine-Gordon equation with damping studied by M. Levi seems to possess a homoclinic orbit (cf. Levi, Hoppenstadt, and Miranker [1978]). Presumably the ideas will be useful for the KdV equation as well.

There has been considerable interest recently in chaotic dynamics and strange attractors (cf. Gurel and Rossler [1979] and Hellman [1980]). The methods described here do not prove they exist for (1) or (2), but they do provide evidence that they are there. For a discussion in connection with (2), see Holmes [1979b]. The difference between our set $\Lambda$ and a true strange attractor $S$ is that $S$ is an attracting set and the flow near $S$ has well-defined statistical properties. However, $\Lambda$ is not an attractor; the flow near $\Lambda$ is statistical for a long time, but eventually this leaks out. For a discussion of horseshoes in Hamiltonian systems, see Holmes and Marsden [1982a] and Kopell and Washburn [1981].

We shall now outline the abstract methods by which the result on transversal intersection is proved.

We consider an evolution equation in a Banach space $\mathcal{X}$ of the form

$$\dot{x} = f_0(x) + \epsilon f_1(x, t),$$

where $f_1$ is periodic of period $T$ in $t$. Our hypotheses on (3) are as follows:

(H1) (a) Assume $f_0(x) = Ax + B(x)$, where $A$ is an (unbounded) linear operator that generates a $C^0$ one-parameter group of transformations on $\mathcal{X}$ and where $B: \mathcal{X} \rightarrow \mathcal{X}$ is $C^\infty$. Assume that $B(0) = 0$ and $DB(0) = 0$.

(b) Assume $f_1: \mathcal{X} \times S^1 \rightarrow \mathcal{X}$ is $C^\infty$, where $S^1 = \mathbb{R}/(T)$, the circle of length $T$.

From the results of Section 6.5, Assumption (1) implies that the associated suspended autonomous system on $\mathcal{X} \times S^1$,

$$\begin{align*}
\dot{x} &= f_0(x) + \epsilon f_1(x, \theta), \\
\dot{\theta} &= 1,
\end{align*}$$

has a smooth local flow, $F^\epsilon_t$. This means that $F^\epsilon_t: \mathcal{X} \times S^1 \rightarrow \mathcal{X} \times S^1$ is a smooth map defined for small $|t|$, which is jointly continuous in all variables
\( \epsilon, t, x \in \mathcal{X}, \theta \in S^1 \), and for \( x_0 \) in the domain of \( A \), \( t \mapsto F_t(x_0, \theta_0) \) is the unique solution of (4) with initial condition \( x_0, \theta_0 \).

The final part of Assumption (1) follows:

(c) Assume that \( F_t \) is defined for all \( t \in \mathbb{R} \) for \( \epsilon > 0 \) sufficiently small.

Our second assumption is that the unperturbed system is Hamiltonian. We recall from Chapter 5 that this means that \( \mathcal{X} \) carries a skew-symmetric continuous bilinear map \( \Omega: \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), which is weakly non-degenerate (i.e., \( \Omega(u, v) = 0 \) for all \( v \) implies \( u = 0 \)), called the symplectic form, and there is a smooth function \( H_0: \mathcal{X} \to \mathbb{R} \) such that

\[
\Omega(f_0(x), u) = dH_0(x) \cdot u
\]

for all \( x \) in \( \mathcal{D}(A) \), the domain of \( A \).

(H2) (a) Assume that the unperturbed system \( \dot{x} = f_0(x) \) is Hamiltonian with energy \( H_0: \mathcal{X} \to \mathbb{R} \).

**Problem 6.1** Verify that Equations (1) and (2) are Hamiltonian on \( H^2_\epsilon \times L^2 \) and \( \mathbb{R}^2 \), respectively. The Hamiltonian for (1) is

\[
H(w, \dot{w}) = \frac{1}{2} \| w \|^2 - \frac{\Gamma}{2} \| w' \|^2 + \frac{1}{2} \| w'' \|^2 + \frac{\kappa}{4} \| w' \|^2.
\]

(b) Assume there is a symplectic 2-manifold \( \Sigma \subset \mathcal{X} \) invariant under the flow \( F_\epsilon^0 \) and that on \( \Sigma \) the fixed point \( p_0 = 0 \) has a homoclinic orbit \( x_0(t) \); that is:

\[
\dot{x}_0(t) = f_0(x_0(t))
\]

and

\[
\lim_{t \to +\infty} x_0(t) = \lim_{t \to -\infty} x_0(t) = 0.
\]

Next we introduce a non-resonance hypothesis.

(H3) (a) Assume that the forcing term \( f_1(x, t) \) in (3) has the form

\[
f_1(x, t) = A_1 x + f(t) + g(x, t),
\]

where \( A_1 : \mathcal{X} \to \mathcal{X} \) is a bounded linear operator, \( f \) is periodic with period \( T \), \( g(x, t) \) is \( t \)-periodic with period \( T \) and satisfies \( g(0, t) = 0 \), \( D_x g(0, t) = 0 \), so \( g \) admits the estimate

\[
\| g(x, t) \| \leq (\text{const.}) \| x \|^2
\]

for \( x \) in a neighborhood of 0.

(b) Suppose that the "linearized" system

\[
\dot{x}_L = Ax_L + \epsilon A_1 x_L + \epsilon f(t)
\]

has a \( T \)-periodic solution \( x_L(t, \epsilon) \) such that \( x_L(t, \epsilon) = o(\epsilon) \).

For finite-dimensional systems, (H3) can be replaced by the assumption that 1 does not lie in the spectrum of \( e^{TA} \); that is, none of the eigenvalues of \( A \) resonates with the forcing frequency.
Next, we need an assumption that $A_1$ contributes positive damping and that $p_0 = 0$ is a saddle.

(H4) (a) For $\epsilon = 0$, $e^{\tau A}$ has a spectrum consisting of two simple real eigenvalues $e^{\pm \lambda \tau}$ ($\lambda \neq 0$) with the rest of the spectrum on the unit circle.

(b) For $\epsilon > 0$, $e^{\tau (A + \epsilon A_1)}$ has a spectrum consisting of two simple real eigenvalues $e^{\pm \lambda_0 \epsilon \tau}$ (varying continuously in $\epsilon$ from perturbation theory of spectra) with the rest of the spectrum, $\sigma_h$, inside the unit circle $|z| = 1$ and obeying the estimates

$$C_2 \epsilon \leq \text{distance}(\sigma_h, |z| = 1) \leq C_1 \epsilon$$

for $C_1, C_2$ positive constants.

Finally, we need an extra hypothesis on the nonlinear term. We have already assumed $B$ vanishes at least quadratically as does $g$. Now we assume $B$ vanishes cubically.

(H5) $B(0) = 0$, $DB(0) = 0$, and $D^2 B(0) = 0$.

This implies that in a neighborhood of 0, $\|B(x)\| \leq \text{const.} \|x\|^3$. (Actually $B(x) = o(\|x\|^3)$ would do.)

Consider the suspended system (4) with its flow $F^t : X \times S^1 \to X \times S^1$. Let $P^t : X \to X$ be defined by $P^t(x) = \pi_1 \cdot (F^t(x, 0))$, where $\pi_1 : X \times S^1 \to X$ is the projection onto the first factor. The map $P^t$ is just the Poincaré map for the flow $F^t$. Note that $P^0(p_0) = p_0$, and that fixed points of $P^t$ correspond to periodic orbits of $F^t$.

6.2 Lemma For $\epsilon > 0$ small, there is a unique fixed point $p_\epsilon$ of $P^\epsilon$ near $p_0 = 0$; moreover, $p_\epsilon - p_0 = O(\epsilon)$; that is, there is a constant $K$ such that $\|p_\epsilon\| < K \epsilon$ (for all small $\epsilon$).

For ordinary differential equations, Lemma 6.2 is a standard fact about persistence of fixed points, assuming 1 does not lie in the spectrum of $e^{\tau A}$ (i.e., $p_0$ is hyperbolic). For general partial differential equations, the proof is similar in spirit, but is more delicate, requiring our assumptions. See Holmes and Marsden [1981] for details. An analysis of the spectrum yields the following.

6.3 Lemma For $\epsilon > 0$ sufficiently small, the spectrum of $DP^\epsilon(p_\epsilon)$ lies strictly inside the unit circle with the exception of the single real eigenvalue $e^{\tau \lambda_0 \epsilon} > 1$.

The next lemma deals with invariant manifolds.

6.4 Lemma Corresponding to the eigenvalues $e^{\tau \lambda_0 \epsilon}$, there are unique invariant manifolds $\mathcal{W}^{ss}(p_\epsilon)$ (the strong stable manifold) and $\mathcal{W}^{u}(p_\epsilon)$ (the unstable manifold) of $p_\epsilon$ for the map $p_\epsilon$ such that:

(i) $\mathcal{W}^{ss}(p_\epsilon)$ and $\mathcal{W}^{u}(p_\epsilon)$ are tangent to the eigenspaces of $e^{\tau \lambda_0 \epsilon}$, respectively, at $p_\epsilon$. 

(ii) They are invariant under $P^\epsilon$.

(iii) If $x \in \mathcal{W}^{ss}(p_\epsilon)$, then
\[ \lim_{n \to \infty} (P^\epsilon)^n(x) = p_\epsilon, \]
and if $x \in \mathcal{W}^u(p_\epsilon)$, then
\[ \lim_{n \to -\infty} (P^\epsilon)^n(x) = p_\epsilon. \]

(iv) For any finite $t_*$, $\mathcal{W}^{ss}(p_\epsilon)$ is $C^r$ close as $\epsilon \to 0$ to the homoclinic orbit $x_0(t)$ ($t_* \leq t < \infty$) and for any finite $t_*$, $\mathcal{W}^u(p_\epsilon)$ is $C^r$ close to $x_0(t)$ ($-\infty < t \leq t_*$) as $\epsilon \to 0$. Here, $r$ is any fixed integer ($0 \leq r < \infty$).

The Poincaré map $P^\epsilon$ was associated to the section $\mathcal{X} \times \{0\}$ in $\mathcal{X} \times S^1$. Equally well, we can take the section $\mathcal{X} \times \{t_0\}$ to get Poincaré maps $P^\epsilon_{t_0}$. By definition, $P^\epsilon_{t_0}(x) = \pi_1(F^\epsilon_t(x, t_0))$. There is an analogue of Lemmas 6.2, 6.3, and 6.4 for $P^\epsilon_{t_0}$. Let $p_\epsilon(t_0)$ denote its unique fixed point and $\mathcal{W}^{ss}(p_\epsilon(t_0))$ and $\mathcal{W}^u(p_\epsilon(t_0))$ be its strong stable and unstable manifolds. Lemma 6.3 implies that the stable manifold $\mathcal{W}^s(p_\epsilon)$ of $p_\epsilon$ has codimension 1 in $\mathcal{X}$. The same is then true of $\mathcal{W}^s(p_\epsilon(t_0))$ as well.

Let $\gamma_\epsilon(t)$ denote the periodic orbit of the (suspended) system with $\gamma_\epsilon(0) = (p_\epsilon, 0)$. We have
\[ \gamma_\epsilon(t) = (p_\epsilon(t), t). \]

The invariant manifolds for the periodic orbit $\gamma_\epsilon$ are denoted $\mathcal{W}^{ss}(\gamma_\epsilon)$, $\mathcal{W}^s(\gamma_\epsilon)$, and $\mathcal{W}^u(\gamma_\epsilon)$. We have
\[ \mathcal{W}^s(p_\epsilon(t_0)) = \mathcal{W}^{ss}(\gamma_\epsilon) \cap (\mathcal{X} \times \{t_0\}), \]
\[ \mathcal{W}^{ss}(p_\epsilon(t_0)) = \mathcal{W}^{ss}(\gamma_\epsilon) \cap (\mathcal{X} \times \{t_0\}), \]
\[ \mathcal{W}^u(p_\epsilon(t_0)) = \mathcal{W}^u(\gamma_\epsilon) \cap (\mathcal{X} \times \{t_0\}). \]

See Figure 7.6.5.

We wish to study the structure of $\mathcal{W}^s(p_\epsilon(t_0))$ and $\mathcal{W}^{ss}(p_\epsilon(t_0))$ and their intersections. To do this, we first study the perturbation of solution curves in $\mathcal{W}^{ss}(\gamma_\epsilon)$, $\mathcal{W}^s(\gamma_\epsilon)$, and $\mathcal{W}^u(\gamma_\epsilon)$.

Choose a point, say $x_0(0)$, on the homoclinic orbit for the unperturbed system. Choose a codimension 1 hyperplane $H$ transverse to the homoclinic orbit at $x_0(0)$. Since $\mathcal{W}^{ss}(p_\epsilon(t_0))$ is $C^r$ close to $x_0(0)$, it intersects $H$ in a unique point, say $x^s_\epsilon(t_0, t_0)$. Define $(x^s_\epsilon(t, t_0), t)$ to be the unique integral curve of the suspended system (4) with initial condition $x^s_\epsilon(t_0, t_0)$. Define $x^u_\epsilon(t, t_0)$ in a similar way. We have
\[ x^s_\epsilon(t_0, t_0) = x_0(0) + \epsilon v^s + O(\epsilon^2), \]
\[ x^u_\epsilon(t_0, t_0) = x_0(0) + \epsilon v^u + O(\epsilon^2), \]
by construction, where $\|O(\epsilon^2)\| \leq \text{const} \cdot \epsilon^2$ and $v^s$ and $v^u$ are fixed vectors. Notice that
\[ (P^\epsilon_{t_0})^n x^s_\epsilon(t_0, t_0) = x^s_\epsilon(t_0 + nT, t_0) \to p_\epsilon(t_0) \quad \text{as} \quad n \to \infty. \]
Since \( x^s_\varepsilon(t, t_0) \) is an integral curve of a perturbation, we can write
\[
x^s_\varepsilon(t, t_0) = x_0(t - t_0) + \varepsilon x^s(t, t_0) + O(\varepsilon^2),
\]
where \( x^s(t, y_0) \) is the solution of the first variation equation
\[
\frac{d}{dt} x^s_i(t, t_0) = Df_0(x_0(t - t_0) \cdot x_i(t, t_0)) + f_i(x_0(t - t_0), t),
\]
with \( x^s_i(t_0, y_0) = v^s_i \).

Define the Melnikov function by
\[
\Delta_\varepsilon(t, t_0) = \Omega(f_0(x_0(t - t_0)), x^s_\varepsilon(t, t_0) - x^s_\varepsilon(t, t_0))
\]
and set
\[
\Delta_\varepsilon(t_0) = \Delta_\varepsilon(t_0, t_0).
\]
6.5 Lemma If $\epsilon$ is sufficiently small and $\Delta_\epsilon(t_0)$ has a simple zero at some $t_0$ and maxima and minima that are at least $O(\epsilon)$, then $\mathcal{W}_\epsilon^s(p_\epsilon(t_0))$ and $\mathcal{W}_\epsilon^u(p_\epsilon(t_0))$ intersect transversally near $x_0(0)$.

The idea is that if $\Delta_\epsilon(t_0)$ changes sign, then $x_\epsilon'(t_0, t_0) - x_\epsilon''(t_0, t_0)$ changes orientation relative to $f_\epsilon(x_0(0))$. Indeed, this is what symplectic forms measure. If this is the case, then as $t_0$ increases, $x_\epsilon'(t_0, t_0)$ and $x_\epsilon''(t_0, t_0)$ "cross," producing the transversal intersection.

The next lemma gives a remarkable formula that enables one to explicitly compute the leading order terms in $\Delta_\epsilon(t_0)$ in examples.

6.6 Lemma The following formula holds:

$$\Delta_\epsilon(t_0) = -\epsilon \int_{-\infty}^{\infty} \Omega(f_\epsilon(x_0(t - t_0)), f_1(x_0(t - t_0), t)) \, dt + O(\epsilon^2).$$

Proof Write $\Delta_\epsilon(t, t_0) = \Delta_\epsilon^+(t, t_0) - \Delta_\epsilon^-(t, t_0) + O(\epsilon^2)$, where

$$\Delta_\epsilon^+(t, t_0) = \Omega(f_\epsilon(x_0(t - t_0)), \epsilon x_1^+(t, t_0))$$

and

$$\Delta_\epsilon^-(t, t_0) = \Omega(f_\epsilon(x_0(t - t_0)), \epsilon x_1^-(t, t_0)).$$

Using Equation (9), we get

$$\frac{d}{dt} \Delta_\epsilon^+(t, t_0) = \Omega(Df_\epsilon(x_0(t - t_0)) \cdot f_0(x_0(t - t_0)), \epsilon x_1^+(t, t_0))$$

$$+ \Omega(f_\epsilon(x_0(t - t_0)), \epsilon [Df_\epsilon(x_0(t - t_0)) \cdot x_1(t, t_0) + f_1(x_0(t - t_0), t)]).$$

Since $f_\epsilon$ is Hamiltonian, $Df_\epsilon$ is $\Omega$-skew. Therefore, the terms involving $x_1^+$ drop out, leaving

$$\frac{d}{dt} \Delta_\epsilon^+(t, t_0) = \Omega(f_\epsilon(x_0(t - t_0)), \epsilon f_1(x_0(t - t_0), t)).$$

Integrating, we have

$$-\Delta_\epsilon^+(t_0, t_0) = \epsilon \int_{t_0}^{\infty} \Omega(f_\epsilon(x_0(t - t_0)), f_1(x_0(t - t_0), t)) \, dt,$$

since

$$\Delta_\epsilon^+(\infty, t_0) = \Omega(f_\epsilon(p_\epsilon), \epsilon f_1(p_\epsilon, \infty)) = 0, \quad \text{because} \quad f_\epsilon(p_\epsilon) = 0.$$

Similarly, we obtain

$$\Delta_\epsilon^-(t_0, t_0) = \epsilon \int_{-\infty}^{t_0} \Omega(f_\epsilon(x_0(t - t_0)), f_1(x_0(t - t_0), t)) \, dt$$

and adding gives the stated formula.

We summarize the situation as follows:

6.7 Theorem Let hypotheses (H1)-(H5) hold. Let

$$M(t_0) = \int_{-\infty}^{\infty} \Omega(f_\epsilon(x_0(t - t_0)), f_1(x_0(t - t_0), t)) \, dt.$$
Suppose that $M(t_0)$ has a simple zero as a function of $t_0$. Then for $\epsilon > 0$ sufficiently small, the stable manifold $\mathcal{W}_s^e(p_e(t_0))$ of $p_e$ for $P_\epsilon$ and the unstable manifold $\mathcal{W}_u^e(p_e(t_0))$ intersect transversally.

Having established the transversal intersection of the stable and unstable manifolds, one can now substitute into known results in dynamical systems (going back to Poincaré) to deduce that the dynamics must indeed be complex. In particular, Theorem 6.1 concerning Equation (1) may be deduced. The calculations needed for the examples are outlined in the following problems.

**Problem 6.2** (Holmes [1980b]) Consider Equation (2). Show that the Melnikov function is given by

$$M(t_0) = \int_{-\infty}^{\infty} (\dot{x} \cos \omega t - \delta \omega) \, dt,$$

where $x$ stands for $x_0(t - t_0) = (\sqrt{2\beta/\alpha}) \text{sech} \sqrt{\beta} (t - t_0)$. Evaluate the integral using residues:

$$M(t_0) = -2\gamma \pi \omega \sqrt{\frac{2}{\alpha}} \frac{\sin \omega t_0}{\cosh(\pi \omega / 2 \sqrt{\beta})} - \frac{4\delta \beta^{3/2}}{3\alpha}.$$

Thus, show that the critical value $\gamma_c$ above which transversal intersection occurs is

$$\gamma_c = \frac{4\delta \beta^{3/2}}{3\omega \sqrt{2\alpha}} \cosh \left( \frac{\pi \omega}{2 \sqrt{\beta}} \right).$$

**Problem 6.3** Show that a homoclinic orbit for (1) is given by

$$w_0(z, t) = \frac{2}{\pi} \sqrt{\frac{\Gamma - \pi^2}{\kappa}} \sin (\pi z) \text{sech}(t \pi \sqrt{\Gamma - \pi^2}).$$

Use Problem 6.2 to compute the Melnikov function and hence arrive at the bifurcation value given on p. 506.
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<td>332</td>
</tr>
<tr>
<td>infinitesimal isometry</td>
<td>99</td>
</tr>
<tr>
<td>infinitesimal material symmetry</td>
<td>218</td>
</tr>
<tr>
<td>influence coefficient</td>
<td>289</td>
</tr>
<tr>
<td>inhomogeneities, resultant force due to</td>
<td>211</td>
</tr>
<tr>
<td>inhomogeneous equations</td>
<td>342</td>
</tr>
<tr>
<td>initial boundary value problem</td>
<td>212</td>
</tr>
<tr>
<td>initial data, continuity in the</td>
<td>406</td>
</tr>
<tr>
<td>inner product</td>
<td>69</td>
</tr>
<tr>
<td>instability, linearization</td>
<td>16</td>
</tr>
<tr>
<td>instantaneous elastic modulus</td>
<td>362</td>
</tr>
<tr>
<td>integral curve</td>
<td>94</td>
</tr>
<tr>
<td>integration</td>
<td>114</td>
</tr>
<tr>
<td>integration by parts</td>
<td>116</td>
</tr>
<tr>
<td>Term</td>
<td>Page(s)</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>interior product</td>
<td>106</td>
</tr>
<tr>
<td>internal energy</td>
<td>143, 144</td>
</tr>
<tr>
<td>intrinsic director body force</td>
<td>140</td>
</tr>
<tr>
<td>invariance</td>
<td>22</td>
</tr>
<tr>
<td>material</td>
<td>285</td>
</tr>
<tr>
<td>spatial</td>
<td>284</td>
</tr>
<tr>
<td>inverse function theorem</td>
<td>31</td>
</tr>
<tr>
<td>inverse mapping theorem</td>
<td>227</td>
</tr>
<tr>
<td>failure in Fréchet spaces</td>
<td>227</td>
</tr>
<tr>
<td>inverse problem</td>
<td>251</td>
</tr>
<tr>
<td>inversion map</td>
<td>229</td>
</tr>
<tr>
<td>isentropic</td>
<td>179</td>
</tr>
<tr>
<td>isochoric</td>
<td>87</td>
</tr>
<tr>
<td>isola</td>
<td>437</td>
</tr>
<tr>
<td>isometry</td>
<td>99</td>
</tr>
<tr>
<td>isothermal</td>
<td>179</td>
</tr>
<tr>
<td>isotropic material</td>
<td>9, 220, 290, 293</td>
</tr>
<tr>
<td>constitutive relation</td>
<td>221</td>
</tr>
<tr>
<td>isotropic, maximal</td>
<td>292</td>
</tr>
<tr>
<td>Jacobian determinant</td>
<td>85</td>
</tr>
<tr>
<td>Jacobian matrix</td>
<td>186</td>
</tr>
<tr>
<td>Jacobi's identity</td>
<td>72</td>
</tr>
<tr>
<td>Jaumann stress rate</td>
<td>100</td>
</tr>
<tr>
<td>jet</td>
<td>276</td>
</tr>
<tr>
<td>jump discontinuity conditions</td>
<td>126</td>
</tr>
<tr>
<td>Killing equation</td>
<td>99</td>
</tr>
<tr>
<td>Killing form</td>
<td>465</td>
</tr>
<tr>
<td>Killing vector field</td>
<td>99</td>
</tr>
<tr>
<td>kinematics</td>
<td>1, 25</td>
</tr>
<tr>
<td>kinetic energy</td>
<td>144</td>
</tr>
<tr>
<td>Kirchhoff problem</td>
<td>457</td>
</tr>
<tr>
<td>Kirchhoff shell theory</td>
<td>284</td>
</tr>
<tr>
<td>Kirchhoff stress</td>
<td>168, 204</td>
</tr>
<tr>
<td>Korn's inequalities</td>
<td>322, 324, 351</td>
</tr>
<tr>
<td>Krasnoselskii's theorem</td>
<td>445</td>
</tr>
<tr>
<td>Lagrange equations</td>
<td>267, 270</td>
</tr>
<tr>
<td>Lagrangian function</td>
<td>251, 267, 269, 290, 293</td>
</tr>
<tr>
<td>Lagrangian density</td>
<td>277</td>
</tr>
<tr>
<td>Lagrangian, null</td>
<td>368, 278</td>
</tr>
<tr>
<td>Lagrangian strain tensor</td>
<td>56</td>
</tr>
<tr>
<td>Lagrangian submanifolds</td>
<td>290</td>
</tr>
<tr>
<td>Lagrangian systems</td>
<td>267</td>
</tr>
<tr>
<td>Lagrangian vector field</td>
<td>269</td>
</tr>
<tr>
<td>Lamé moduli</td>
<td>10, 241</td>
</tr>
<tr>
<td>Laplace transform relation</td>
<td>338</td>
</tr>
<tr>
<td>latent bifurcation point</td>
<td>433</td>
</tr>
<tr>
<td>Lax equivalence theorem</td>
<td>341</td>
</tr>
<tr>
<td>left Cauchy-Green tensor</td>
<td>50</td>
</tr>
<tr>
<td>left stretch tensor</td>
<td>51</td>
</tr>
<tr>
<td>Legendre transform</td>
<td>197, 267</td>
</tr>
<tr>
<td>Legendre-Hadamard condition</td>
<td>19, 240</td>
</tr>
<tr>
<td>Leibniz rule</td>
<td>187</td>
</tr>
<tr>
<td>Lemma, Poincaré</td>
<td>110</td>
</tr>
<tr>
<td>Levi-Civita connection</td>
<td>75</td>
</tr>
<tr>
<td>Liapunov's theorem</td>
<td>482</td>
</tr>
<tr>
<td>Liapunov-Schmidt procedure</td>
<td>436, 478</td>
</tr>
<tr>
<td>Lie algebra</td>
<td>218</td>
</tr>
<tr>
<td>Lie bracket</td>
<td>72, 218</td>
</tr>
<tr>
<td>Lie derivative</td>
<td>22, 95, 98</td>
</tr>
<tr>
<td>Lie transforms</td>
<td>434</td>
</tr>
<tr>
<td>lifetime</td>
<td>263</td>
</tr>
<tr>
<td>lift, vertical</td>
<td>274</td>
</tr>
<tr>
<td>limit point</td>
<td>433, 437, 478</td>
</tr>
<tr>
<td>linear elasticity</td>
<td>9, 238</td>
</tr>
<tr>
<td>linear elastodynamics</td>
<td>345</td>
</tr>
<tr>
<td>with dissipative mechanisms</td>
<td>357</td>
</tr>
<tr>
<td>energy criterion for</td>
<td>350</td>
</tr>
<tr>
<td>existence theorem for</td>
<td>346</td>
</tr>
<tr>
<td>linear flutter</td>
<td>494</td>
</tr>
<tr>
<td>linear Hamiltonian systems</td>
<td>259</td>
</tr>
<tr>
<td>linear hyperelasticity, as symmetric hyper-</td>
<td></td>
</tr>
<tr>
<td>bolic system</td>
<td>368</td>
</tr>
<tr>
<td>linear mapping, bounded</td>
<td>183</td>
</tr>
<tr>
<td>linearization</td>
<td>227, 232</td>
</tr>
<tr>
<td>of the boundary conditions</td>
<td>236</td>
</tr>
<tr>
<td>of elastostatics</td>
<td>235</td>
</tr>
<tr>
<td>of the equations of motion</td>
<td>236</td>
</tr>
<tr>
<td>of F, 233</td>
<td></td>
</tr>
<tr>
<td>of F, 235</td>
<td></td>
</tr>
<tr>
<td>linearization instability</td>
<td>16</td>
</tr>
<tr>
<td>linearization stability</td>
<td>243, 479</td>
</tr>
<tr>
<td>linearization stability, of elastostatics</td>
<td>481</td>
</tr>
<tr>
<td>linearization unstable</td>
<td>244, 463</td>
</tr>
<tr>
<td>linearized elasticity, validity of</td>
<td>462</td>
</tr>
<tr>
<td>lines, coordinate</td>
<td>29</td>
</tr>
<tr>
<td>Liouville's theorem</td>
<td>113</td>
</tr>
<tr>
<td>liquid crystals</td>
<td>139</td>
</tr>
<tr>
<td>load(s)</td>
<td>4, 475</td>
</tr>
<tr>
<td>equilibrated</td>
<td>465</td>
</tr>
<tr>
<td>incremental</td>
<td>237</td>
</tr>
<tr>
<td>parallel</td>
<td>476</td>
</tr>
<tr>
<td>type 1, 475</td>
<td></td>
</tr>
<tr>
<td>type 0, 467</td>
<td></td>
</tr>
<tr>
<td>types, 477</td>
<td></td>
</tr>
<tr>
<td>loading, dead</td>
<td>235</td>
</tr>
<tr>
<td>load map, astatic</td>
<td>465</td>
</tr>
<tr>
<td>local configuration</td>
<td>172, 189</td>
</tr>
<tr>
<td>local existence and uniqueness, elastostatics</td>
<td>371</td>
</tr>
<tr>
<td>local force</td>
<td>173</td>
</tr>
<tr>
<td>local model</td>
<td>172</td>
</tr>
<tr>
<td>local number density</td>
<td>308</td>
</tr>
<tr>
<td>local virtual number density</td>
<td>172</td>
</tr>
<tr>
<td>locality, axiom of</td>
<td>190</td>
</tr>
<tr>
<td>localization</td>
<td>88</td>
</tr>
<tr>
<td>localization theorem</td>
<td>122, 123</td>
</tr>
<tr>
<td>locally controllable system</td>
<td>422</td>
</tr>
<tr>
<td>lock on</td>
<td>496</td>
</tr>
<tr>
<td>logarithmic convexity</td>
<td>351</td>
</tr>
<tr>
<td>Lumer-Phillips theorem</td>
<td>340</td>
</tr>
<tr>
<td>luminal area</td>
<td>130</td>
</tr>
<tr>
<td>luminal boundary</td>
<td>130</td>
</tr>
<tr>
<td>luminal surface</td>
<td>131</td>
</tr>
<tr>
<td>manifold</td>
<td>35</td>
</tr>
<tr>
<td>center, 438, 484</td>
<td></td>
</tr>
<tr>
<td>domain, 266</td>
<td></td>
</tr>
<tr>
<td>flat, 81</td>
<td></td>
</tr>
<tr>
<td>invariant</td>
<td>511</td>
</tr>
</tbody>
</table>
manifold (cont’d)
  reference, 298
  stable, 484
  symplectic, 265
  unstable, 484
map
  inversion, 229
  tangent, 38
  harmonic, 297
mass density, 85
mass flux, 4
mass form, 88
master balance inequality, 122
master balance law, 121
material
  angular momentum, 287
    apparent 3-acceleration of, 300
    coordinates of, 28
  elastic, 8
  4-acceleration, frame, 300
  4-acceleration, world-tube, 299
  4-velocity, 299
  Hadamard, 11
  homogeneous, 8, 191
  hyperelastic, 8, 240, 317
  isotropic, 9, 220, 290, 293
  master balance law, 122
  Mooney-Rivlin, 11, 224, 451
  neo-Hookean, 11, 224, 448
  St. Venant and Kirchhoff, 223
material acceleration, 2, 26
material compliance tensor, 206
material derivative, 3, 73
material frame indifference, 8, 152, 194
material invariance, 9
material momentum, 286
material points, 2
material strain tensor, 56
material symmetry, 217
    group, 217
    infinitesimal, 218
material time derivative, 33
material velocity, 26, 299
material covariance, 201
matrix, Jacobian, 186
  rotation, 51
  maximal isotropic, 292
Maxwell’s equations, 108
Maxwell’s relations, 289, 295
Maxwell’s rule, 452
Maxwell’s two-form, 108
Mean area, 130
mean curvature, 22, 90, 92
mean stress, 241
mean value inequality, 186
mechanical power, 144
media, directed, 138
Melnikov function, 513
Melnikov technique, 507
memory, 357
memory type, viscoelasticity of, 360
methods
  continuity, 375
  convexity, 375
  semi-inverse, 454
  topological, 375
metric
  observed, 157
  orbit of, 165
  Riemannian, 68
metric tensor, 44
Meyer-Serrin theorem, 326
minimal coupling, 165
minimizers, 375
mixed boundary conditions, 211
mode jumping, 457
model
  global, 171
  local, 172
  modulus, moduli
    bulk, 223
    of compression, 241
    Lamé, 10, 241
    Young’s, 241
momentum, 282
  angular, 260, 282
  balance of, 133, 285
  material, 286
    moment of, 138, 285
momentum flux, 286
monotonicity inequalities, 18
Mooney-Rivlin materials, 11, 224, 451
Morse lemma, 414
motion, 26, 298
  equations of, 309
  past, 181
  regular, 27
  relative, 159
  representation of, 150
  rotational, 146
  translational, 146
  superposed, 101, 146
  volume preserving, 87
multiple eigenvalues, 453
multiplicity, 440, 441

N
Nakayama’s lemma, 435
natural boundary condition, 248
natural state, 238
necessary condition for bifurcation, 433
necking, 455
necking-type bifurcations, 454
nematic case, 139
neo-Hookean material, 11, 201, 224, 448
network, electric, 294
Neumann series, 229
Newtonian mechanics, correspondence with, 301
Newtonian slicing, 150, 157
Newton’s second law, 113
nice open set, 85
Nirenberg and Gagliardo inequality, 326
nodal structure, 454
Noether’s conserved quantity, 461
Noether’s theorem, 281, 284
Noll’s axiom of working, 152
Noll’s force axioms, 151
Noll’s theorem, 149, 152
Noll’s work theorem, 22
nondegeneracy, 253, 437
nonlinear elastodynamics, 386
nonlinear elastostatics, 370
nonlinear flutter, 494
nonlinear heat equation, 193
nonlocal constraints, 189
nonmechanical power, 144
nonuniqueness, 13
norm, algebra, 228
norm continuous semigroup, 337
norm topology, 183
normal form, 436
Takens', 489
normal stresses, 15
null Lagrangian, 368, 378

O
objective, 99, 100
objectivity, 8, 102
observations, finite dimensional, 423
observed connection, 157
observed metric, 157
observer, 157
odd multiplicity, 441
Oldroyd stress rate, 100
omega lemma, 187, 330
1-form, 41, 42
associated, 50
canonical, 265
over a map, 42
one-parameter group, 95
Hamiltonian, 352
Onsager relation, 289, 295
open mapping theorem, 228
operator
closed, 253, 334
commutator, 259
differential, 189
elliptic, 315
evolution, 95
in Hilbert space, 342
potential, 112
orbit, homoclinic, 507
orbit of a metric, 165
organizing center, 503
oscillations, 13
axial flow-induced, 497
cross-flow, 495
of a beam, forced, 504
out-of-balance forces, 236

P
panel flutter, 396, 500
semigroup for, 355
parabolic equation, 344
parallel load, 476
translated, 73
transported, 73
particle, mass-energy of, 310
past histories, 182
past motions, 181
past temperature fields, 182
perfect elasticity, relativistic, 309, 312
perfect fluid, 135
perturbations, bounded, 341
phase transitions, 382, 452
Picard iteration, 388
pipes conveying fluid, 479
picture, convected, 40
picture, spatial, 40
Piola deformation tensor, 49
Piola identity, 6, 117, 217
Piola transform, 7
Piola transformation, 116
Piola-Kirchhoff stress, 135
first, 278, 469
second, 136
pitchfork, 437
imperfection-sensitivity analysis of, 441
pitchfork bifurcation, 428, 434
plane progressive, wave, 240
plane strain, 223
plate theory, 453
Poincaré inequality, 324
Poincaré lemma, 110
points, 2
pointwise stable, 239
Poisson bracket, 259, 263
Poisson ratio, 241
polar decomposition, 3, 51, 52
polar fluids, 266
polarization vector, 240
polyconvex function, 21, 379
strictly, 417
polynomial, characteristic, 220
positively oriented coordinates, 85
postulate, tensorial, 134
potential energy, 12
potential function, 294
potential operator, 112
potential well(s), 412, 413
existence of, 418
failure of, 414
for semilinear equations, 419
validity in $W^1 p, 415$
power, 144, 152
prescribed flux, boundary conditions for, 211
prescribed temperature, boundary conditions for, 211
pressure, 10, 12, 135, 215
pressure tensor, 310, 312
primed quantities, 163
principal stretches, 4, 51
principle of virtual work, 168, 250
problem of identification, 211
product
exterior, 105
interior, 106
tensor, 66
wedge, 105
production, entropy, 177
projection, 36
projective space, 476, 451
propagation, 240
properties of Lie derivative, 98
pull-back, 40, 68
pull-back of a 1-form, 42
push-forward, 38, 40
push-forward of a 1-form, 43
Q
quasi-convex function, 378
quasi-linear equations, 386
abstract theory of, 398
quasi-linear systems, 400

R
Rabinowitz's theorem, 445
rank p, 65
rate type, dissipation of, 357
rate(s)
  objective, 99
  of deformation tensor, 61
real projective space, 451, 476
real version of Stone's theorem, 343
real wave speeds, 19, 240
reciprocal theorem, 288
  Betti's, 295
reciprocity, 288, 289
reduced dissipation inequalities, 179
reduction, 351
reference configuration, 2, 25
reference manifold, 298
regular Lagrangian, 269
regular motion, 27
regularity, 318, 320, 334, 384, 394
relations
  Maxwell, 289, 295
  Onsager, 289, 295
relative motion, 159
relativistic elasticity, 298
relativistic energy, total per particle, 310
relativity, perfect elasticity, 309, 312
relaxation theorem, 382
Rellich's theorem, 319
renormalization group, 452
representation of motion, 150
resolvent consistent, 341
resolvent identity, 338
rest-mass per particle, 310
resultant force, 211
Ricci curvature, 80
Riemannian metric, 68, 266
right Cauchy-Green tensor, 49, 309
right stretch tensor, 51
rigid heat conductor, 145, 193
rigid slicing, 150
Rivlin cube, 15, 447
rod(s), 139, 454
rotated stress tensor, 137
rotation, 3, 146, 260
rotation group, 465
rotation matrix, 51
rotational motion, 146
rubber, 215

S
saddle connection, 487
saddle node, 486
saddle node bifurcations, 433
St. Venant and Kirchhoff material, 223
sample elliptic estimate, 325
scalar curvature, 80
Schauder fixed-point theorem, 228
second elasticity tensor, 209
second fundamental form, 89, 92
second inequality, Korn's, 351
second law of thermodynamics, 176
second order equations, 270
second partial derivatives, symmetry of, 184
second Piola-Kirchhoff stress, 136
second Piola-Kirchhoff stress tensor, 7
second Piola-Kirchhoff stress vector, 7
secondary bifurcation, 440
second-order quasi-linear hyperbolic systems, 400
self-adjoint, 342
self-contact, 27
semi-ellipticity, 19
semiflow, 262, 482
continuous local, 387
seminorm, 256, 332, 336
analytic, 342
bounded, 336
contractive, 336
norm continuous, 337
for panel flutter, 355
quasi-contractive, 336
stable, 257
of type \((M, \beta)\), 333
uniqueness, 260, 335
semi-inverse methods, 454
semilinear equations, 386, 388
semilinear wave equation, 394
sequentially lower semicontinuous function
  weakly, 377
shear, 14
shear stress, 15
shearing, 455
shear-type bifurcation, 454
shedding, vortex, 495
shell, 89, 129
shell theory, Kirchhoff, 284
shift on two symbols, 506
shifter, 57
Signorini compatibility conditions, 245, 480
Signorini's problem, 462
simple body, 25
simple eigenvalues, bifurcation at, 434, 438
singular surfaces, 127
singularity theory, 454
skew-adjoint, 352
slicing, 149, 156, 289
  inertial, 162
  Newtonian, 150, 157
  rigid, 150
Smale's horseshoe, 506
smooth spray, 272
snap buckling, 458
Sobolev embedding theorems, 328
Sobolev inequalities, 326
solid(s), 10, 208
solution(s)
  free, 422
  global, 387
  not isolated, 374
solution(s) (cont’d)
stable, 475
strong, 320
uniqueness of, 389
weak, 320, 335

solvability
of an elliptic equation, 321
of a linear evolution equation, 332
space of configuration, 248
spacetime, 149, 156, 157, 298
spatial acceleration, 27
spatial apparent, 3-acceleration, 300
spatial coordinates, 28
spatial elasticity tensors, 214
spatial 4-acceleration, frame, 300
spatial 4-acceleration, world-tube, 300
spatial frame velocity, 299
spatial invariance, 284
spatial master balance law, 122
spatial picture, 40
spatial points, 2
spatial strain tensor, 57
spatial velocity, 2, 27, 299
specific heat, 145, 362
speed of propagation, 240
split subspace, 231
splitting for a bundle, 276
splitting lemma, 438
spray, smooth, 272
stability, 341, 350, 482
asymptotic, 482
dynamic, 349, 411
elastic, 13, 411
linearization, 243, 479
stability condition, 258
stable manifold, 484
stable semigroup, 257
stable solution, 474
stable structurally, 431
stable uniformly pointwise, 321
Stokes’ theorem, 115, 116
Stopelli’s theorem, 472
Stone’s theorem, 343
real version of, 343
stored energy function, 8, 210, 473
elastic, 239
strain, 4, 239
strain tensor, 239
stress, 132
Cauchy, 134
Cauchy principle, 132
director, 140
Kirchhoff, 168, 204
mean, 241
Piola-Kirchhoff, 135, 136, 278, 469
shear, 15
Truesdell rate, 207
stress-energy tensor, 312
stress function, Airy, 458
stress-strain law, 8, 181
stress-temperature tensor, 362
stress tensor, 239
stress(es) normal, 15
stretch tensors, 3, 51
strictly convex function, 17
strictly polyconvex function, 417

strong bifurcations, 496
strong ellipticity, 18, 240
strong ellipticity conditions, 240, 258
strong form of boundary problem, 248
strong solutions, 320
strongly continuous semigroup, 333
strongly elliptic operator, 317
structurally stable system, 431
structurally unstable system, 432
Sturmian theory, 453
subcritical branch, 436
submanifolds, Lagrangian, 290
subspace, split, 231
success of energy criterion, 418
summation convention, 29
supercritical branch, 436
superposed motion, 191, 146
surface
luminal, 131
singular, 127
surface discontinuity, 124
surface forces, 4
suspended flow, 484
symmetric operator, 48, 342
symmetric hyperbolic systems, 364
symmetric hyperbolic systems, quasilinear, 400
symmetries of elasticity tensor, 209, 214
symmetry, 282, 459
in bifurcation problems, 460
of Cauchy stress, 138
material, 217
of second partial derivatives, 184
symmetry breaking, 452, 461
symmetry group, 10, 451, 460
symplectic form, 253, 290, 293, 510
canonical, 254
weak, 266
symplectic manifold, 265
systems, constrained, 273
symmetric hyperbolic, 364, 400
second order, 440
Lagrangian, 267
Hamiltonian, 509
coordinate, 28, 35, 37
constrained, 273

T

Taken’s normal form, 489
tangent, 184
tangent bundle, 36
tangent map, 38
tangent space, 36
tangent vector to a curve, 93
tangential mechanical stiffness, 205
Taylor cells, 461
Taylor’s theorem, 186
temperature, 145
temperature fields, past, 182
tensor, 65, 310
associated, 50
Cauchy stress, 134
contravariant, 65
converted stress, 137
covariant, 65
curvature of, 80
deformation, 49
everty, 10, 18, 208
material compliance, 206
metric, 44
second elasticity, 209
strain, 239
stress, 134
stress-energy, 312
stress-temperature, 362
2-point, 48, 70
tensor analysis on manifolds, 44
tensor field, 65, 70
tensor pressure, 310, 312
tensor product, 66
tensorial function, 201
tensorial postulate, 134

theorem(s)
Arzela-Ascoli, 328
Calderon extension, 33
Cauchy’s, 127
center manifold, 484
Betti’s reciprocal, 295
Darboux’s, 267
daSilva’s, 466
divergence, 116
existence theorem for linear elasto-
dynamics, 346
Green-Naghri-Rivlin, 145
Hadamard’s, 324
Hille-Yosida, 338
Hu-Washizu, 252
inertial function, 230
inverse function, 31
inverse mapping, 227
Krasnoselskii’s, 445
Lax equivalence, 341
Eliapunov’s, 482
Liouville’s, 113
localization, 122, 123
Lumer-Phillips, 240
Mayer-Serrin, 326
Noll’s, 22
open mapping, 228
Rabinowtiz’s, 445
reciprocal, 288
relaxation, 382
Rellich’s, 319
Schauder’s fixed point, 228
Sobolev’s embedding, 328
Stokes’, 115, 116
Stoppelli’s, 472
Stone’s, 343
Taylor’s, 186
Tonelli’s, 378, 381
trace, 317, 330
transport, 121, 129, 130
Trotter-Kato, 341
uniform boundedness, 333
thermal conductivity, 362
thermal dissipation, 357, 359
thermal stress coefficient, 205
thermoelastic constitutive equation, 182
thermoelastic solids, 208
thermoelasticity, covariance in, 201
thermoelastostatics, 213
tilt, 40
Tonelli’s theorem, 378, 381
topological degree, 453
topological methods, 375
torsion, 74, 98
total body force density, 152
trace, 67
trace theorems, 317, 330
traction, 11, 462
boundary conditions for, 211
incremental, 238
traction problem, 462
transcritical bifurcation, 437
transform
Legendre, 197
Lie, 434
transform relation, Laplace, 338
transform techniques, Fourier, 327
transformation
canonical, 113, 253
Legendre, 267
objective, 100
Piola, 116
tensoral, 165
transformation law, 32
transitions, phase, 382, 452
translation, parallel, 73
translational motion, 146
transport parallel, 73
transport theorem, 121
for a distensible tube, 130
for shells, 129
transpose of a matrix, 48
traveling waves, 19
trend to equilibrium, 342
Trotter-Kato theorem, 341
Trotter product formula, 341
Truesdell stress rate, 100, 207
turning points, 433
twisting, 455
2-forms
canonical, 265
Faraday, 108
fundamental, 113
Lagrange, 267
Maxwell, 108
2-point tensor, 48, 70
tube, world, 150, 158, 298
tubes, distensible, 130, 131
type (M, Ω), semigroup of, 333
type 1 load, 475
bifurcation equation for, 478
type (p, q), 65
type 0 load, 467

U

unfolding, 442, 443
uniform boundedness theorem, 333
uniformly pointwise stable, 321
uniqueness
  of semigroups, 260, 335
  of solutions, 389
universal time function, 156
universal unfolding, 442, 443
unstable, structurally, 432
  linearization, 244, 463
unstable manifold, 484

V
validity of linearized elasticity, 462
van der Pol oscillator, forced, 496
variables, change of, 114
variation(s), 233, 249
  equation of, 263
  space of, 248
variational principle, 12, 249
vector
  Cauchy stress, 133
  polarization, 240
vector field, 39
  associated, 50
  covering a map, 39
  Killing, 99
  Lagrangian, 269
velocity, 2
  apparent, 159, 299
  four, 158
  frame, 158
  material, 26
  material frame, 27
  spatial frame, 299
vertical, 174, 273
vertical lift, 274
virtual work, 171, 295
virtual principle, 171, 295
  displacement, 168, 169, 249
  global, 171
  local, 172

W
wave
  elastic, 240
  traveling, 19
wave equation, 257, 271
  abstract, 354
  semilinear, 394
  as symmetric hyperbolic system, 367
wave speeds, real, 240
weak bifurcations, 496
weak convergence, 381
weak form, 13, 168, 248, 271, 277
weak Riemannian metric, 266
weak solutions, 320, 335
weak symplectic form, 266
weakly sequentially lower semi-continuous
  function, 377
wedge product, 105
Weingarten equation, 90
well-posed equation, 387
well, potential, 412, 413, 414, 415, 418, 419
Wirtinger inequality, 356
work, virtual, 171, 295
working, 152
world tube, 150, 158, 298
  material 4-acceleration, 299
  spatial 4-acceleration, 299

Y
Young’s modulus, 241
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