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Abstract

This thesis presents a technique for obtaining the response of linear structural systems with parameter uncertainties subjected to either deterministic or random excitation. The parameter uncertainties are modeled as random variables or random fields, and are assumed to be time-independent. The new method is an extension of the deterministic finite element method to the space of random functions.

First, the general formulation of the method is developed, in the case where the excitation is deterministic in time. Next, the application of this formulation to systems satisfying the one-dimensional wave equation with uncertainty in their physical properties is described. A particular physical conceptualization of this equation is chosen for study, and some engineering applications are discussed in both an earthquake ground motion and a structural context.

Finally, the formulation of the new method is extended to include cases where the excitation is random in time. Application of this formulation to the random response of a primary-secondary system is described. It is found that parameter uncertainties can have a strong effect on the system response characteristics.
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Chapter 1

Introduction

Many real engineering problems have uncertainty in their definition. One common source of this uncertainty is the structural characteristics. Such randomness or uncertainty can arise from several sources. Among these are randomness in material properties because of variations in material composition; manufacturing processes or lack of understanding of the material's constitutive behavior; randomness in structural dimensions due to geometrical variations; randomness in boundary conditions because of assembly procedures; randomness or uncertainties in measurements due to testing errors, etc. Another source of uncertainty in many analyses is in the specification of the external loads. In fact, many structural excitations encountered in practice exhibit a stochastic nature. For example, some random-like excitations are seismic excitations, blast loadings on structures, wind excitations, water wave excitations, aerodynamic turbulences, etc. These excitations are often modeled as stochastic processes.

The uncertainty of structural characteristics has a direct relationship to the reliability of many engineering structures. For example, the response of primary and secondary systems associated with structures such as nuclear power containment, space vehicles, offshore platforms, and industrial structures may be quite sensitive to parameter uncertainties. In these cases, it is necessary to pursue an analysis
that takes into account all the features of a structure and its excitation, including uncertainties. If these uncertainties are not accounted for, then the computed response represents only one result in a spectrum of possibilities. Clearly, the high degree of structural complexity of most modern structural systems requires the use of advanced analytical and numerical techniques, such as the finite element method, to obtain their response behavior. Thus, a challenging task to the analyst is to accurately account for the randomness in a given problem and to obtain the response in the form of statistical quantities.

A number of papers have been published demonstrating the application of probability theory and random field theory in the study of physical systems with random parameters. Early applications used simulation methods to investigate the effects of uncertainty in structural properties [1,2,3,4,5]. Later, first and second order perturbation methods were used to compute second-moment statistics of response quantities in structural and geotechnical applications [6,7,8,9,10,11,12,13,14,15,16,17]. Shinozuka and various co-workers have investigated probabilistic models for the spatial distribution of materials properties [18,19,20,21,22]. They have used simulation and perturbation methods to obtain the statistical properties of the response. Vanmarcke has presented specific models for the description of the spatial correlation of soil properties [23,24]. In general, the spatial correlation is taken into account by assuming an exponentially decaying function of distance for the strength of the correlation.

As mentioned above, both simulation and perturbation methods have been used to investigate the effects of uncertain variability in structural properties. Simulation methods are quite powerful, but in general, are very costly in terms of computational resources. In addition, they provide limited insight into the behavior and sensitivity
of the system under different parameter uncertainties. Perturbation methods are quite general and they are easily integrable into any deterministic solution technique. However, they usually suffer from questions of accuracy and convergence. These questions become more crucial as the degree of uncertainty becomes more pronounced, and when dynamic, particularly transient and wave propagation problems must be considered \[25,26\].

It is the objective of this thesis to develop an alternative method for the dynamic analysis of linear structural systems with parameter uncertainties subjected to either deterministic or random excitation. The parameter uncertainties are described in a probabilistic sense and are assumed to be time-independent. The new method is an extension of the deterministic finite element method to the space of random functions.

Chapter 2 presents the formulation of the new method for a particular class of partial differential equations with random coefficients. The type of system modeled by this equation is one of significant engineering importance since it contains many common physical systems. The random coefficients, which represent the material properties, are modeled as random variables or random fields. The externally applied load is permitted to have spatial random properties but is assumed to be deterministic in time. Later in Chapter 2, the strong form of the problem and its variational counterpart are presented. Next, the variational formulation is solved using Galerkin’s method together with the finite element method for the spatial discretization. A system of linear ordinary differential equations for the unknowns of the problem is derived and then it is integrated in time. Finally, the response variability is computed.
Chapter 3 describes the application of this new procedure to a typical class of problems: systems satisfying the one-dimensional wave equation with uncertainty in their physical properties. Validation calculation results are presented and compared with solutions which are obtainable by other techniques. Engineering applications of the results obtained in this particular example are discussed to highlight the influence of parameter uncertainty.

In Chapter 4, the formulation of the method described in Chapter 2 is extended to include cases where the excitation is random in time. The applied forcing function is modeled as a modulated Gaussian white noise process. Two procedures to derive the random state-space Liapunov equation for the response covariance matrix are presented, and their differences are discussed. The Liapunov equation is then integrated in time and the response variability is computed.

Finally, Chapter 5 describes the application of the solution method, presented in Chapter 4, to the random response of a primary-secondary system. The effects of uncertainty in the system parameters and applied loads on the response of the secondary system and on its reliability are discussed.
Chapter 2

Formulation of the Random Finite Element Method

2.1 Introduction

This chapter describes the general linear continuous system with random coefficients which is the subject of this investigation. This is followed by a description of the numerical implementation of the mathematical solution algorithms and by the characterization of the response variability.

2.2 Problem Definition

Consider the continuous linear system described by the partial differential equation

$$\nabla \cdot \tau(k(x), u) - Q(c(x), \ddot{u}) - m(x)\ddot{u} + f(x, t) = 0$$

on $\Omega \times ]0, T_0[,$ \hspace{1cm} (2.1)

where

$\Omega = \Omega(x)$ is the spatial domain,

$]0, T_0[$ is the time interval of length $T_0 > 0,$

$u = u(x, t)$ is the dependent variable representing the displacement field,
k(\mathbf{x}) and c(\mathbf{x}) are stiffness and damping parameter fields, respectively,

m(\mathbf{x}) is the mass distribution in the system,

\mathbf{f}(\mathbf{x},t) is the externally applied load,

\mathbf{\tau} is the linear stress operator of first order on the displacements \mathbf{u} and stiffness function k(\mathbf{x}),

\mathbf{Q} is the linear damping operator on the velocities \dot{\mathbf{u}} and damping function c(\mathbf{x}), and

\nabla \cdot is the divergence operator.

The material properties k(\mathbf{x}) and c(\mathbf{x}), as well as the external load \mathbf{f}(\mathbf{x},t) are permitted to have spatially random properties, so the stiffness, damping, and the external load are modeled as random fields. On the boundary \Gamma, the following homogeneous boundary conditions are assumed to hold:

\begin{align}
\mathbf{B}^{(g)}(\mathbf{u}) &= 0 \quad \text{on} \quad \Gamma_g \hspace{1cm} (2.2) \\
\mathbf{B}^{(n)}(\mathbf{u}) &= 0 \quad \text{on} \quad \Gamma_n \hspace{1cm} (2.3)
\end{align}

where \Gamma_g and \Gamma_n are complimentary sets such that \Gamma = \Gamma_g \cup \Gamma_n, and \mathbf{B}^{(g)} and \mathbf{B}^{(n)} are linear operators representing the geometric and natural boundary conditions, respectively. Finally, let the initial conditions be given by

\begin{align}
\mathbf{u}(\mathbf{x},0) &= \mathbf{u}_0(\mathbf{x}) \hspace{1cm} (2.4) \\
\dot{\mathbf{u}}(\mathbf{x},0) &= \dot{\mathbf{u}}_0(\mathbf{x}) \hspace{1cm} (2.5)
\end{align}

Note that terms, such as \mathbf{\tau}, \mathbf{u} and \mathbf{x} in equation (2.1) represent indexed sets. These may be scalars, vectors, or tensors, depending on the number of indices required to describe the particular physical quantity under consideration.
Many systems of engineering interest can be modeled in the form of equation (2.1), for example, axial vibration of a rod, torsional vibration of a shaft, vibration of a shear beam, vibration of a string, vibration of a membrane, propagation of plane waves in a continuum, etc. Thus, the general form of equation (2.1) allows treatment of a wide class of engineering problems.

In the next section, the characterization for random fields which will be used to represent the spatial variation of the material properties of the system and the spatial variation of the external load is presented in detail.

2.3 Random Fields Representation

Let $S(x)$ denote a random process, function of the position $x$ over the domain $\Omega$. Let $\bar{S}(x)$ denote the expected value of $S(x)$ over all possible realizations of the process, and $R(x, y)$ denote its covariance function associated with locations $x$ and $y$, which by definition is symmetric and positive semi-definite. The random process $S(x)$ can be defined in terms of its mean value plus its deviatoric component as

$$S(x) = \bar{S}(x) + Z(x),$$

where $Z(x)$ is a process with zero mean and covariance function $R(x, y)$. That is

$$E(Z(x)) = 0 \quad \text{and}$$

$$E(Z(x)Z(y)) = R(x, y).$$

where $E(\cdot)$ is the operator of mathematical expectation.

In practice, the correlation data is defined at a finite set of discrete points in $\Omega$. This suggests that the correlation data may be represented as a variance-covariance matrix of the form

$$C_{ij} = E(Z(x_i)Z(x_j)).$$
where \( x_i \) and \( x_j \) represent points in \( \Omega \) where the correlation data is known. In the same manner, the expected value of the process may be represented as a vector of the form

\[
\bar{s}_i = \bar{S}(x_i) .
\] (2.10)

Then, the representation of the random field is defined in terms of a mean value vector and a covariance matrix defined at such set of discrete points. The discretized version of equation (2.6) can now be written as

\[
s = \bar{s} + z ,
\] (2.11)

where \( s \) is a random vector that represents the spatial variation of \( S(x) \) at the finite set of discrete points, \( \bar{s} \) is the mean value vector of the process, and \( z \) is a vector of random variables with zero mean and covariance matrix \( C \), whose components are defined in equation (2.9). Recall that the covariance matrix is symmetric and positive semi-definite.

By means of the spectral decomposition of the covariance matrix, the random field can now be described in terms of a vector of uncorrelated random variables. It can be shown that equation (2.11) becomes

\[
s = \bar{s} + \Phi b ,
\] (2.12)

where \( \Phi \) is the matrix of eigenvectors of the covariance matrix \( C \), and \( b \) is a vector of uncorrelated random variables with zero mean and covariance matrix \( \Lambda \) given by

\[
\Lambda = \Phi^T C \Phi .
\] (2.13)

Note that the covariance matrix of the new set of variables is diagonal, and their variances are the eigenvalues of the covariance matrix of the original variables.
Also note that if $S(x)$ is a Gaussian process, the new set of random variables are jointly Gaussian and since they are uncorrelated, they are also independent.

Equation (2.12) gives the discretized representation of the random process $S(x)$. In order to define its representation in the entire domain $\Omega$, define the following functions of $x$.

\[ \hat{S}(x) = \sum_{i=1}^{NR} s_i \Psi_i(x) \]  

(2.14)

\[ \check{S}(x) = \sum_{i=1}^{NR} \bar{s}_i \Psi_i(x) \]  

(2.15)

\[ \check{S}_n(x) = \sum_{i=1}^{NR} \Phi_{in} \Psi_i(x) \]  

(2.16)

where $NR$ is the dimension of the vector of random variables $z$ and it is equal to the number of points in $\Omega$ where the correlation data is known, $s_i$ is the $i$th component of the random vector $s$, $\bar{s}_i$ is the $i$th component of the mean value vector $\bar{s}$, $\Phi_{in}$ is the $i$th component of the $n$th eigenvector of the covariance matrix, and $\Psi_i(x)$, $i = 1, \ldots, NR$, are linearly independent known interpolation functions of $x$, satisfying

\[ \Psi_i(x_j) = \delta_{ij} , \]  

(2.17)

where $x_j$ represents the points in $\Omega$ where the random field is defined, that is, where the correlation data is known.

Equations (2.14) through (2.16) together with equation (2.12) give the following representation for the random process

\[ \hat{S}(x) = \check{S}(x) + \sum_{n=1}^{NR} \check{S}_n(x)b_n , \]  

(2.18)

where $b_n$ is the $n$th component of the random vector $b$. 
The function $\hat{S}(x)$ represents an approximation of the expected value of the random process $S(x)$, while the functions $\hat{S}_n(x), n = 1, \ldots, NR$, denote a continuous representation in $\Omega$ of the eigenvectors of the covariance matrix, that is, $\hat{S}_n(x_i) = \Phi_{in}, i = 1, \ldots, NR$. Equation (2.18) is the characterization for random fields which will be used in the present formulation.

An alternative characterization for random fields has been suggested by Spanos et al. [27], based on the Karhunen-Loève orthogonal expansion of nonstationary random processes. This expansion consists of the projection of the process onto a space of orthogonal random variables and an expansion similar to equation (2.18) can be defined. This characterization, however, requires the solution of an integral eigenvalue-eigenfunction problem instead of a matrix eigenvalue-eigenvector problem.

Finally, it is interesting to note that if the random process is fully correlated, the process reduces to a random variable. Therefore, the characterization of a random variable is a special case of the general characterization of a random field. If the covariance function is other than a constant function, that is, if the process is not fully correlated, the random process $S(x)$ will be assumed to be Gaussian. For a constant covariance function, the random process which now is a random variable will not be restricted to be Gaussian. In fact, several probability density functions, in addition to Gaussian, are used in the numerical illustrations described in Chapters 3 and 5 when the process is fully correlated.

2.4 Strong Form of the Problem

Making use of the characterization given by equation (2.18) for random fields, the material properties $k(x)$ and $c(x)$, and the external load $f(x,t)$ can be
represented as

\[ k(x) = \bar{k}(x) + \sum_{n=1}^{r} k_n(x) b_n \]

(2.19)

\[ c(x) = \bar{c}(x) + \sum_{n=1}^{r} c_n(x) b_n \]

(2.20)

\[ f(x, t) = \bar{f}(x, t) + \sum_{n=1}^{r} f_n(x, t) b_n \]

(2.21)

where

\( r \) is the total number of random variables used for the representation of the random fields,

\( \bar{k}(x), \bar{c}(x) \), and \( \bar{f}(x, t) \) denote the expected value of the stiffness, damping and external load fields, respectively, and

\( k_n(x), c_n(x), \) and \( f_n(x, t) \) represent the continuous representation in \( \Omega \) of the eigenvectors of the corresponding covariance matrices.

Considering the linearity of operators \( \tau \) and \( Q \) it follows that

\[ \tau(k(x), u) = \bar{\tau}(\bar{k}(x), u) + \sum_{n=1}^{r} \tau(k_n(x), u) b_n \]

(2.22)

\[ Q(c(x), \dot{u}) = \bar{Q}(\bar{c}(x), \dot{u}) + \sum_{n=1}^{r} Q(c_n(x), \dot{u}) b_n \]

(2.23)

Substituting equations (2.21) through (2.23) into the differential equation (2.1) yields

\[ \nabla \cdot \tau(\bar{k}(x), u) - Q(\bar{c}(x), \dot{u}) + \sum_{n=1}^{r} \left( \nabla \cdot \tau(k_n(x), u) - Q(c_n(x), \dot{u}) \right) b_n \]

\[ - m(x) \ddot{u} + \bar{f}(x, t) + \sum_{n=1}^{r} f_n(x, t) b_n = 0. \]

(2.24)
Equation (2.24) is a partial differential equation with random coefficients represented by the random variables $b_n$. This equation, together with its initial and boundary conditions, which are defined in Section 2.2, represent the strong or classical form of the initial-boundary-value problem.

In order to obtain an approximate solution of equation (2.24) a variational formulation is first defined. Then, the variational equations are solved using Galerkin's method together with the finite element method for spatial discretization. This procedure will be described in the next section.

To simplify the notation, assume that the dependent variable $u(x, t)$ is just a scalar, $u(x, t)$. Formulations similar to that which follows are easily developed for cases where $u$ is a vector.

2.5 Weak Formulation

In order to characterize the weak, or variational counterpart of equation (2.24), define the following two sets of functions

$$V = \left\{ v(\cdot, b, t) \mid B^{(g)}(v) = 0 \quad \text{on} \quad \Gamma_g, \quad E\left(\|v(\cdot, b, t)\|^2_{H^1(\Omega)}\right) < \infty, \quad t \in [0, T_0], \quad b \in D \right\}, \quad \text{and}$$

$$W = \left\{ w(\cdot, b) \mid w \text{satisfies homogeneous boundary conditions} \right. \)

on $\Gamma_g, \quad E\left(\|w(\cdot, b)\|^2_{H^1(\Omega)}\right) < \infty, \quad b \in D \right\}.$$
where

$D$ is the probability space,

$b$ is the random vector with components $b_n$, $n = 1, \ldots, r$, defined on $D$,

$E(\cdot)$ is the expectation operation defined on $D$,

$H^1(\Omega)$ is the Sobolev space of degree 1, which consists of functions that possess square-integrable generalized derivatives through order 1,

$\| \cdot \|_{H^1(\Omega)}$ is the Sobolev norm defined on $H^1(\Omega)$,

and all other terms are as previously defined.

Now, multiplying the partial differential equation (2.24) by a weighting function $w \in W$, integrating by parts over the domain $\Omega$, and taking the expectation yields the following weak formulation.

Find $u(x, b, t) \in V$, $x \in \Omega$, $b \in D$, $t \in [0, T_0]$, such that for all $w(x, b) \in W$,

$$
(m\ddot{u}, w)_E + \left( \tau(\ddot{k}(x), u), \nabla w \right)_E + \left( Q(\ddot{c}(x), \ddot{u}), w \right)_E \\
+ \sum_{n=1}^r \left\{ \left( \tau(k_n(x), u)b_n, \nabla w \right)_E + \left( Q(c_n(x), u)b_n, w \right)_E \right\}

= (f(x, t), w)_E + \sum_{n=1}^r (f_n(x, t)b_n, w)_E , \quad (2.25)
$$

$$(mu(x, b, 0), w)_E = (mu_0(x), w)_E , \quad (2.26)$$

$$(m\dot{u}(x, b, 0), w)_E = (m\dot{u}_0(x), w)_E , \quad (2.27)$$
where \((\cdot, \cdot)_E\) denotes the expectation of the inner product, that is,

\[
(\phi, \psi)_E = E \left( \int_{\Omega} \phi \psi \, d\Omega \right),
\]

(2.28)

where \(\phi\) and \(\psi\) are scalar functions defined on \(\Omega \times D \times [0, T_0]\) and \(\Omega \times D\), respectively.

In order to define finite-dimensional approximations \(V^h\) and \(W^h\) to \(V\) and \(W\), respectively, let the domain \(\Omega\) be subdivided into \(NEL\) elements \(\Omega^e\) such that

\[
\Omega = \bigcup_{e=1}^{NEL} \Omega^e
\]

(2.29)

where

\(\Omega^e\) is the domain of the \(e^{th}\) element, and

\(NEL\) is the number of finite elements in the domain.

Further, let \(u^e(x, b, t), x \in \Omega^e\) denote the restriction of \(u(x, b, t)\) to \(\Omega^e\), so

\[
u^e(x, b, t) = \begin{cases} u(x, b, t) & \forall x \in \Omega^e \\ 0 & \forall x \not\in \Omega^e \end{cases}.
\]

(2.30)

Then, from equation (2.29), the solution field is represented as the summation of all these restrictions,

\[
u(x, b, t) = \sum_{e=1}^{NEL} u^e(x, b, t).
\]

(2.31)

In the present formulation, the dependent variable \(u^e(x, b, t)\) is expanded as a double series over \(x\) and \(b\). The approximation of the solution in the spatial domain is assumed to be given by the finite element shape functions, while an orthogonal set of polynomials with respect to the mean operation is used to approximate the solution in the probability space. Then, the solution takes the form of a double series of space dependent interpolation functions and orthogonal polynomials weighted by time dependent functions. Thus, the dependent variable \(u^e(x, b, t)\) is expressed as:
\[ u^e(x, b, t) = \sum_{j=1}^{NEN} \sum_{0 \leq |\ell| \leq NP} u^e_{j_1 \ldots j_r}(t) \phi^e_j(x) \prod_{s=1}^{r} H^b_{\ell_s}(b_s), \]  

(2.32)

where

\( NP \) is the order of approximation in the probability space,

\( NEN \) is the number of nodes per element,

\( \phi^e_j(x) \) is the finite element shape function for node \( j \) of element \( e \),

\( u^e_{j_1 \ldots j_r}(t) \) is an unknown deterministic function of time,

\( \ell \) is a vector with components \( \ell_s, s = 1, \ldots, r \),

\( |\ell| \) stand for the norm of \( \ell \) defined by

\[ |\ell| = \sum_{s=1}^{r} \ell_s, \text{ and} \]

(2.33)

\[ \left\{ H^b_{\ell_s}(b_s) \right\}_{\ell=0}^{\infty} \] is an orthogonal set of polynomials with respect to the mean operation, that is,

\[ E \left( H^b_{\ell_s}(b_s) H^b_{\ell_p}(b_s) \right) = \delta_{\ell_p}, \]

(2.34)

and with \( H^b_{0_s}(b_s) = 1 \).

The selection for the set of polynomials depends on the probability density function of the random variable \( b_s \). For example, the Hermite polynomials satisfy equation (2.34) for Gaussian random variables, the Legendre polynomials do likewise for uniform random variables, the Laguerre polynomials are appropriate for exponential random variables, etc.
It follows from equations (2.31) and (2.32) that the discretization of \( u(x, b, t) \) can be expressed as

\[
u(x, b, t) = \sum_{\epsilon=1}^{NEL} \sum_{j=1}^{NEN} \sum_{0 \leq \ell \leq NP} u_{j\ell_1...\ell_r}(t) \phi_j^\epsilon(x) \prod_{s=1}^r H_{\ell_s}^{b_s}(b_s) \tag{2.35}\]

Note that the unknown nodal values \( u_{j\ell_1...\ell_r}(t) \) are deterministic functions of time.

Next, let the set of functions define as

\[
\left\{ \phi_j(x) \prod_{s=1}^r H_{\ell_s}^{b_s}(b_s) \right\}_{j=1,...,NTOT} \tag{2.36}
\]

be a base for \( V^h \) and \( W^h \), where \( NTOT \) is the total number of nodes in the finite element discretization, and \( \phi_j(x) \) is the global shape function for node \( j \). Then the variational formulation previously defined becomes:

\[
\text{find } u^h(x, b, t) \in V^h, x \in \Omega, b \in D, t \in [0, T_0], \text{ such that for all } w^h(x, b) \in W^h,
\]

\[
(m\dot{u}^h, w^h)_E + \left( \tau(k(x), u^h), \nabla w^h \right)_E + \left( Q(c(x), \dot{u}^h), w^h \right)_E \\
+ \sum_{n=1}^r \left\{ \left( \tau(k_n(x), u^h)b_n, \nabla w^h \right)_E + \left( Q(c_n(x), \dot{u}^h)b_n, w^h \right)_E \right\} \\
= (f(x, t), w^h)_E + \sum_{n=1}^r (f_n(x, t)b_n, w^h)_E , \tag{2.37}
\]

\[
(mu^h(x, b, 0), w^h)_E = (mu_0(x), w^h)_E , \tag{2.38}
\]

\[
(m\dot{u}^h(x, b, 0), w^h)_E = (m\dot{u}_0(x), w^h)_E , \tag{2.39}
\]

where all terms are as defined previously.
The equations (2.37) through (2.39) represent the semidiscrete Galerkin formulation of the governing equation (2.1) with boundary and initial conditions defined by equations (2.2) through (2.5).

Finally, it is noted that an expansion similar to equation (2.32) has been proposed in reference [28]. A Fourier-series expansion in the probability space was used to compute the mean and variance of the response of a single-degree-of-freedom system with uncertain natural frequency. It was concluded that this expansion works well for one uncertain parameter, but becomes cumbersome if the parameter space is of higher dimension.

2.6 Matrix Equations

The semidiscrete Galerkin formulation defined in Section 2.5 leads to a coupled system of linear ordinary differential equations for the unknowns. In order to obtain the set of equations, the following recurrence relation for the orthogonal set of polynomials \( \left\{ H_{\ell}^{b_n}(b_s) \right\}_{\ell=0}^{\infty} \) [29] will be needed

\[
b_n H_{\ell_n}^{b_n}(b_n) = a_{\ell_n}^{b_n} H_{\ell_n+1}^{b_n}(b_n) + a_{\ell_n}^{b_n} H_{\ell_n}^{b_n}(b_n) + a_{\ell_n+1}^{b_n} H_{\ell_n+1}^{b_n}(b_n),
\]

\[
n = 1, \ldots, r
\]
\[
\ell_n = 0, 1, \ldots
\]

(2.40)

where the coefficients \( a_{\ell_n}^{b_n} \) depend on the probability density function of the random variable \( b_n \).

The set of equations for the element \( e \) of the finite element mesh is obtained using the equations (2.37) through (2.39) together with the characterization of \( V^h \) and \( W^h \) described in Section 2.5, the independence property of the random variables.
$b_n$, the orthogonality of the set of polynomials defined in equation (2.34), and the recurrence relation (2.40). This leads to the following set of equations

\[
\sum_{j=1}^{NEN} \left\{ \left[ \int_{\Omega^e} m(x) \phi_j^e(x) \phi_i^e(x) \ d\Omega \right] \tilde{u}_{j,\ell_1...\ell_r}(t) + \left[ \int_{\Omega^e} Q(e(x), \phi_j^e(x)) \phi_i^e(x) \ d\Omega \right] \right. \\
\left. + \int_{\Omega^e} \tau(\bar{k}(x), \phi_j^e(x)) \nabla \phi_i^e(x) \ d\Omega \right] u_{j,\ell_1...\ell_r}(t) + \sum_{n=1}^r \left[ \int_{\Omega^e} Q(c_n(x), \phi_j^e(x)) \phi_i^e(x) \ d\Omega \right] \\
\left( a_{\ell_n-1}^{b_n} \tilde{u}_{j,\ell_1...\ell_n-1...\ell_r}(t) + a_{\ell_n}^{b_n} \tilde{u}_{j,\ell_1...\ell_n...\ell_r}(t) + a_{\ell_n+1}^{b_n} \tilde{u}_{j,\ell_1...\ell_n+1...\ell_r}(t) \right) \\
+ \left[ \int_{\Omega^e} \tau(k_n(x), \phi_j^e(x)) \nabla \phi_i^e(x) \ d\Omega \right] \left( a_{\ell_n-1}^{b_n} u_{j,\ell_1...\ell_n-1...\ell_r}(t) + a_{\ell_n}^{b_n} u_{j,\ell_1...\ell_n...\ell_r}(t) + a_{\ell_n+1}^{b_n} u_{j,\ell_1...\ell_n+1...\ell_r}(t) \right) \right) \\
= \int_{\Omega^e} f(x,t) \phi_i^e(x) \ d\Omega + \sum_{n=1}^r \left[ \int_{\Omega^e} f_n(x,t) \phi_i^e(x) \ d\Omega \right] \\
i = 1,\ldots,NEN, \\
(a_0^{b_n} \prod_{s=1}^r \delta_{\ell_{s,0}} + a_1^{b_n} \prod_{s=1}^r \delta_{\ell_{s,0} \ell_{n+1}}, \quad \ell_s = 0,1,\ldots \\\ns = 1,\ldots,r)
\]

\[
\sum_{j=1}^{NEN} \left[ \int_{\Omega^e} m(x) \phi_j^e(x) \phi_i^e(x) \ d\Omega \right] u_{j,\ell_1...\ell_r}(0) = \left( \int_{\Omega^e} m(x) u_0(x) \phi_i^e(x) \ d\Omega \right) \prod_{s=1}^r \delta_{\ell_{s,0}}, \quad i = 1,\ldots,NEN, \quad \ell_{s, \ell_n} = 0,1,\ldots \\\ns = 1,\ldots,r
\]
\[ \sum_{j=1}^{\text{NEN}} \left[ \int_{\Omega} m(x) \phi_j^e(x) \phi^e_i(x) \, d\Omega \right] \dot{u}_{j,\ell_1,\ldots,\ell_s}(0) = \left( \int_{\Omega} m(x) \dot{u}_0(x) \phi_i^e(x) \, d\Omega \right) \prod_{s=1}^{r} \delta_{\ell_s,0} \cdot \ell_s = 0, 1, \ldots \quad s = 1, \ldots, r \]

Equations (2.41), (2.42) and (2.43) can be written now in terms of the components of elemental matrices and vectors as

\[ \sum_{j=1}^{\text{NEN}} \left\{ m_{ij}^e \dot{u}_{j,\ell_1,\ldots,\ell_s}(t) + c_{ij}^e \dot{u}_{j,\ell_1,\ldots,\ell_s}(t) + k_{ij}^e u_{j,\ell_1,\ldots,\ell_s}(t) \right. \]

\[ + \sum_{n=1}^{r} \left[ a_{nij}^a \dot{u}_{j,\ell_1,\ldots,\ell_{n-1},\ell_n}(t) + a_{nij}^b \dot{u}_{j,\ell_1,\ldots,\ell_n}(t) + a_{nij}^c \dot{u}_{j,\ell_1,\ldots,\ell_{n+1}}(t) + k_{nij}^e \left( a_{nij}^a u_{j,\ell_1,\ldots,\ell_{n-1},\ell_n}(t) + a_{nij}^b u_{j,\ell_1,\ldots,\ell_n}(t) + a_{nij}^c u_{j,\ell_1,\ldots,\ell_{n+1}}(t) \right) \right] \}

\[ = f_i^e \prod_{s=1}^{r} \delta_{\ell_s,0} + \sum_{n=1}^{r} f_{ni}^e \left( a_{n0}^b \prod_{s=1}^{r} \delta_{\ell_s,0} + a_{n0}^a \prod_{s=1}^{r} \delta_{\ell_s,0} \delta_{\ell_n,1} \right) , \quad \ell_s = 0, 1, \ldots \quad s = 1, \ldots, r \]

\[ \sum_{j=1}^{\text{NEN}} m_{ij}^e u_{j,\ell_1,\ldots,\ell_s}(0) = u_0^e \prod_{s=1}^{r} \delta_{\ell_s,0} , \quad \ell_s = 0, 1, \ldots \quad s = 1, \ldots, r \]

\[ \sum_{j=1}^{\text{NEN}} m_{ij}^e \dot{u}_{j,\ell_1,\ldots,\ell_s}(0) = \dot{u}_0^e \prod_{s=1}^{r} \delta_{\ell_s,0} , \quad \ell_s = 0, 1, \ldots \quad s = 1, \ldots, r \]
where

\[ m_{i,j}^e = \int_{\Omega^e} m(x) \phi_i^e(x) \phi_j^e(x) \, d\Omega, \] which defines the element mass matrix,

\[ c_{i,j}^e = \int_{\Omega^e} Q(\bar{c}(x), \phi_i^e(x)) \phi_j^e(x) \, d\Omega, \] which defines the nominal element damping matrix,

\[ k_{i,j}^e = \int_{\Omega^e} \tau(\bar{k}(x), \phi_i^e(x)) \nabla \phi_j^e(x) \, d\Omega, \] which defines the nominal element stiffness matrix,

\[ c_{n_{i,j}}^e = \int_{\Omega^e} Q(c_n(x) \phi_i^e(x)) \phi_j^e(x) \, d\Omega, \] which defines the element damping matrix that accounts for the uncertainty in damping parameter field,

\[ k_{n_{i,j}}^e = \int_{\Omega^e} \tau(k_n(x), \phi_i^e(x)) \nabla \phi_j^e(x) \, d\Omega, \] which defines the element stiffness matrix that accounts for the uncertainty in stiffness parameter field,

\[ f_i^e = \int_{\Omega^e} \bar{f}(x,t) \phi_i^e(x) \, d\Omega, \] which defines the nominal element force vector,

\[ f_{n_{i}}^e = \int_{\Omega^e} f_n(x,t) \phi_i^e(x) \, d\Omega, \] which defines the element force vector that accounts for the uncertainty in force field,

\[ u_{0_i}^e = \int_{\Omega^e} m(x) u_o(x) \phi_i^e(x) \, d\Omega, \] which defines the element initial condition vector on displacement, and

\[ \dot{u}_{0_i}^e = \int_{\Omega^e} m(x) \dot{u}_o(x) \phi_i^e(x) \, d\Omega, \] which defines the element initial condition vector on velocity.

The coupled system of linear ordinary differential equations for the unknowns is found by assembling equations (2.44) through (2.46) for all elements, into a set of global equations. This leads to a deterministic equation of the form

\[ M \ddot{\mathbf{d}}(t) + C \dot{\mathbf{d}}(t) + K \mathbf{d}(t) = \mathbf{p}(t), \] \hfill (2.47)
where \( \mathbf{d}(t) \) is the global vector of unknowns with components \( u_{j_1 \ldots j_n}(t) \), \( \mathbf{p}(t) \) is the total effective load vector, and \( M, C \) and \( K \) are the mass, damping and stiffness matrices for the system, respectively.

The initial conditions are given by

\[
\begin{align*}
\mathbf{d}(0) &= \mathbf{d}_0 \quad \text{and} \\
\dot{\mathbf{d}}(0) &= \dot{\mathbf{d}}_0,
\end{align*}
\tag{2.48}
\tag{2.49}
\]

where \( \mathbf{d}_0 \) and \( \dot{\mathbf{d}}_0 \) are vectors whose elemental components are defined by the equations (2.42) and (2.43), respectively. Note that homogeneous boundary conditions are satisfied for all nodes on \( \Gamma_g \).

It is interesting to note that the dimension of the matrices \( M, C \) and \( K \) increase very rapidly with both the number of random variables \( b_n \), and the order of approximation of the finite element solution in the probability space \( D \) (equation (2.35)). Nevertheless, these matrices are thinly populated, that is, there are relatively few nonzero terms.

In order to illustrate the manner in which the dimension of the matrices of the system increase, the number of unknowns per node as a function of the number of random variables and the order of approximation in the probability space is presented in Table 2.1. The same order of approximation is considered for each one of the random variables. In general, however, the approximation of the response in terms of a random variable with a small variance requires lower order of approximation than for a random variable with a large variance. Thus, the number of unknowns per node can be reduced significantly. An example in which different orders of approximation are used for the random variables is presented in Chapter 3.
\begin{table} \centering \begin{tabular}{c|cccc} \hline \textit{NP} & \multicolumn{4}{|c|}{\textit{r}} \\ \hline & 1 & 2 & 3 & 4 \\ \hline 1 & 2 & 3 & 4 & 5 \\ 2 & 3 & 6 & 10 & 15 \\ 3 & 4 & 10 & 20 & 35 \\ 4 & 5 & 15 & 35 & 70 \\ 5 & 6 & 21 & 56 & 126 \\ \hline \end{tabular} \caption{Number of unknowns per node.} \end{table}

Finally, it is reiterated that the elemental matrices of the system defined by equation (2.44) are sparse, that is, the number of nonzero terms is relatively small.

\subsection{2.7 Discrete Time Solution}

Equation (2.47) can be integrated in time to find the global vector of unknowns \( d(t) \) for all time. Most time integration schemes fall into one of two classes: implicit or explicit. An implicit algorithm requires solution of a matrix equation at every time step to advance the solution. In contrast, explicit algorithms do not demand a simultaneous equation solution, but do require smaller time step to maintain stability and accuracy. As previously pointed out, the size of the matrices \( M, C \) and \( K \) may become very large, so the time integration algorithm should be chosen such that computer high-speed memory requirements are minimized. Low order explicit algorithms are very memory efficient, thus allowing solution of large problems in a given memory size.
The modified Euler scheme is an explicit, second order accurate integration procedure which is well suited to solve the first order state space equation corresponding to equation (2.47). This algorithm is conditionally stable, with stability guaranteed for a sufficiently small time step $\Delta t$ [30,31].

In order to convert the 2nd order differential equation (2.47) to a 1st order state space equation, define the system state vector $s(t)$ as

$$s(t) = \begin{bmatrix} d \\ \dot{d} \end{bmatrix}.$$  \hfill (2.50)

Then, using this definition, the governing discrete equation (2.47) can be written

$$\dot{s}(t) = As(t) + F(t),$$  \hfill (2.51)

where

$$A = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}C \end{bmatrix}$$  \hfill (2.52)

is the system matrix, and

$$F(t) = \begin{bmatrix} 0 \\ M^{-1}p(t) \end{bmatrix}$$  \hfill (2.53)

is the state space load vector. In the above expression, $I$ is the identity matrix of appropriate dimension.

The Euler algorithm begins at step $k$, time $t_k$, when $s(t_k)$ is known, and computes the updated vector $s(t_{k+1})$ as follows:
1. Predictor equation: Compute predicted $s(t_{k+1})$ and $\dot{s}(t_{k+1})$ from

$$s(t_{k+1}) = s(t_k) + \Delta t \dot{s}(t_k) \tag{2.54}$$

$$\dot{s}(t_{k+1}) = As(t_{k+1}) + F(t_{k+1}) \tag{2.55}$$

2. Corrector equation: Compute corrected new $s(t_{k+1})$ and $\dot{s}(t_{k+1})$ from

$$s(t_{k+1}) = s(t_k) + \frac{\Delta t}{2} (\dot{s}(t_k) + \dot{s}(t_{k+1})) \tag{2.56}$$

$$\dot{s}(t_{k+1}) = As(t_{k+1}) + F(t_{k+1}) \tag{2.57}$$

Note that only the nonzero terms of $A$ need to be stored for computer implementation to produce a more memory efficient scheme. In addition, since no matrix decompositions are involved, the scheme is efficiently implemented in a vector processing computer environment. Also note that if a diagonal or "lumped" mass matrix is employed for the element mass matrix in the finite element formulation, then the mass matrix $M$ will be diagonal and the construction of the system matrix $A$ will be immediate.

This completes the specification of the solution procedure. The next section describes the probabilistic characterization of the response process.

### 2.8 Response Uncertainty and Statistics

Once the unknowns $u_{j_1 \ldots j_r}(t)$ have been determined, an analytical approximation to the solution in the spatial and probability space is completely defined by equation (2.35). The response, which is random, will be described by its probability density or cumulative probability function, or by its statistical moments. Of particular importance is the second moment representation defined by the mean or
expected response of all possible outcomes, and by the variance and covariance of the response.

Using equation (2.32), the mean value, variance and covariance response for the element $e$ are given by

$$
E(u^e(x, b, t)) = \sum_{j=1}^{\text{NEN}} \sum_{0 \leq |\ell| \leq NP} u^e_{j\ell_1...\ell_r}(t) \phi^e_j(x) E \left( \prod_{s=1}^{r} H^{b_s}_{\ell_s}(b_s) \right),
$$

$$
E(u^e(x, b, t)) = \sum_{i=1}^{\text{NEN}} \sum_{j=1}^{\text{NEN}} \sum_{0 \leq |\ell| \leq NP} \sum_{0 \leq |k| \leq NP} \sum_{0 \leq |l| \leq NP} u^e_{i\ell_1...\ell_r}(t) u^e_{j k_1...k_r}(t) \phi^e_i(x) \phi^e_j(x) E \left( \prod_{s=1}^{r} H^{b_s}_{\ell_s}(b_s) \prod_{s=1}^{r} H^{b_s}_{k_s}(b_s) \right) E \left( \prod_{s=1}^{r} H^{b_s}_{\ell_s}(b_s) \right) E \left( \prod_{s=1}^{r} H^{b_s}_{k_s}(b_s) \right),
$$

$$
e = 1, \ldots, NEL,
$$
\[ C_{ov}(u^{e_1}(x, b, t_1), u^{e_2}(y, b, t_2)) = \]
\[ \sum_{i=1}^{NEN} \sum_{j=1}^{NEN} \sum_{0 \leq |\ell| \leq NP} \sum_{0 \leq |k| \leq NP} u^{e_1}_{i \ell_1 \ldots \ell_r}(t_1) u^{e_2}_{j k_1 \ldots k_r}(t_2) \phi_i^{e_1}(x) \phi_j^{e_2}(y) \]
\[ E \left( \prod_{s=1}^{r} H^{b_s}_{\ell_s}(b_s) \right) \prod_{s=1}^{r} H^{b_s}_{k_s}(b_s) \right) - \sum_{i=1}^{NEN} \sum_{j=1}^{NEN} \sum_{0 \leq |\ell| \leq NP} \sum_{0 \leq |k| \leq NP} u^{e_1}_{i \ell_1 \ldots \ell_r}(t_1) u^{e_2}_{j k_1 \ldots k_r}(t_2) \phi_i^{e_1}(x) \phi_j^{e_2}(y) E \left( \prod_{s=1}^{r} H^{b_s}_{\ell_s}(b_s) \right) E \left( \prod_{s=1}^{r} H^{b_s}_{k_s}(b_s) \right), \]
\[ e_1, e_2 = 1, \ldots, NEL. \]

Finally, using the orthogonality of the set of polynomials as defined in equation (2.34), the second moment representation for the element response is given by
\[ E(u^e(x, b, t)) = \sum_{j=1}^{NEN} u^e_j(t) \phi_j^e(x), \quad e = 1, \ldots, NEL \]  
(2.61)

\[ V_{ar}(u^e(x, b, t)) = \sum_{i=1}^{NEN} \sum_{j=1}^{NEN} \sum_{1 \leq |\ell| \leq NP} u^e_{i \ell_1 \ldots \ell_r}(t) u^e_{j \ell_1 \ldots \ell_r}(t) \phi_i^e(x) \phi_j^e(x), \]
(2.62)

and
\[ C_{ov}(u^{e_1}(x, b, t_1), u^{e_2}(y, b, t_2)) \]
\[ = \sum_{i=1}^{NEN} \sum_{j=1}^{NEN} \sum_{1 \leq |\ell| \leq NP} u^{e_1}_{i \ell_1 \ldots \ell_r}(t_1) u^{e_2}_{j k_1 \ldots k_r}(t_2) \phi_i^{e_1}(x) \phi_j^{e_2}(y), \]  
(2.63)

where equations (2.61), (2.62) and (2.63) represent the mean value, variance and covariance response, respectively.
This characterization of the response is completely defined by the nodal unknowns $u_j^{t_1...t_r}(t)$, and does not require the solution of a multiple integral in the probability space. A similar characterization can also be defined for the velocity, acceleration, strain and stress response fields. Finally, it is noted that using the analytical approximation for the response, given by equation (2.35), higher statistical moments can be computed as well as the probability function. These higher statistical moments can be computed using higher order recurrence relations for the orthogonal set of polynomials, while the probability function can be computed by numerical integration.

This completes the formulation of the random finite element method for the governing second order partial differential equation described in Section 2.2. The next chapter describes the application of this technique to the solution of one specific system of engineering interest.
Chapter 3

Application to One-Dimensional Wave Equation

3.1 Introduction

This chapter describes the application of the newly developed solution method to one specific problem. Before beginning discussion of the particular problem to be studied, it is appropriate to consider the objectives of such a numerical investigation.

The numerical illustrations described in this chapter are chosen with the following goals in mind. The first motive is to exercise the new technique and acquire facility in its application. The second, is that it is important to validate the accuracy of the new method by comparing it against other available solution techniques. Finally, it is of engineering interest to assess the influence of uncertainties in structural properties on the structural response of an example system.

The system chosen for study in this chapter is a one-dimensional continuum described by the wave equation in which the physical properties exhibit a one-dimensional spatial random variation. This spatial variability is modeled as an homogeneous Gaussian random field, or random process [32]. The class of systems modeled by the wave equation is one of significant engineering importance since it contains many common physical systems, such as axial vibration of a rod, propagation of plane waves in a continuum, and vibration of a shear beam. The particular
problem chosen for study will be described later. In what follows, the discretization of the random field will be discussed in detail.

3.2 Random Field Discretization

The finite element analysis involves the discretization of the parameter-space of a random field of material properties into a random vector representation. Two methods of discretization have generally been used. In one method, the field values are defined at a finite set of discrete points, which typically corresponds to either: the mesh nodes, the midpoint of the elements, or the integration points. Then, the representation of the random field is defined in terms of a mean value vector and a covariance matrix defined at such points. These two statistical moments are obtained in terms of the mean and covariance functions of the process from well known results in random field theory [32].

In the second method, the field values are defined at a finite set of elements, called random field elements. Their values are represented by the spatial average of the process over the element, as originally suggested by Vanmarcke et al. [32]. A key component of this approach is the treatment of the correlation structure of the random material property in terms of the variance function and its principal parameter, the scale of fluctuation. In this context, the variance function represents the dependence of the variance of spatial averages on the size of the averaging element, while the scale of fluctuation measures the distance within which the random process shows relatively strong correlation from point to point. Similar to the first method, the representation of the random field is defined in terms of a mean value vector and a matrix of covariances between local spatial averages associated with pairs of random field elements. One of the advantages of this formulation is that
detailed knowledge about the correlation structure of the process, which in practice is seldom available, is unnecessary.

Both methods of discretization of the random field imply that its representation will consist of a vector of random variables with a jointly Gaussian probability density function. As indicated in Section 2.3, the random field can be described in terms of a vector of independent random variables by using the spectral decomposition of the covariance matrix. To show this result in detail, let \( z \) be the vector of random variables that describe the random field, and let \( C \) be its covariance matrix with components \( C_{ij} \). Depending on which method of discretization has been used, \( i \) and \( j \) represent either points or random field elements in the spatial domain. By the spectral decomposition theorem, the covariance matrix can be represented as a summation of the form

\[
C = \sum_{\ell=1}^{N} \phi_{\ell}^{T} \phi_{\ell} \lambda_{\ell},
\]

where \( N \) is the dimension of the vector of random variables \( z \), \( \lambda_{\ell} \) are the eigenvalues of the covariance matrix ordered in a decreasing manner, and \( \phi_{\ell} \) are the corresponding eigenvectors, normalized such that

\[
\phi_{\ell}^{T} \phi_{\ell} = \delta_{\ell \ell}.
\]

To obtain an uncorrelated set of random variables, the random vector \( z \) is transformed into a new vector of random variables \( b \), defined by

\[
b = \Phi^{T} z,
\]

where \( \Phi \) is the matrix of eigenvectors of the covariance matrix.

The orthogonality property of the eigenvectors (3.2) together with the uniqueness of the spectral decomposition (3.1), imply that the covariance matrix of the
new set of variables is diagonal, and their variances are simply the eigenvalues of
the covariance matrix of the original variables. So, the new random variables are
uncorrelated and since they are Gaussian, they are also independent.

The contribution of each successive eigenvalue-eigenvector pair to the total
correlation (equation (3.1)) is observed to decrease steadily for many problems of
interest [14,33,34]. Consequently, there is the possibility of truncating the series
in (3.1) at some value \( n < N \) without significant loss of accuracy. This reduction
of variables is particularly important in the representation of strongly correlated
fields, allowing their description by a proper set of uncorrelated random variables.

Another important issue related with finite element analysis and the discretiza-
tion of the random field is the selection of the mesh size. When the material prop-
erties exhibit spatial variability two separate factors should be considered for this
selection. One is the expected gradient of the stress field [30], and the other is the
expected rate of fluctuation of the random field, as measured, for example, by the
corresponding strength of correlation [15,19,22]. The two requirements do not nec-
essarily coincide in each region of the structure and, hence, it is usually necessary to
consider two or more separate meshes. In the present application, the finite element
mesh is selected such that both sets of requirements in each region of the structure
are satisfied. Then for a given random field, a separate mesh is considered which
is equal to or coarser than the finite element mesh, such that each random field
element is a block of one or more finite elements.

3.3 Description of the Physical System

The particular problem chosen for study is a shear beam whose rigidity varies
randomly along its axis. As shown in Figure 3.1, the beam lies along the \( z \) axis.
The transverse displacement in an inertial coordinate frame is denoted by \( v(x, t) \), while the displacement relative to the base of any point \( x \) at time \( t \) is denoted by \( u(x, t) \). The beam is assumed to have constant mass, \( m \), per unit of length. The base acceleration \( \ddot{q}(t) \) is taken to be an earthquake-like excitation.

The equation of motion for this system is easily shown to be

\[
\frac{\partial \tau}{\partial x} = m \ddot{v},
\]

or in terms of relative displacement

\[
\frac{\partial \tau}{\partial x} = m \ddot{u} + m \ddot{q},
\]

where \( \tau \) is the shear stress, and all other terms are as defined above. The shear stress is related to the relative displacement by the equation

\[
\tau = k(x) \frac{\partial u}{\partial x},
\]

where \( k(x) \) is the shear stiffness defined by

\[
k(x) = G(x) A(x),
\]

where \( G(x) \) is the elastic shear modulus and \( A(x) \) is the cross-sectional area.

Substitution of equations (3.6) and (3.7) into equation (3.5) yields the equation of motion in terms of displacement relative to the base as

\[
\frac{\partial}{\partial x} \left( k(x) \frac{\partial u}{\partial x} \right) = m \ddot{u} + m \ddot{q}.
\]

This system is cast into the general form, described in Chapter 2 (equation 2.1), by letting the stiffness parameter \( k(x) \) represent the shear stiffness, the divergence operator \( \nabla \) represent the derivative with respect to the variable \( x \), and the external
load \( f \) represent the load due to the base excitation, with the operator \( \tau(\cdot) \) defined as

\[
\tau(k(x), u) = k(x) \frac{\partial u}{\partial x}.
\] (3.9)

To complete the formulation of the system, it is necessary to add some amount of damping to the mathematical model. Often the physical mechanisms producing damping in a given system are not well understood, and the addition of damping is based on experience or experimental data rather than rigorous derivation. One form of damping widely used in structural calculations is Rayleigh damping, where the damping matrix is constructed as a linear combination of the stiffness and mass matrices. This form of damping is achieved in the model by defining the operators \( \tau(\cdot) \) and \( Q(\cdot) \), which are described in equation (2.1), as

\[
\tau(k(x), u) = k(x) \left( \frac{\partial u}{\partial x} + c_1 \frac{\partial^2 u}{\partial x \partial t} \right)
\] (3.10)

\[
Q(c(x), \dot{u}) = c(x) \dot{u},
\] (3.11)

where

\[
c(x) = c_2 m,
\] (3.12)

and \( c_1 \) and \( c_2 \) are constant parameters reflecting the participation of damping proportional to stiffness and mass, respectively. All other terms are as previously defined. Frequently, mass proportional damping is referred to as external damping, and stiffness proportional damping is also known as internal damping. It is emphasized that the new method of analysis is not restricted to Rayleigh damping in any way, and that many other techniques could equally well be used to incorporate damping into the model.
3.4 Representation of the Random Field

In order to consider the uncertainty in the beam rigidity along its axis, the spatial variation of the shear stiffness \( k(x) \), is assumed to be a one-dimensional homogeneous Gaussian random field. It is defined in terms of a mean value plus a deviatoric component, that is

\[
k(x) = \bar{k}(x) + Z(x), \tag{3.13}
\]

where \( \bar{k}(x) \) is the shear stiffness mean value and \( Z(x) \) represents its fluctuating or deviatoric component.

The fluctuating component is assumed to have zero mean, that is

\[
E(Z(x)) = 0, \tag{3.14}
\]

and covariance function defined by

\[
R(x, x + \zeta) = E(Z(x)Z(x + \zeta)), \tag{3.15}
\]

where \( x \) and \( x + \zeta \) are points along the \( x \) axis.

Since the random field is assumed to be homogeneous, the covariance function of the spatial variation is a function only of the distance between the two points. While the new method of analysis is not restricted to any particular form of the covariance function, the following exponential function is considered in the present analysis:

\[
R(\zeta) = \sigma^2 e^{-\left(\zeta/\delta L\right)^2}, \tag{3.16}
\]

where \( \sigma \) is the standard deviation of the random process, \( \zeta \) is the distance between two points along the \( x \) axis, \( L \) is the length of the shear beam, and \( \delta \) is a dimensionless parameter. The parameter \( \delta \) is a measure of the correlation length and the
product $\delta L$ is usually defined as the scale or strength of correlation [22,32]. Note that $\delta = \infty$ corresponds to a fully correlated random field and the process reduces to a random variable. In contrast, the random field is completely uncorrelated and becomes white noise when $\delta = 0$.

Next, the random field is discretized in accordance with a suitable finite element mesh. This suitable mesh should satisfy the requirements pointed out in Section 3.2. Then, the discretized version of equation (3.13) is given by

$$k = \bar{k} + z,$$  \hspace{1cm} (3.17)

where $k$ is the random vector that represents the spatial variation of the shear stiffness at a set of discrete points, $\bar{k}$ is the mean value vector of the process, and $z$ is a vector of Gaussian random variables with zero mean and covariance matrix $C$, whose $(i,j)$ component is given by

$$C_{ij} = E(z_i z_j),$$ \hspace{1cm} (3.18)

where $z_i$ and $z_j$ are the $i$-th and $j$-th components of the random vector $z$, respectively. The $C_{ij}$ components are obtained in terms of the covariance function defined in equation (3.16).

Finally, by means of the transformation defined in equation (3.3), the representation of the discretized random field can be written in terms of a vector of uncorrelated and independent random variables. Then, multiplying equation (3.3) by the matrix of eigenvectors of the covariance matrix $\Phi$, and substituting into (3.17) yields

$$k = \bar{k} + \Phi b,$$  \hspace{1cm} (3.19)
where \( \mathbf{b} \) is a vector of independent Gaussian random variables with zero mean. As mentioned in the previous section, there is the possibility of considering only a few of these random variables to represent the random field without significant loss of accuracy. The actual number of random variables that are retained in the analysis depends on the correlation length parameter of the random field. A particular example will be considered in Section 3.6.

This completes the description of the physical system and the representation of the random field, which have been cast into the general formulation described in Chapter 2. The next two sections describe the comparison of the new method against other techniques and the application of the method to the solution of some particular examples of the physical system considered in Section 3.3.

### 3.5 Performance Evaluation

#### 3.5.1 Introduction

In order to evaluate the performance of the newly developed method on problems involving uncertainty in physical properties, two examples are solved and their solutions are compared with solutions which are obtainable by other techniques.

Early applications used the Monte Carlo simulation method to investigate the effect of uncertain variability in structural properties. Later, first and second-order Taylor series or perturbation methods were used to compute second-moment statistics of response quantities in structural and geotechnical applications. In Monte Carlo simulation, the computer is used to generate a particular realization of the structural properties, and the deterministic solution is found using classical analysis techniques. This process is repeated until the ensemble of realizations of the structural properties represent the statistical distribution to a desired degree of accuracy.
Then, statistics are computed across the ensemble of responses obtained from these particular properties. Although this method is very powerful, it is very costly in terms of computational resources and may become prohibitively expensive.

In perturbation methods, parameter uncertainties are assumed to be "small," and the expressions for the response are expanded by perturbation about the mean values to obtain the second-moment statistics. These methods are quite general and they are easily integrable into any deterministic solution technique. However, perturbation methods usually suffer from questions on their accuracy and convergence. These questions become more crucial as higher order solutions are sought, as the degree of the material property variability becomes more pronounced, and when dynamic, particularly transient and wave propagation problems must be considered. In fact, when perturbation methods are applied to transient analysis secular terms result in the higher order solution and hence, in all statistical results [14,26]. Consequently, the solution is valid only for a short duration and the accuracy deteriorates rapidly thereafter. Although some methods have been proposed to numerically eliminate secular terms in probabilistic finite element methods [26], their effectiveness is still under investigation.

3.5.2 First Validation Problem

As a first check on the accuracy of the newly developed method, a problem with only one degree-of-freedom is solved. The finite element model corresponding to this problem is shown in Figure 3.2. Note that this model represents a single degree-of-freedom system. For this one element model, a constant mass per unit of length and uniform mean value properties throughout its length are used. The natural frequency of the system is 2 Hz and a damping corresponding to 5% of
critical is added. The variability of the shear stiffness is modeled as a fully correlated random field, that is, as a random variable. As previously discussed in Chapter 2, the probability density function of this random variable is not restricted to be Gaussian. In fact, a uniform probability density function is assumed in this example. The effect of the particular choice for the probability function on the accuracy of the method will be discussed later. The model is subjected to a base excitation, and the variability of the response is studied. In particular, the absolute acceleration response at the free node of the element is considered.

The base excitation is taken to be an earthquake-like excitation. It is generated using the procedure described in reference [35]. In brief, a sample function is generated to represent stationary Gaussian white noise. The sample function is constructed from a sequence of independent normally distributed numbers with zero mean and unit variance. These numbers are used as ordinates of the function at equally spaced time intervals, $\Delta t$. The function is assumed to vary linearly over each interval. The numerically generated unit variance sample function is multiplied by a scaling factor to give a process with a power spectral density approaching to a constant. Next, the sample function is multiplied by a shaping function in time $\theta(t)$, to produce a single sample of a nonstationary process. In the present example, the shape function chosen is

$$\theta(t) = te^{-\nu t},$$

(3.20)

where $\nu$ is a free parameter which may be interpreted physically as the reciprocal of the time required for the excitation to build up to its maximum intensity. Finally, the excitation chosen to represent the base excitation is obtained by passing the nonstationary process through a filter with prescribed transfer function. The
resultant base excitation is therefore a sample of a filtered, modulated white noise process. Figure 3.3 shows the base excitation for the present validation problem.

Figures 3.4 and 3.5 show a comparison of the results of the proposed method to those obtained by an “exact” solution for both the mean value and the standard deviation responses of the absolute acceleration of the system. In the “exact” solution, the first two statistical moments are computed numerically. The numerical integration is performed using 200 equally spaced points over the range of shear stiffness values. Three values for the coefficient of variation of the shear stiffness are considered: 10%, 20% and 30%. Recall that the coefficient of variation is the ratio between the standard deviation and the mean value of the random variable. These figures show that the agreement between the proposed method and the “exact” solution is excellent. The two solutions are coincident in every place. Note that the response variability increases with increasing coefficient of variation of the shear stiffness.

In the case of the proposed method, different orders of approximation in the probability space are used as the shear stiffness variability becomes more pronounced. A third order approximation is used for a coefficient of variation of 10%, and a fourth and a fifth order approximation are used for coefficients of variation of 20% and 30%, respectively. The need to use such a high order of approximation clearly shows the high degree of nonlinearity of the response as a function of the shear stiffness parameter. It also indicates that a low order approximation is not adequate to approximate such a nonlinearity.

At this point, it is interesting to compare the relative amounts of computational effort required to obtain the results by the proposed method versus that for the Monte Carlo simulation method. The computer time required by the proposed
method is equivalent to the time required to perform approximately 15 simulations. This number is much less than the number of simulations usually required to obtain dependable results from a simulation study. In fact, more than 100 simulations are needed to obtain the same accuracy that is obtained by the proposed method. Therefore, it is concluded that for this test problem, the new formulation is more efficient than simulation.

In order to illustrate the difficulties of the second-order perturbation method in probabilistic finite elements, the comparison of the results of the "exact" solution to those obtained by the perturbation method are presented in Figure 3.6. A coefficient of variation of 20% is considered in this case. This figure shows that the perturbation method does not give acceptable results. For higher coefficients of variation, it can be shown that the inaccuracy of the perturbation method is even more dramatic. As mentioned before, one of the factors that affects the accuracy of the perturbation method is the existence of secular terms in the higher order solutions. At the same time, the second-order perturbation method is not adequate to approximate the high nonlinearity of the response as a function of the uncertain system parameters.

Finally, an investigation of the effect of different probability density functions for the shear stiffness parameter on the accuracy of the proposed method is performed. In addition to a uniform distribution, three different types of probability density functions are applied in this example, including: Gaussian, Parabolic, and UltraspHERical. The mathematical expressions for these distributions are given in reference [29]. The analysis shows that for all these distributions, the results are
qualitatively similar to those of the corresponding uniform case. That is, the proposed method gives excellent agreement with the "exact" solution, while the performance of the second-order perturbation method is poor. To graphically illustrate these results, the case of a Gaussian distribution of the shear stiffness parameter with a 20% coefficient of variation is presented in Figure 3.7. The results are self-evident.

3.5.3 Second Validation Problem

A second validation problem presented considers the variability of the response of a two element model. As before, the absolute acceleration response at the free end of the model is considered. A diagram of the finite element mesh is shown in Figure 3.8. Here, as in the first validation problem, a constant mass per unit of length and uniform mean value properties throughout its length are assumed. The nominal or mean value system is assumed to have 5% of critical damping in both modes, and a fundamental frequency of 2 Hz. Once again, the model is subjected to the base excitation described previously.

The variability of the shear stiffness in space is modeled as a Gaussian random field, which is discretized into two random field elements. Their cor relational characteristic is assumed to be specified in terms of the following covariance matrix

\[
C = \sigma^2 \begin{pmatrix} 1.0 & \rho \\ \rho & 1.0 \end{pmatrix},
\]

where \( \sigma \) is the standard deviation of the process, and \( \rho \) is the coefficient of correlation between the two random field elements. Three values of \( \rho \) are considered: \( \rho = 1.0, 0.5, \) and \( 0.0. \) In the first case, the random field elements are fully correlated, while they are completely uncorrelated in the third case. In the second case,
the random field elements can be considered as medially correlated. Note that the covariance matrix corresponding to these three cases can be generated by the covariance function defined in equation (3.16). In fact, if the field value over an element is represented by its value at the midpoint of the element, then the evaluation of the covariance function at $\zeta = 1.0$, with parameter $\delta$ equal to $\infty$, 0.6 and 0.0, gives the off-diagonal terms of the covariance matrix for the three cases, respectively. Note that $\zeta = 1.0$ corresponds to the distance between the midpoints of elements 1 and 2.

Figures 3.9 and 3.10 show a comparison of the results of the proposed method to those obtained by an "exact" solution for both the mean value and the standard deviation responses of the absolute acceleration at the free end of the model. A 20% coefficient of variation of the shear stiffness is considered. In the "exact" solution, the mean value and the standard deviation responses are computed by numerical integration over the range of shear stiffness values. The agreement between the proposed method and the "exact" solution is excellent. These figures also show that the fully correlated case produces the largest response variability. That is, the uncertainty in the absolute acceleration response tend to decrease as the two random field elements become uncorrelated. In the case of the proposed method, the following orders of approximation in the probability space are used: A fifth order approximation is used for a coefficient of correlation of 1.0, and a fourth order approximation is used for coefficients of correlation of 0.5 and 0.0.

Figure 3.11 shows the inadequacy of the second-order perturbation method in this second validation problem. A coefficient of correlation of 0.5 between the random field elements and a coefficient of variation of 20% of the shear stiffness are considered in this case. Once again, the perturbation method does not give
acceptable results. As stated previously, some of the factors that affect the accuracy of the perturbation method are the existence of secular terms in the higher order solutions and the inability of approximating the high nonlinearity of the response as a function of the uncertain system parameters.

In order to illustrate the high nonlinearity of the response as a function of the shear stiffness parameter, the absolute acceleration response at the free end of the model is presented in Figure 3.12 as a function of the two random variables that describe the random field under consideration. This figure depicts the response of the system in the neighborhood of the response of the nominal system at two specific times. The response is plotted for values of the random variables less or equal than one standard deviation about their mean values. The selected times are the time in which the mean value response is maximum and the time in which the standard deviation response is maximum. It is clear from this figure that the response as a function of the two random variables is highly nonlinear. Thus, low order approximations are not appropriate to approximate such a nonlinearity.

Finally, it is interesting to note that the computer time required by the proposed method is equivalent to the time to perform approximately 8 simulations in each one of the two random variables that describe the random field. On the other hand, the total number of simulations needed to obtain the same accuracy that is obtained by the proposed method is more than 400. Thus, once again, the new formulation is more economical than simulation.

Based on the results of the above two validation calculations, the proposed method is judged to produce accurate results for the response variability of the system under consideration.
3.6 Description of the Example Problem

In Section 3.3, the physical system chosen for study was described. The efforts of this section together with the following sections are directed toward gaining physical insight into the response of a continuous shear beam whose rigidity varies randomly along its axis. To this end, two sets of calculations are performed to illustrate the influence of uncertain stiffness on the response of the beam. In particular, the absolute acceleration response at the top of the beam is considered. The continuous system is taken to have uniform mean value properties throughout its length, with a fundamental frequency of 2 Hz.

In the first set of calculations, the system is assumed to have a 20% of critical damping in the first two modes. The random field that describes the spatial variation of the shear stiffness is assumed to have a 40% coefficient of variation. The system is subjected to a single sample of a modulated white noise process, which is generated using the procedure described in reference [35]. Figure 3.13 shows the base excitation for this set of calculations. For convenience, this first set of calculations will be referred as Case I of the example problem. One specific engineering application of the results of these calculations will be discussed in Section 3.8.

In the second set of calculations, the system is assumed to have a 5% of critical damping in the first two modes. A coefficient of variation of 20% of the random field that describes the spatial variation of the shear stiffness is considered in this case. The system is subjected to the same base excitation that was used for the validation calculations in Section 3.5. The application of the results of these calculations in a structural engineering context will be discussed in Section 3.8. Finally, this set of calculations will be referred as Case II of the example problem.
In both sets of calculations, two values of correlation length parameter $\delta$ are considered: $\delta = \infty$, and $\delta = 0.5$. As it was indicated before, $\delta = \infty$ corresponds to a fully correlated random field, while $\delta = 0.5$ corresponds to a random field which may be considered as medially correlated. The covariance functions corresponding to the above correlation length parameters are shown in Figure 3.14.

The assumption of a Gaussian distribution for the components of the random vector $\mathbf{b}$ (equation 3.19) implies a probability of generating negative values of shear stiffness. This probability is not negligible for high coefficients of variation, such as 40%. Consequently, when high levels of uncertainty are considered, a new probability density function is introduced to avoid the mathematical complications that would arise if the shear stiffness indeed becomes negative. The newly introduced probability density function is of the so-called Ultraspherical type. This name arises from the fact that the set of Ultraspherical polynomials is orthogonal with respect to the mean operation defined by this distribution [29].

Figure 3.15 shows a Gaussian and an Ultraspherical distribution with a coefficient of variation of 40%. It is clear from this figure that the assumption of a Gaussian distribution implies that the probability of generating negative values for the random variable is not zero. On the other hand, it can be shown that this probability is negligible for smaller coefficients of variation, such as 20%. Therefore, an Ultraspherical distribution is assumed in Case I of the example problem, while a Gaussian distribution is used in Case II.

### 3.7 Finite Element Discretization

As discussed in Section 3.2, one of the factors that should be considered in the selection of the mesh size for the finite element analysis is the expected rate of
fluctuation of the random field. Therefore, in order to assure that the mesh used for this example problem adequately represents the physical behavior of the system, a parametric study of mesh size is conducted. For the given range of the correlation length parameter, the response variability of the absolute acceleration at the top of the beam is analyzed using uniform meshes of 10, 15, 20, and 25 elements.

For the uniform mesh of 20 elements, shown in Figure 3.16, it is found that the statistical fluctuations of the random field with correlation length parameter $\delta = 0.5$ is very small within each element. That is, the random field is almost fully correlated within each element. Note that the random field with correlation length parameter $\delta = \infty$ is fully correlated in the entire beam, and therefore is also fully correlated within each element. At the same time, it is found that the response is nearly invariant to a finer mesh, such as the 25 element mesh. Hence, the mesh shown in Figure 3.16 satisfies the two sets of requirements discussed in Section 3.2. Based on these results, the uniform 20 element mesh is judged adequate for the current problem. The results for Cases I and II of the example problem, using this uniform mesh of 20 elements, are presented in the next section.

The finite element mesh introduced above implies that the discretized random field is represented by 20 independent random variables (equation 3.19). However, the two values of the correlation length parameter that are considered in the example problem allow truncation of the eigenvectors-eigenvalues of the random field covariance matrix. Thus the number of eigenvectors, and hence the number of random variables in equation 3.19 can be reduced. It is clear that for $\delta = \infty$, the number of random variables can be reduced to one, since the process is fully correlated. For $\delta = 0.5$, the number of variables that are retained in the analysis is three. The influence of lower eigenvector-eigenvalue pairs is found to have little effect on
the response variability of the system. Figures 3.17 and 3.18 show the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix for Case I and Case II of the example problem, respectively.

3.8 Results of the Example Problem

3.8.1 Case I

The response variability of the absolute acceleration at the free end of the shear beam, for the 40% coefficient of variation random field, is presented in Figures 3.19 and 3.20. Figure 3.19 shows the second moment characterization of the response for the fully correlated random field case, and Figure 3.20 shows the second moment characterization of the response for the random field with correlation length parameter $\delta = 0.5$. The top graph of these figures shows the mean value response, the middle one shows the standard deviation response, and the bottom graph shows the variability parameter defined as the ratio between the standard deviation and the maximum mean value. The maximum values of the variability parameter are about 0.58 and 0.50, that is, 58% and 50% of the maximum mean value. These values illustrate the relatively high variability of the response. At the same time, comparison between the bottom graphs in Figures 3.19 and 3.20 shows the influence of the correlation length parameter on the variability of the absolute acceleration response at the top of the beam. The fully correlated case produces the largest response variability. That is, the uncertainty in the response tend to decrease as the random field become medially correlated.

As mentioned previously, the number of random variables that are retained in the analysis for the random field with correlation length parameter $\delta = 0.5$ is three. Figure 3.21 shows the uncertainty in the response due to each one of the three most
significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. It is clear that the contribution of each successive eigenvector-eigenvalue pair to the response variability decreases steadily. The first three random variables capture the major characteristics of the random field. Therefore, the contribution of lower eigenvector-eigenvalue pairs of the random field covariance matrix to the response variability is negligible.

Finally, it is noted that a fourth order approximation in the probability space is used for the fully correlated random field case. In the case of the medially correlated random field, different orders of approximation of the response in the probability space are used for three random variables that are retained in the analysis. A third order approximation is used for the first random variable, and a second and a first order approximation are used for the second and third random variables, respectively. The influence of higher order approximation is found to have negligible effect on the response.

3.8.2 Application of the Results to Earthquake Engineering

One specific engineering application of the above results is in the area of geotechnical and earthquake engineering. In this context, one might conceptualize the shear beam as a column of soil excited by motions of underlying bedrock during an earthquake. Then, the surface motions are represented by the free end of the shear beam, and the uncertainty of such motions is represented by the response variability at the top of the beam. In this case, the coefficient of variation of the random field reflects uncertainty in the knowledge of soil properties but assuming that the soil behaves linearly.
The effects of the uncertainty of the surface motions on the response of a simple single-degree-of-freedom system located at the top of the soil column are presented in Figures 3.22 and 3.23. Two values of critical damping for the simple system are considered: 2% and 5%. It is noted that the single-degree-of-freedom system can be represented by a finite element model consisting of one element with linear shape functions (Figure 3.2). Therefore, this simple system can be cast into the general formulation described in Chapter 2, where the physical properties of the system are deterministic, and the externally applied load is random. Note that the external load is characterized by an expression similar to equation (2.35).

Figures 3.22 and 3.23 depict the maximum mean value and the maximum mean plus one standard deviation value of the absolute acceleration response of this simple system for a range of values of periods. Figure 3.22 corresponds to the fully correlated random field case. It is noted that for some periods of the simple system, the maximum mean plus one standard deviation value of the response is more than 50% of the maximum mean value of the response. For the medially correlated random field case (Figure 3.23), similar differences between the maximum mean plus one standard deviation value of response and the maximum mean value of the response are observed. These values clearly illustrate the high variability of the response of this simple system. The peaks of the curves in Figures 3.22 and 3.23 correspond to the first two fundamental frequencies of the soil column and to some of the predominant frequencies of the base excitation.

Note that the curve that represents the maximum mean value of the response may be interpreted as the mean acceleration response spectrum of the simple system, while the curve that represents the maximum mean plus one standard deviation
value of the response may be interpreted as the probabilistic (one standard deviation) acceleration response spectrum of the system. Also note that these figures suggest that the maximum mean value response may be considered unconservative for design as a consequence of the high variability of the response about its mean.

3.8.3 Case II

The response variability of the absolute acceleration at the top of the shear beam, for the 20\% coefficient of variation random field, is presented in Figures 3.24 and 3.25. Figure 3.24 shows the second moment characterization of the response for the fully correlated random field case, and Figure 3.25 shows the second moment characterization of the response for the medially correlated random field case. The analysis shows that the results are qualitatively similar to those reported for Case I. That is, the relatively high variability of the response and the increase of the response uncertainty with increasing correlation length parameter. The maximum values of the variability parameter are about 0.57 and 0.51 for correlation length parameters equal to $\infty$, and 0.5, respectively.

It is noted that a similar level of response uncertainty is obtained for the lightly damped shear beam system (Case II) and for the more heavily damped shear beam system (Case I), even though the coefficient of variation of the random field in Case II (20\%) is much smaller than that of the random field in Case I (40\%). This result suggests that for lightly damped systems great caution must be exercised when interpreting calculated response if the physical properties are not precisely known.

Figure 3.26 shows the uncertainty in the response due to each one of the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. As before, the contribution of each successive eigenvector-eigenvalue pair
to the response variability decreases steadily, and the major characteristics of the random field are captured by the first three random variables.

Finally, it is noted that a fifth order approximation in the probability space is used for the fully correlated random field case. In the case of the medially correlated random field, different orders of approximation of the response in the probability space are used for the three random variables that are retained in the analysis. A fourth order approximation is used for the first random variable, and a second and a first order approximation are used for the second and third random variables, respectively. The influence of higher order approximation is found to have negligible effect on the response.

3.8.4 Application of the Results to Structural Engineering

From a structural engineering point of view, one might consider the shear beam to be a shear structure, like a shear building. Then, the response uncertainty at the free end of the shear beam represents the last floor response variability. The effects of this response variability on the response of a substructure located at the top of the building are presented in Figures 3.27 and 3.28. The substructure, which may represent a piece of equipment or a secondary system, is idealized as a single-degree-of-freedom system. Recall that this simple system can be cast into the general formulation described in Chapter 2. Two values of critical damping for the secondary system are considered: 2% and 5%. Additionally, the mass ratio between the equipment and the structure is assumed to be small such that the equipment-structure interaction can be neglected.

Figures 3.27 and 3.28 depict the maximum mean value and the maximum mean plus one standard deviation value of the absolute acceleration response of the
secondary system for a given range of periods. Figure 3.27 corresponds to the fully correlated random field case. For some periods of the substructure, the maximum mean plus one standard deviation value of the response is more than 50% of the maximum mean value of the response. For the mediately correlated random field case (Figure 3.28), similar results are obtained. These levels of response uncertainty clearly indicates that the presence of uncertainties in the superstructure physical properties can markedly alter the substructure response characteristics, and in many cases these effects render a deterministic analysis unconservative for design. Finally, it is noted that the peaks of the curves in these figures correspond to the fundamental frequency of the shear beam and to some of the predominant frequencies of the base excitation.

In summary, this example problem has shown that the variability of physical properties of a system can have a strong effect on its response characteristics. Therefore, these uncertainties should be properly accounted for in the analysis of such systems.
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Figure 3.17: Coefficient of variation along the beam axis of the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. Case I of the example problem.
Figure 3.18: Coefficient of variation along the beam axis of the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. Case II of the example problem.
Figure 3.19: Second moment characterization of the absolute acceleration response. Case I of the example problem, $\delta = \infty$. 
Figure 3.20: Second moment characterization of the absolute acceleration response. Case I of the example problem, $\delta = 0.5$. 
Figure 3.21: Standard deviation of the response due to each one of the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. Case I of the example problem, $\delta = 0.5$. (a) First random variable. (b) Second random variable. (c) Third random variable.
Figure 3.22: Effects of the uncertainties in the parameters of the soil column on the response of a single-degree-of-freedom system. (1) Maximum mean value of the response. (2) Maximum mean plus one standard deviation value of the response. Case I of the example problem, $\delta = \infty$. (a) 2% of critical damping. (b) 5% of critical damping.
Figure 3.23: Effects of the uncertainties in the parameters of the soil column on the response of a single-degree-of-freedom system. (1) Maximum mean value of the response. (2) Maximum mean plus one standard deviation value of the response. Case I of the example problem, $\delta = 0.5$. (a) 2% of critical damping. (b) 5% of critical damping.
Figure 3.24: Second moment characterization of the absolute acceleration response. Case II of the example problem, $\delta = \infty$. 
Figure 3.25: Second moment characterization of the absolute acceleration response. Case II of the example problem, $\delta = 0.5$. 
Figure 3.26: Standard deviation of the response due to each one of the three most significant pairs of eigenvectors-eigenvalues of the random field covariance matrix. Case II of the example problem, $\delta = 0.5$. (a) First random variable. (b) Second random variable. (c) Third random variable.
Figure 3.27: Effects of the uncertainties in the parameters of the shear beam on the response of a substructure. (1) Maximum mean value of the response. (2) Maximum mean plus one standard deviation value of the response. Case II of the example problem, $\delta = \infty$. (a) 2% of critical damping. (b) 5% of critical damping.
Figure 3.28: Effects of the uncertainties in the parameters of the shear beam on the response of a substructure. (1) Maximum mean value of the response. (2) Maximum mean plus one standard deviation value of the response. Case II of the example problem, $\delta = 0.5$. (a) 2% of critical damping. (b) 5% of critical damping.
Chapter 4

Formulation of the Random Finite Element Method for Stochastic Excitation

4.1 Introduction

In this chapter, the formulation of the random finite element method described in Chapter 2 is extended to include cases where the excitation is random in time. In the previous formulation, the external load was permitted to have spatial random properties but was assumed to be deterministic in time. An additional source of uncertainty is the specification of the external load in time. This uncertainty often arises when the loads result from a physical mechanism so complex that it is best modeled as a random process in time, or a stochastic process.

The classical deterministic approach to deal with stochastic excitation is to assume some average or best estimate functions of time for use in the analysis. At best, a parameter study is conducted to examine the sensitivity of the analysis results to variations in the time history of the applied loading. In contrast, a random vibration analysis acknowledges and quantifies these uncertainties, and thereby provides more useful information to the engineer. The analysis can provide not just one solution, but a spectrum of solutions and their relative likelihoods of occurrence.

Many real excitations result from the combination of a number of different physical processes. According to the central limit theorem of probability theory, under
certain conditions, the sum of a large number of independent statistical distributions converges to a Gaussian distribution. Hence, a Gaussian time dependence for the loading seems like a good first approximation. In addition, for many engineering problems, particularly those where the response is narrow banded, a reasonable starting point is to consider the case of white noise excitation with zero mean, where the power spectrum is uniform across the entire frequency band.

Finally, many processes of engineering relevance are of sufficiently short duration that they must be considered transient, or nonstationary. In order to consider the transient nature of the excitation, the Gaussian white noise process is modulated by a deterministic function of time. Therefore, the applied forcing function will be modeled as a modulated Gaussian white noise process.

4.2 Development of the Covariance Equation

Under present assumptions, the external load, \( f(x,t) \) is characterized by

\[
  f(x,t) = \theta(t) n(t) g(x),
\]

where

\( \theta(t) \) is a deterministic modulating time function,
\( n(t) \) is stationary Gaussian white noise with zero mean and constant power spectral density \( S_0 \), and
\( g(x) \) is a spatial random field.

The response uncertainty is now caused by the spatial randomness in material properties and external loads as well as the time history uncertainty of the forcing function. For a given set of deterministic spatial properties, the system described in
Chapter 2 becomes a deterministic linear system subjected to a zero mean Gaussian input. Consequently, the displacement and velocity vectors of the discrete linear system (equation 2.47) are zero mean jointly Gaussian processes. A Gaussian process is completely described by its mean vector and covariance matrix, but due to the uncertainties in spatial properties this description is itself random, that is, the coefficients of the covariance matrix are random variables. This covariance matrix contains the variance of the displacement and velocity for all degrees of freedom, plus all of the cross-covariances as well. A procedure to derive the random response covariance matrix is described below.

First, equation (2.47) becomes a stochastic matrix equation of the form

\[ M \ddot{\mathbf{d}}(t) + C \dot{\mathbf{d}}(t) + K \mathbf{d}(t) = \theta(t) n(t) \mathbf{p}, \]  
\[ (4.2) \]

where \( \mathbf{p} \) is a time-invariant vector which depends on the spatial distribution of the loads.

Next, equation (4.2) is converted to a 1st order state space equation of higher dimension as follows

\[ \mathbf{s}(t) = A \mathbf{s}(t) + \mathbf{F}(t), \]  
\[ (4.3) \]

where \( \mathbf{s}(t) \) is the system state vector defined in (2.50), \( A \) is the system matrix defined in (2.52), and

\[ \mathbf{F}(t) = \left[ \begin{array}{c} 0 \\ M^{-1} \mathbf{p} \end{array} \right] \theta(t) n(t) \]  
\[ (4.4) \]

is the state space load vector.

Multiplying equation (4.3) by \( \mathbf{s}^T \), adding the result to its transpose and taking expected value with respect to randomness in the time domain, gives the Liapunov
equation for the covariance response as

\[ \dot{Q}_{ss}(t) = AQ_{ss}(t) + Q_{ss}(t)A^T \]

\[ + \theta(t) E(t) \left( s(t) n(t) \right) \left\langle 0\ M^{-1}p \right\rangle \]

\[ + \theta(t) \left\{ \begin{align*} 
& 0 \\ 
& M^{-1}p
\end{align*} \right\} E(t) \left( s^T(t) n(t) \right), \tag{4.5} \]

where \( \langle \cdot \rangle \) denotes a row vector, \( E(t) (\cdot) \) is the conditional expectation with respect to uncertainty in the time domain, and

\[ Q_{ss}(t) = E(t) (ss^T) \tag{4.6} \]

is the state space covariance matrix.

Equation (4.5) is a first order ordinary differential equation for the evolution of the nonstationary covariance matrix with time.

The 3rd term on the right-hand-side of the covariance equation can be simplified recalling that \( s(t) \) satisfies equation (4.3). Then, using the principal matrix solution \( \Phi(t) \), \( s(t) \) can be written as

\[ s(t) = \Phi(t) s(0) + \Phi(t) \int_0^t \Phi^{-1}(\tau) F(\tau) d\tau, \tag{4.7} \]

where \( \Phi(t) \) satisfies

\[ \dot{\Phi}(t) = A \Phi(t) \tag{4.8} \]

\[ \Phi(0) = I. \tag{4.9} \]

Using the expression for the load vector (4.4) in this equation yields

\[ s(t) = \Phi(t) s(0) + \Phi(t) \int_0^t \theta(\tau) \Phi^{-1}(\tau) \left\{ \begin{align*} 
& 0 \\ 
& M^{-1}p
\end{align*} \right\} n(\tau) d\tau, \tag{4.10} \]
Multiplying by \( n(t) \) and taking expectation gives

\[
E_t(s(t) n(t)) = \Phi(t) \int_0^t \theta(\tau) \Phi^{-1}(\tau) \begin{pmatrix} 0 \\ M^{-1}p \end{pmatrix} E_t(n(t) n(\tau)) d\tau .
\]  \hspace{1cm} (4.11)

For stationary random Gaussian white noise with zero mean, the autocorrelation function takes the form

\[
E_t(n(t) n(\tau)) = 2\pi S_0 \delta(t - \tau) ,
\]  \hspace{1cm} (4.12)

and thus equation (4.11) reduces to

\[
E_t(s(t) n(t)) = 2\pi S_0 \theta(t) \begin{pmatrix} 0 \\ M^{-1}p \end{pmatrix} .
\]  \hspace{1cm} (4.13)

Observing that the 4th term on the right-hand-side of the covariance equation is simply the transpose of the 3rd term, it follows immediately that

\[
E_t(s^T(t) n(t)) = 2\pi S_0 \theta(t) \langle 0 M^{-1}p \rangle .
\]  \hspace{1cm} (4.14)

Finally, using the simplified expressions (4.13) and (4.14) in the general covariance equation (4.5) gives

\[
\dot{Q}_{ss}(t) = AQ_{ss}(t) + Q_{ss}(t) A^T + 4\pi S_0 \theta^2(t) \begin{pmatrix} 0 \\ M^{-1}p \end{pmatrix} \langle 0 M^{-1}p \rangle .
\]  \hspace{1cm} (4.15)

This equation is a first order ordinary differential equation for the evolution of the nonstationary covariance matrix with time.

**4.3 Response Uncertainty and Statistics**

The Liapunov equation (4.15) for the evolution of the system covariance matrix \( Q_{ss}(t) \) can now be integrated in time. The modified Euler algorithm described in
Section 2.7 will be used herein. The same observation mentioned in Section 2.6 and 2.7 regarding the size and sparseness of the system matrix involved in the differential equation, and the remarks made about the simplicity and efficiency of this numerical scheme are still valid for the Liapunov equation.

Once equation (4.15) has been solved, the characterization for the Gaussian response process can be stated. Using equation (2.32), it follows that the mean value and variance, in the time domain, for the element response are given by

\[
E_t(u^e(x, b, t)) = \sum_{j=1}^{NEN} \sum_{0 \leq |l| \leq NP} E_t(u^e_{j \ell_1 \ldots \ell_\nu}(t)) \phi_j^e(x) \prod_{s=1}^r H^b_{\ell_s}(b_s)
\]

\[
= 0, \quad e = 1, \ldots, NEL,
\]

\[
E_t(u^{e^2}(x, b, t)) = \sum_{i=1}^{NEN} \sum_{j=1}^{NEN} \sum_{0 \leq |l| \leq NP} \sum_{0 \leq |k| \leq NP} E_t(u^e_{i \ell_1 \ldots \ell_\nu}(t) u^e_{j k_1 \ldots k_\nu}(t)) \phi_i^e(x) \phi_j^e(x) \prod_{s=1}^r H^b_{\ell_s}(b_s) \prod_{s=1}^r H^b_{k_s}(b_s),
\]

\[
e = 1, \ldots, NEL,
\]

where the coefficients \(E_t(u^e_{i \ell_1 \ldots \ell_\nu}(t) u^e_{j k_1 \ldots k_\nu}(t))\) are the components of the covariance matrix \(Q_{ss}(t)\). Equation (4.16) shows that the mean for the Gaussian response process is zero.

The second moment representation for the Gaussian response process is defined by the first two statistical moments of the variance. The first moment, which corresponds to the expected value is computed directly from equation (4.17). Taking
conditional expectation with respect to uncertainty in spatial properties and using
the orthogonality of the set of polynomials \( \{ H_{\alpha}^{\beta} (b) \}_{\alpha=0}^{\infty} \), equation (4.17) becomes

\[
E \left( E_t \left( u^{e^2}(x, b, t) \right) \right) = \sum_{i=1}^{\text{NEN}} \sum_{j=1}^{\text{NEN}} \sum_{0 \leq |\ell| \leq N_P} E_t \left( u_{i_{\ell_1}...\ell_r}(t) u_{j_{\ell_1}...\ell_r}(t) \right)
\]

\[
\phi_{i}^{e}(x) \phi_{j}^{e}(x), \quad e = 1, \ldots, \text{NEL},
\]

where \( E(\cdot) \) is the conditional expectation with respect to uncertainty in spatial
space.

As mentioned before, equation (4.18) expresses the expected value of the Gaussian
response process variance due to randomness in spatial properties. The second statistical moment of the variance can not be derived directly from equation (4.17), and the use of higher order recurrence relations for the orthogonal set of polynomials is required.

An alternative formulation for Gaussian white noise excitation is described in
the following section, where the characterization of the second moment representa-
tion for the Gaussian response process is completely defined by the components of
the covariance matrix.

4.4 Alternative Formulation for Gaussian White Noise Excitation

4.4.1 Weak Formulation and Matrix Equations

In order to derive an alternative formulation for Gaussian white noise ex-
citation, consider equation (2.24) and assume for the moment that the random
variables \( b_n \) are constant coefficients. Then, the characterization of the variational
counterpart of this equation is obtained by redefining the set of weighting functions $W$, defined in Section 2.5, as follows

$$W = \left\{ w(\cdot) \mid w \text{ satisfies homogeneous boundary conditions on } \Gamma_o, \quad \|w(\cdot)\|_{H^1(\Omega)} < \infty \right\}.$$

Note that in the present definition, functions in $W$ do not depend on the set of random variables $b_n$. Multiplying the partial differential equation (2.24) by a weighting function $w$ and integrating by parts over the domain $\Omega$ gives the weak form of the governing equation as:

$$\text{find } u(x, b, t) \in V, \ x \in \Omega, \ b \in D, \ t \in [0, T_0], \text{ such that for all } w(x) \in W$$

$$= (m\dot{u}, w) + \left( \tau(\tilde{K}(x), u), \nabla w \right) + \left( Q(\tilde{c}(x), \dot{u}), w \right)$$

$$+ \sum_{n=1}^{r} \left\{ \left( \tau(k_n(x), u)b_n, \nabla w \right) + \left( Q(c_n(x), \dot{u})b_n, w \right) \right\}$$

$$= (f(x, t), w) + \sum_{n=1}^{r} (f_n(x, t)b_n, w), \quad (4.19)$$

$$= (mu(x, b, 0), w) = (mu_0(x), w), \quad (4.20)$$

$$= (m\dot{u}(x, b, 0), w) = (m\dot{u}_0(x), w), \quad (4.21)$$

where $\langle \cdot, \cdot \rangle$ denotes the inner product, that is,

$$\langle \phi, \psi \rangle = \int_{\Omega} \phi \psi \, d\Omega, \quad (4.22)$$

where $\phi$ and $\psi$ are scalar functions defined on $\Omega \times D \times [0, T_0]$ and $\Omega$, respectively. All other terms in equations (4.19) through (4.21) are as previously defined in Chapter 2.
The semidiscrete Galerkin formulation corresponding to equations (4.19), (4.20) and (4.21) is now achieved using the following finite element approximation within the element \(\Omega^e\)

\[
    u^e(x, b, t) = \sum_{j=1}^{NEN} u_j^e(b, t) \phi_j^e(x) ,
\]

(4.23)

where \(NEN\) and \(\phi_j^e(x)\) are as defined in Section 2.5, and \(u_j^e(b, t)\) is the unknown random function of time for node \(j\). Then, the base for the finite-dimensional approximations \(V^h\) and \(W^h\) to \(V\) and \(W\), respectively (equation (2.36)), becomes

\[
    \{\phi_j(x)\}_{j=1,...,NTOT} ,
\]

(4.24)

where \(NTOT\) is the total number of nodes in the finite element discretization, and \(\phi_j(x)\) is the global shape function for node \(j\). Then, the variational formulation previously defined becomes:

\[
    \text{find } u^h(x, b, t) \in V^h, \ x \in \Omega, \ b \in D, \ t \in [0, T_0], \text{ such that for all } w^h(x) \in W^h
\]

\[
    (\mu^h, w^h) + (\tau(\bar{K}(x), u^h), \nabla w^h) + \left( Q(\bar{c}(x), \bar{u}^h), w^h \right)
\]

\[
    + \sum_{n=1}^{r} \left\{ \left( \tau(k_n(x), u^h)b_n, \nabla w^h \right) + \left( Q(c_n(x), \bar{u}^h)b_n, w^h \right) \right\}
\]

(4.25)

\[
    = (\bar{f}(x, t), w^h) + \sum_{n=1}^{r} (f_n(x, t)b_n, w^h) ,
\]

\[
    (\mu^h(x, b, 0), w^h) = (\mu_0(x), w^h) ,
\]

(4.26)

\[
    (\mu^h(x, b, 0), w^h) = (\mu_0(x), w^h) .
\]

(4.27)
This variational formulation, together with the characterization of \( V^h \) and \( W^h \), leads to the following set of equations for element \( e \)

\[
\sum_{j=1}^{\text{NEEN}} \left\{ \left[ \int_{\Omega^e} m(x) \phi_j^e(x) \phi_i^e(x) \, d\Omega \right] \dot{u}_j^e(b,t) \right. \\
+ \left[ \int_{\Omega^e} Q(\bar{c}(x), \phi_j^e(x)) \phi_i^e(x) \, d\Omega \right] \ddot{u}_j^e(b,t) \\
+ \left[ \int_{\Omega^e} \tau(\bar{k}(x), \phi_j^e(x)) \nabla \phi_i^e(x) \, d\Omega \right] u_j^e(b,t) \\
+ \left. \sum_{n=1}^{r} \left[ \int_{\Omega^e} Q(c_n(x), \phi_j^e(x)) \phi_i^e(x) \, d\Omega \right] \dot{u}_j^e(b,t) \right\} = \int_{\Omega^e} \bar{f}(x,t) \phi_i^e(x) \, d\Omega \\
+ \sum_{n=1}^{r} \left[ \int_{\Omega^e} f_n(x,t) \phi_i^e(x) \, d\Omega \right] b_n , \quad i = 1, \ldots, \text{NEEN} ,
\]

\[
\sum_{j=1}^{\text{NEEN}} \left[ \int_{\Omega^e} m(x) \phi_j^e(x) \phi_i^e(x) \, d\Omega \right] u_j^e(b,0) = \int_{\Omega^e} m(x) u_0(x) \phi_i^e(x) \, d\Omega , \quad i = 1, \ldots, \text{NEEN} ,
\]

\[
\sum_{j=1}^{\text{NEEN}} \left[ \int_{\Omega^e} m(x) \phi_j^e(x) \phi_i^e(x) \, d\Omega \right] \dot{u}_j^e(b,0) = \int_{\Omega^e} m(x) \dot{u}_0(x) \phi_i^e(x) \, d\Omega , \quad i = 1, \ldots, \text{NEEN} .
\]

Assembling equations (4.28) through (4.30) for all elements into a set of global equations, gives a random matrix equation of the form

\[
M \ddot{\mathbf{d}}(b,t) + C(b) \dot{\mathbf{d}}(b,t) + K(b) \mathbf{d}(b,t) = \mathbf{p}(b,t) ,
\]

where
$d(b, t)$ is the global random vector of unknowns with components $u_j(b, t)$,

$p(b, t)$ is the total effective random load vector,

$M$ is the mass matrix,

$C(b)$ is the random damping matrix, and

$K(b)$ is the random stiffness matrix.

The initial conditions of the system are given by

$$d(b, 0) = d_0 \quad \text{and} \quad \dot{d}(b, 0) = \dot{d}_0 , \quad (4.32)$$

where $d_0$ and $\dot{d}_0$ are vectors whose elemental components are defined by the equations (4.29) and (4.30), respectively.

Note that equation (4.28) allows the following representation for the damping matrix, stiffness matrix, and load vector

$$C(b) = \bar{C} + \sum_{n=1}^{r} C_n b_n , \quad (4.34)$$

$$K(b) = \bar{K} + \sum_{n=1}^{r} K_n b_n , \quad (4.35)$$

$$p(b, t) = \bar{p}(t) + \sum_{n=1}^{r} p_n(t) b_n , \quad (4.36)$$

where $\bar{C}$, $C_n$, $\bar{K}$ and $K_n$ are deterministic matrices and $\bar{p}(t)$ and $p_n(t)$ are time dependent vectors, independent of the random variables $b_n$.

Further, under white noise excitation, equation (4.36) becomes

$$p(b, t) = \left( \bar{p} + \sum_{n=1}^{r} p_n b_n \right) \theta(t) n(t) \quad (4.37)$$
where $\bar{p}$ and $p_n$ are deterministic vectors, and $\theta(t)$ and $n(t)$ are as defined in Section 4.2.

### 4.4.2 Development of the Covariance Equation

Once the set of global equations (4.31) has been established, the Liapunov equation for the covariance response may be defined as in Section 4.2, and equation (4.15) takes the form

$$
\dot{Q}_{ss}(b, t) = A(b)Q_{ss}(b, t) + Q_{ss}(b, t)A^T(b) + 4\pi S_0 \theta^2(t) \left\{ \begin{array}{c} 0 \\ M^{-1}p(b) \end{array} \right\} \left( 0 \hspace{1cm} M^{-1}p(b) \right),
$$

where

$$
A(b) = \begin{bmatrix} 0 & I \\ -M^{-1}K(b) & -M^{-1}C(b) \end{bmatrix}
$$

is the random system matrix,

$Q_{ss}(b, t)$ is the random state space covariance matrix, and

$p(b)$ is a random time-invariant vector which depends on the spatial distribution of the loads, and defined by

$$
p(b) = \bar{p} + \sum_{n=1}^{r} p_n b_n,
$$

where $\bar{p}$ and $p_n$ are defined in equation (4.37).

It follows from equations (4.34) and (4.35) that the system matrix may now be expressed as:

$$
A(b) = \bar{A} + \sum_{n=1}^{r} A_n b_n.
$$
where $\tilde{A}$ and $A_n$ are deterministic matrices. Using equations (4.40) and (4.41) in the Liapunov equation gives

$$
\dot{Q}_{ss}(b, t) = \tilde{A}Q_{ss}(b, t) + Q_{ss}(b, t)\tilde{A}^T
+ \sum_{n=1}^{r} \left\{ A_n Q_{ss}(b, t) + Q_{ss}(b, t)A_n^T \right\} b_n
+ 4\pi S_0 \theta^2(t) \left\{ \begin{array}{c}
0 \\
M^{-1} \left( p + \sum_{n=1}^{r} p_n b_n \right) \end{array} \right\} \left\langle 0 M^{-1} \left( p + \sum_{n=1}^{r} p_n b_n \right) \right\rangle .
$$

(4.42)

This last equation is a random first order ordinary differential equation for the evolution of the nonstationary covariance matrix with time. In order to solve it, let the covariance matrix $Q_{ss}(b, t)$ be expressed as

$$
Q_{ss}(b, t) = \sum_{0 \leq |\ell| \leq NP} Q_{ss\ell_1...\ell_r}(t) \prod_{s=1}^{r} H_{\ell_s}^{b_s}(b_s) ,
$$

(4.43)

where

$Q_{ss\ell_1...\ell_r}(t)$ is an unknown deterministic matrix of time, and the remaining terms are as previously defined.

In addition to the first order recurrence relation for the orthogonal set of polynomials defined in Section 2.5, the following second order recurrence relation [29] will be also needed

$$
b_n^2 H_{\ell_n}^{b_n}(b_n) = \tilde{a}_{\ell_n-2}^{b_n} H_{\ell_n-2}^{b_n}(b_n) + \tilde{a}_{\ell_n-1}^{b_n} H_{\ell_n-1}^{b_n}(b_n) + \tilde{a}_{\ell_n}^{b_n} H_{\ell_n}^{b_n}(b_n)
+ \tilde{a}_{\ell_n+1}^{b_n} H_{\ell_n+1}^{b_n}(b_n) + \tilde{a}_{\ell_n+2}^{b_n} H_{\ell_n+2}^{b_n}(b_n)
$$

(4.44)

where the coefficients $\tilde{a}_{\ell_n}^{b_n}$ depend on the probability density function of the random variable $b_n$. 
The set of differential equations for the coefficients $Q_{a_1 a_2 \ldots a_r}(t)$ will be derived using the weighted residual method. Multiplying equation (4.42) by the weighting function $\prod_{s=1}^{r} H_{\ell_0}^{b_s}(b_\ell)$, then taking expectation with respect to spatial uncertainties, and finally considering the recurrence relations (2.40) and (4.44) of the orthogonal set of polynomials gives

$$
\dot{Q}_{a_1 a_2 \ldots a_r}(t) = \tilde{A}Q_{a_1 a_2 \ldots a_r}(t) + Q_{a_1 a_2 \ldots a_r}(t)\tilde{A}^T \\
+ \sum_{n=1}^{r} \left\{ A_n \left[ a_{\ell_n-1}^{b_n} Q_{a_1 a_2 \ldots a_{n-1} a_n-1 \ldots a_r}(t) + a_{\ell_n}^{b_n} Q_{a_1 a_2 \ldots a_{n-1} a_n \ldots a_r}(t) \\
+ a_{\ell_n+1}^{b_n} Q_{a_1 a_2 \ldots a_{n+1} \ldots a_r}(t) \right] + \left[ a_{\ell_n-1}^{b_n} Q_{a_1 a_2 \ldots a_{n-1} a_n-1 \ldots a_r}(t) \\
+ a_{\ell_n}^{b_n} Q_{a_1 a_2 \ldots a_{n-1} a_n \ldots a_r}(t) + a_{\ell_n+1}^{b_n} Q_{a_1 a_2 \ldots a_{n+1} \ldots a_r}(t) \right] A_n^T \right\} \\
+ 4\pi S_0 \theta^2(t) \left\{ \begin{array}{c} 0 \\ M^{-1}p \end{array} \right\} \begin{array}{c} \langle 0 M^{-1}p \rangle \\ \prod_{s=1}^{r} \delta_{\ell_s,0} \end{array} \\
+ \sum_{n=1}^{r} \left( a_0^{b_n} \prod_{s=1}^{r} \delta_{\ell_s,0} + a_{\ell_n}^{b_n} \prod_{s=1}^{r} \delta_{\ell_s,0} \delta_{\ell_n} \right) \left[ \begin{array}{c} 0 \\ M^{-1}p_n \end{array} \right] \langle 0 M^{-1}p \rangle \\
+ \left\{ \begin{array}{c} 0 \\ M^{-1}p \end{array} \right\} \langle 0 M^{-1}p_n \rangle \right\}
$$
\[ + \sum_{n=1}^{r} \left( a_{0}^{b_{n}} \prod_{s=1}^{r} \delta_{\ell_{s}0} + a_{1}^{b_{n}} \prod_{s=1}^{r} \delta_{\ell_{s}0} \delta_{\ell_{s}1} \right) \\
+ a_{2}^{b_{n}} \prod_{s=1}^{r} \delta_{\ell_{s}0} \delta_{\ell_{s}2} \right) \left\{ \begin{array}{c} 0 \\ M^{-1} p_{n} \end{array} \right\} \langle 0 \ M^{-1} p_{n} \rangle \\
+ \sum_{n \neq m=1}^{r} \prod_{s=1}^{r} \delta_{\ell_{s}0} \left( a_{0}^{b_{n}} a_{0}^{b_{m}} \delta_{\ell_{n}0} \delta_{\ell_{m}0} + a_{1}^{b_{n}} a_{1}^{b_{m}} \delta_{\ell_{n}0} \delta_{\ell_{m}1} \right) \left\{ \begin{array}{c} 0 \\ M^{-1} p_{n} \end{array} \right\} \langle 0 \ M^{-1} p_{n} \rangle \right) . \\
\end{equation}

\( \ell_{s} = 0, 1, \ldots \)

\( s = 1, \ldots, r \).

### 4.4.3 Response Uncertainty and Statistics

Equation (4.45) can be integrated in time using the modified Euler algorithm described in Section 2.7. Once the equation for the coefficients \( Q_{\ast \ast \ell_{1} \ldots \ell_{r}}(t) \) has been solved, the second moment representation for the Gaussian response process can be defined. In particular, using equation (4.43), it follows that the expected value and the variance for the \((i, j)\) component of the covariance matrix are given by

\[ E\left( (Q_{ss}(b, t))_{i,j} \right) = (Q_{ss0\ldots0}(t))_{i,j} \]  \hspace{1cm} (4.46)

\[ Var\left( (Q_{ss}(b, t))_{i,j} \right) = \sum_{1 \leq |\ell| \leq NP} (Q_{ss\ell_{1} \ldots \ell_{r}}(t))_{i,j}^2. \]  \hspace{1cm} (4.47)
Finally, using equations (4.23), (4.46) and (4.47) gives the second moment characterization for the element response process as

\[
E\left(E_t\left(u^2(x, b, t)\right)\right) = \sum_{i=1}^{N_{EL}} \sum_{j=1}^{N_{EL}} (Q_{ss00...0(t)})_{i,j} \phi_i^e(x) \phi_j^e(x),
\]

\[
e = 1, \ldots, N_{EL}
\]

\[
V_r\left(E_t\left(u^2(x, b, t)\right)\right) = \sum_{i=1}^{N_{EL}} \sum_{j=1}^{N_{EL}} \sum_{k=1}^{N_{EL}} \sum_{s=1}^{N_{EL}} \sum_{1 \leq |l| \leq NP} (Q_{ssl...l(t)})_{i,j} (Q_{ssl...l(t)})_{k,s} \phi_i^e(x) \phi_j^e(x) \phi_k^e(x) \phi_s^e(x),
\]

\[
e = 1, \ldots, N_{EL}.
\]

Equations (4.48) and (4.49) express the expected value and the variance, respectively, of the Gaussian response process variance, due to randomness in spatial properties.

Note that this characterization of the response is completely defined by the components of the covariance matrix, unlike the previous formulation. Also note that, using the analytical approximation for the covariance matrix, given by equation (4.43), a more complete probabilistic description for the Gaussian response process can be defined. For example, higher statistical moments can be computed as well as the probability function. These higher statistical moments can be computed using higher order recurrence relations for the orthogonal set of polynomials, while the probability function can be computed by numerical integration.
Chapter 5

Application to Primary-Secondary Systems

5.1 Introduction

This chapter describes the application of the solution method presented in Chapter 4 to the dynamic response of primary-secondary systems. These systems consist of a primary structure supporting a secondary system. The secondary system may be a piece of equipment or a substructure which is distinguished from the primary structure. Secondary systems are usually characterized by a mass which is small in comparison with the mass of the structure by which they are supported. Frequently, such substructures are essential for the safety of the occupants of the primary structure and may have even greater importance. This is true especially in the design of crucial facilities such as a nuclear reactor. Therefore, the survival of such subsystems in an earthquake is often essential, and a dynamic analysis is called for.

Additional examples of structural systems consisting of light, secondary components supported on heavier primary structures, which are frequently encountered in engineering practice are: piping in industrial structures, drilling and exploration equipment on offshore platforms, communications and control devices on space vehicles, etc.
The objective of the numerical illustrations described in this chapter is to obtain insight concerning the sensitivity of the response of a secondary system by taking into account the statistical uncertainties of the parameters describing the load and structural properties.

In the next section, a particular problem chosen for study is discussed in detail.

5.2 Description of the Physical System

A simple five degree-of-freedom model representing a shear building is chosen as the primary system. A diagram of the finite element model is shown in Figure 5.1. The displacement relative to the base of the i-th degree-of-freedom at time \( t \) is denoted by \( u_i(t) \). A nonuniform distribution of mass and stiffness along the height of the building is assumed. The floor masses are: \( m_1 = m, m_2 = m, m_3 = 0.7m, m_4 = 0.7m, m_5 = 0.6m \), and the interstorey stiffnesses are: \( k_1 = k, k_2 = k, k_3 = 0.8k, k_4 = 0.8k, k_5 = 0.7k \). The specification of the parameters \( m \) and \( k \) is discussed in Section 5.5. The primary system is assumed to be classically damped with 5% of critical damping in the first two modes. The secondary system is idealized as a single-degree-of-freedom oscillator of frequency \( \omega_s \), damping ratio \( \beta_s \) and mass \( m_s \), which is attached to the \( k \)-th d.o.f. of the primary system. Finally, the base acceleration \( \ddot{q}(t) \) is taken to be a random process.

The equation of motion of the combined primary-secondary system can be written as

\[
M\ddot{\mathbf{d}} + C\dot{\mathbf{d}} + K\mathbf{d} = -M\mathbf{1}\ddot{q}(t)
\]  
(5.1)
in which

\[
M = \begin{bmatrix} M_p & 0 \\ 0^T & m_s \end{bmatrix},
\]

\[
C = \begin{bmatrix} C_p & 0 \\ 0^T & 0 \end{bmatrix} + C_s,
\]

\[
K = \begin{bmatrix} K_p & 0 \\ 0^T & 0 \end{bmatrix} + K_s,
\]

\[
d = \begin{bmatrix} u_p \\ u_s \end{bmatrix},
\]

where

\(M_p\) is the mass matrix associated with the primary structure,

\(C_p\) is the damping matrix associated with the primary structure,

\(K_p\) is the stiffness matrix associated with the primary structure,

\(C_s\) is the damping coupling matrix associated with the secondary system,

\(K_s\) is the stiffness coupling matrix associated with the secondary system,

\(1\) is the unitary vector,

\(u_p\) is the unknown displacement vector of the primary system, and

\(u_s\) is the unknown displacement of the secondary system relative to the base of the primary system.

The matrices previously defined are of size \(\ell \times \ell\) where \(\ell = n + 1\) with \(n\) being the number of degrees-of-freedom of the primary structure. For this example \(n = 5\). Note that in general, the combined primary-secondary system is nonclassically damped.
As mentioned before, the system is subjected to a random base excitation $\bar{q}(t)$. The particular model for the stochastic seismic excitation to be used in this example is described in the following section.

5.3 Ground Motion Model

Theoretically, the class of possible ground motion could be determined if information were available regarding the local conditions, material properties, neighboring fault systems and the nature of expected fault rupture processes. However, the lack of such information and the complexity of the analytical problem that must be solved make this approach impractical for the present example. Defining the excitation as belonging to a general class of signals with prescribed time and/or frequency domain properties, such as duration, peak acceleration, total energy distribution over the frequency range, etc., appears to be a more suitable approach. Stochastic models of the seismic excitation are an example of such an approach, and often have been used in examining the seismic response of structural systems. It is reiterated that the actual earthquake process is understood to be deterministic, but it is replaced by a stochastic process in order to reflect the uncertainty of our knowledge in the process.

Most of the stochastic models for seismic excitation that have been proposed fall into one of two subclasses: stationary or nonstationary models. Stationary models have often been used for the representation of the frequency content of long duration seismic ground motion. Clearly, such models can only be used to represent the central high-intensity part of a strong-motion record. It cannot be expected to model short-duration earthquakes, or the buildup or tail of the ground motion. This type of model allows complete freedom in specification of the frequency content of
the earthquake. However, this frequency content must be consistent throughout the earthquake. Also, the duration of the ground motion is not explicitly included in the model, and must be artificially accounted for. This has often been done by considering a finite portion of the stationary process. For long-duration earthquakes, the beginning and ending phases may be expected to be unimportant. The effect of ignoring these phases is not clear, however, especially in the case of medium- and short-duration earthquakes.

The transient nature of the earthquake process may be modeled explicitly by modulating a stationary process with a deterministic function of time. Several forms of envelopes have been proposed [36,37]. In general, envelopes are chosen with only a few parameters to be estimated, such as intensity, duration, and buildup time. Note that stationary models are actually a special case of modulated stationary processes. A finite segment of stationary ground motion may be produced by an envelope which has a "boxcar" shape.

The parameters of the modulated stationary model are the stationary frequency content and the modulating function. This type of model is able to represent the major features of strong-motion (average frequency content, intensity, and duration), however it is unable to reproduce time-varying frequency content. To represent such cases, Saragoni and Hart [38] introduced an excitation model defined by three distinct, modulated stationary processes accounting for the arrival of longitudinal, shear and surface waves.

One drawback of modulated stationary processes is the lack of physical significance of the envelope. A model which has a more physically solid basis is the filtered, modulated white noise process. This process is obtained by passing a deterministic modulated Gaussian white noise signal through a filter with prescribed
transfer function. This model visualizes the earthquake process as a white noise source which is deterministically modulated, and then filtered by a transmission path. The envelope in this case is associated with the source mechanism, and the filter characteristics are determined in part by source properties as well as the transmission path. As in the case of a modulated stationary process, the parameters available are the modulating function and the frequency characteristics of the filter.

The artificial records produced by this model exhibit a slight frequency shift with time due to transient behavior of the filter, but it is unlikely that this is related to the actual phenomenon observed in strong-motion records, that is, a shift from higher frequencies to lower frequencies toward the end of the record. However, it is believed that the filtered modulated white noise process remains the best compromise between physical authenticity and computational or mathematical convenience.

Mathematically, the filter modulated white noise process can be defined as follows. Consider the excitation, \( \bar{q}(t) \), defined as

\[
\bar{q}(t) = M_{n_1}(x_{\theta}(t)) ,
\]

where \( x_{\theta}(t) \) is the solution of the following equation

\[
L_{n_2}(x_{\theta}(t)) = \theta(t)n(t) ,
\]

where \( \theta(t) \) is a deterministic modulating time function, \( n(t) \) is a zero mean Gaussian white noise excitation with constant power spectral density \( S_0 \), and \( M_{n_1} \) and \( L_{n_2} \) are \( n_1 \) and \( n_2 \) order linear operators with \( n_1 < n_2 \).
The particular model for the earthquake ground motion acceleration, $\ddot{q}(t)$, to be used in this application, is defined as

$$\ddot{q}(t) = -2\xi_g \omega_g \dot{x}_g - \omega_g^2 x_g , \quad (5.8)$$

where

$$\ddot{x}_g + 2\xi_g \omega_g \dot{x}_g + \omega_g^2 x_g = \theta(t)n(t) , \quad (5.9)$$

and $\xi_g, \omega_g$ are model parameters reflecting the local conditions. A boxcar type envelope function, $\theta(t)$, of duration $T_0$, is employed, where

$$\theta(t) = \begin{cases} 1 & \text{if } t \in [0, T_0] \\ 0 & \text{otherwise} \end{cases} \quad (5.10)$$

Note that this is a special case of the model described by the equations (5.6) and (5.7), corresponding to $n_1 = 1, n_2 = 2$ and

$$M_{n_1}(x_g) = -2\xi_g \omega_g \dot{x}_g - \omega_g^2 x_g \quad (5.11)$$

$$L_{n_2}(x_g) = \ddot{x}_g + 2\xi_g \omega_g \dot{x}_g + \omega_g^2 x_g . \quad (5.12)$$

This model corresponds in frequency content to the Kanai-Tajimi model [39,40], which is frequently used in earthquake engineering. Physically, the Kanai-Tajimi model may be interpreted as corresponding to an ideal white noise excitation at bedrock level filtered through the overlying soil deposit, which is modeled as a second-order linear filter. Within this context, the Kanai-Tajimi parameters are interpreted as the soil overburden effective damping coefficient $\xi_g$ and natural frequency $\omega_g$. Although of a very simple form, this model is capable of defining the basic features of earthquake ground motion, such as duration, strength and frequency content.
5.4 Formulation of the Covariance Equation

In this section, the general formulation of the covariance equation, described in Chapter 4, is specialized for the particular problem under consideration.

Using the particular model for the earthquake ground motion acceleration $\ddot{q}(t)$, described in the previous section, the equation of motion of the combined primary-secondary system becomes

$$M\ddot{d} + C\dot{d} + Kd = -M1\ddot{q}(t)$$  \hspace{1cm} (5.13)

$$\ddot{q}(t) = -2\xi_g \omega_g \dot{x}_g - \omega_g^2 x_g ,$$  \hspace{1cm} (5.14)

where $x_g(t)$ is the solution of the equation

$$\ddot{x}_g + 2\xi_g \omega_g \dot{x}_g + \omega_g^2 x_g = \theta(t)n(t) ,$$  \hspace{1cm} (5.15)

and all other terms are as previously defined.

The first-order state space equation corresponding to equations (5.13) through (5.15) takes the form

$$\dot{s} = As + F ,$$  \hspace{1cm} (5.16)

where the system state vector, $s$, is

$$s = \begin{pmatrix} u_p \\ x_g \\ \dot{u}_p \\ \dot{x}_g \end{pmatrix} ,$$  \hspace{1cm} (5.17)

the system matrix, $A$, is given by

$$A = \begin{bmatrix} 0 & 0 & I & 0 \\ 0^T & 0 & 0^T & 1 \\ -M^{-1}K & \omega_g^2 & -M^{-1}C & 2\xi_g \omega_g \end{bmatrix} ,$$  \hspace{1cm} (5.18)
and the state space load vector, $F$, is
\[
F = \begin{bmatrix}
0 \\
0 \\
0 \\
\theta(t)n(t)
\end{bmatrix}.
\] (5.19)

As indicated in Chapter 4, the damping matrix and the stiffness matrix can be represented by
\[
C(b) = \bar{C} + \sum_{n=1}^{r} C_{n}b_{n},
\]
\[
K(b) = \bar{K} + \sum_{n=1}^{r} K_{n}b_{n},
\] (5.20) (5.21)

where $\bar{C}$, $\bar{K}$, $C_{n}$ and $K_{n}$ are deterministic matrices and $b_{n}$ are independent random variables with zero mean.

In addition to uncertainties in the material properties of the combined primary-secondary system, the randomness in the transmission path of the ground motion model is considered. To allow uncertainties in the path, the model parameters $\xi_{g}$ and $\omega_{g}$ are modeled as random variables and represented by
\[
\xi_{g} = \bar{\xi}_{g} + \xi_{g1}b_{r+1},
\]
\[
\omega_{g} = \bar{\omega}_{g} + \omega_{g1}b_{r+2},
\] (5.22) (5.23)

where $\bar{\xi}_{g}$ and $\bar{\omega}_{g}$ denote the expected value of the filter damping coefficient and filter natural frequency, respectively, $\xi_{g1}$ and $\omega_{g1}$ are deterministic coefficients, and $b_{r+1}$ and $b_{r+2}$ are random variables with zero mean and unit variance.

The differential equation for the evolution of the nonstationary covariance matrix with time, may be defined as in Chapter 4, and takes the form
\[
\dot{Q}_{ss}(b, t) = A(b)Q_{ss}(b, t) + Q_{ss}(b, t)A^{T}(b) + 4\pi S_{0}\theta^{2}(t) \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix}^{T} + 4\pi S_{0}\bar{Q}_{ss}(b, t)A^{T}(b),
\] (5.24)
where

$A(b)$ is the random system matrix,

$Q_{ss}(b, t)$ is the random state space covariance matrix, and

$b$ is the vector of random variables, with components $b_i$, $i = 1, \ldots, r + 2$.

It follows from equations (5.20) through (5.23) that the system matrix may now be expressed as:

$$A(b) = \bar{A} + \sum_{n=1}^{r+2} A_n b_n + A_{r+3} b_{r+1} b_{r+2} + A_{r+4} b_{r+2}^2,$$  \hspace{1cm} (5.25)

where $\bar{A}$ and $A_n$, $n = 1, \ldots, r + 4$ are deterministic matrices.

Using equation (5.25) in the Liapunov equation (equation (5.24)), gives

$$\dot{Q}_{ss}(b, t) = \bar{A} Q_{ss}(b, t) + Q_{ss}(b, t) \bar{A}^T$$

$$+ \sum_{n=1}^{r+2} \left\{ A_n Q_{ss}(b, t) + Q_{ss}(b, t) A_n^T \right\} b_n$$

$$+ \left\{ A_{r+3} Q_{ss}(b, t) + Q_{ss}(b, t) A_{r+3}^T \right\} b_{r+1} b_{r+2}$$

$$+ \left\{ A_{r+4} Q_{ss}(b, t) + Q_{ss}(b, t) A_{r+4}^T \right\} b_{r+2}^2$$

$$+ 4\pi S_0 \theta^2(t) \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}.$$

(5.26)

This last equation is a random first-order ordinary differential equation for the covariance matrix. As before, in order to solve this equation, let the covariance matrix $Q_{ss}(b, t)$ be expressed as

$$Q_{ss}(b, t) = \sum_{0 \leq |\ell| \leq N_P} Q_{ss\ell_1, \ldots, \ell_{r+2}}(t) \prod_{s=1}^{r+2} H_{b_s}^b(b_s),$$

(5.27)
where

\[ Q_{\ell_1 \ldots \ell_{r+2}}(t) \] is an unknown deterministic matrix of time, and the remaining terms are as previously defined.

Finally, the set of differential equations for the coefficients \[ Q_{\ell_1 \ldots \ell_{r+2}}(t) \] can be derived as in Chapter 4, and takes the form

\[
\dot{Q}_{\ell_1 \ldots \ell_{r+2}}(t) = \bar{A} Q_{\ell_1 \ldots \ell_{r+2}}(t) + Q_{\ell_1 \ldots \ell_{r+2}}(t) \bar{A}^T \\
+ \sum_{n=1}^{r+2} \left\{ A_n \left[ a_{\ell_n-1} Q_{\ell_1 \ldots \ell_{n-1} \ldots \ell_{r+2}}(t) + a_{\ell_n} Q_{\ell_1 \ldots \ell_n \ldots \ell_{r+2}}(t) \right] \\
+ a_{\ell_n+1} Q_{\ell_1 \ldots \ell_{n+1} \ldots \ell_{r+2}}(t) + a_{\ell_n} Q_{\ell_1 \ldots \ell_n+1 \ldots \ell_{r+2}}(t) \right\} A_n^T \}
\]

(5.28)

\[
+ A_{r+3} Q_{r+1,r+2}(t) + Q_{r+1,r+2}(t) A_{r+3}^T + A_{r+4} Q_{r+2}(t) + Q_{r+2}(t) A_{r+4}^T \\
+ 4\pi S_0 \theta^2(t) \begin{cases} \\ 0 \\
0 \\
0 \\
1 \\ \end{cases} \prod_{s=1}^{r+2} \delta_{\ell_s,0},
\]
where

\[ Q_{r+1,r+2}(t) = a_{\ell_{r+1}-1}^{b_{r+1}} a_{\ell_{r+2}-1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}-1, \ell_{r+2}-1}(t) \]

\[ + a_{\ell_{r+1}}^{b_{r+1}} a_{\ell_{r+2}}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}-1, \ell_{r+2}-1}(t) + a_{\ell_{r+1}}^{b_{r+1}} a_{\ell_{r+2}+1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}-1, \ell_{r+2}+1}(t) \]

\[ + a_{\ell_{r+1}}^{b_{r+1}} a_{\ell_{r+2}}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}, \ell_{r+2}-1}(t) + a_{\ell_{r+1}}^{b_{r+1}} a_{\ell_{r+2}+1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}, \ell_{r+2}}(t) \]

\[ + a_{\ell_{r+1}}^{b_{r+1}} a_{\ell_{r+2}+2}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}+1, \ell_{r+2}+1}(t) + a_{\ell_{r+1}+1}^{b_{r+1}} a_{\ell_{r+2}+1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}+1, \ell_{r+2}+1}(t) \]

\[ + a_{\ell_{r+1}+1}^{b_{r+1}} a_{\ell_{r+2}+2}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}+1, \ell_{r+2}+1}(t) + a_{\ell_{r+1}+1}^{b_{r+1}} a_{\ell_{r+2}+2}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+1}+1, \ell_{r+2}+1}(t) \; , \]

(5.29)

\[ Q_{r+2}(t) = a_{\ell_{r+2}-2}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+2}-2}(t) + a_{\ell_{r+2}-1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+2}-1}(t) \]

\[ + a_{\ell_{r+2}}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+2}}(t) + a_{\ell_{r+2}+1}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+2}+1}(t) \]

\[ + a_{\ell_{r+2}+2}^{b_{r+2}} Q_{ss1 \ldots \ell_{r+2}+2}(t) \; , \]

(5.30)

and all other terms are as previously defined.

5.5 Description of the Example Problem

In Section 5.2, the physical system chosen for study was described. In what follows, the nominal properties of the primary-secondary system as well as the mean value properties of the filter parameters are presented.

The mass parameter \( m \) and stiffness parameters \( k \) of the primary system, previously defined, are chosen in such a way that the nominal natural frequencies of the primary system are as given in Table 5.1. It is noted that the fundamental
period of the system is 0.5 sec. A Rayleigh damping is considered with a 5% of critical damping in the first two modes.

<table>
<thead>
<tr>
<th>mode</th>
<th>frequencies (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>5.1</td>
</tr>
<tr>
<td>3</td>
<td>8.3</td>
</tr>
<tr>
<td>4</td>
<td>10.1</td>
</tr>
<tr>
<td>5</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Table 5.1 Natural frequencies of the primary system.

As noted previously, the secondary system is idealized as a single-degree of freedom oscillator, which is attached to the \( k \)-th d.o.f. of the primary system. In this particular example, the point of attachment is at the top of the primary system. The secondary system is assumed to have 2% of critical damping.

Due to their composite nature, primary-secondary systems possess some dynamics characteristics which significantly affect their response [41,42,43]. Among these are: (1) Tuning – which is the coincidence of the natural frequency of the secondary system with one or more natural frequencies of the primary system; and (2) Interaction – which is the feedback between the motions of the secondary system and the primary structure and results from the coupled nature of their equations of motion. Tuning gives rise to closely spaced modes in the composite primary-secondary system, and interaction reduces the response of the secondary system, particularly when the system is tuned and the ratio of secondary system to primary structure masses is sufficiently large.
In order to consider the effect of tuning on the response variability of the secondary system, four different ratios between the natural frequency of the secondary system \( \omega_s \) and the fundamental frequency of the primary system \( \omega_1 \) are chosen. These are: \( \omega_s/\omega_1 = 0.5, 0.75, 1.25, \) and \( 1.5 \). The cases \( \omega_s/\omega_1 = 0.75 \) and \( 1.25 \) correspond to a nearly tuned condition for the secondary system. The effect of interaction on the response variability of the secondary system is taken into account by considering two different secondary system-to-floor mass ratio values \( \gamma \). The selected values are \( \gamma = 0.01 \) and \( \gamma = 0.1 \).

The filter parameters of the ground motion model are selected to be \( \omega_g = 4.0 \) Hz and \( \xi_g = 0.3 \) to represent a narrow banded excitation with high-frequency content, and \( \omega_g = 1.0 \) Hz and \( \xi_g = 0.3 \) to represent a narrow banded excitation with low-frequency content.

This completes the specification of the mean value properties of the system under consideration. The description of the uncertainties in the primary-secondary system, as well as in the filter parameters, is now discussed in detail.

In order to compare the relative importance of uncertainties in the system parameters on the response variability of the secondary system, three types of uncertainty are considered: uncertain ground motion parameters, \( \xi_g \) and \( \omega_g \); uncertain primary system interstory shear stiffness and damping; and uncertain secondary system support stiffness and damping ratio. In each type of uncertainty, only one parameter is treated as being random at a time. Furthermore, possible correlation between two different parameters is not taken into account. The representation of the uncertainties in the system parameters, under these assumptions, is presented in appendix A.
The probability density function for the system parameters is assumed to be of ultraspherical type, with a coefficient of variation of 40% for the damping coefficients, 30% for the stiffnesses, and 15% for the filter natural frequency \( \omega_p \). These degrees of variability of the system parameters have been used elsewhere, and they are believed to be adequate to model the uncertainty of such parameters [44,45,46]. Figure 5.2 shows ultraspherical probability density functions with coefficients of variation of 15%, 30% and 40%.

As stated previously, the objective of this chapter is to investigate the influence of uncertainties in the system parameters and applied loads on the response variability of the secondary system. The response quantities to be considered in this example are the absolute acceleration of the secondary system and its displacement relative to the primary system. Then, the response processes are given by

\[
\ddot{u}_s\text{ absolute} = \frac{1}{m_s} \left\{ \left( \ddot{u}_5 - \dot{u}_s \right) c_s + (u_5 - u_s) k_s \right\},
\]

\[
u_s\text{ relative} = u_s - u_5,
\]

where

- \( m_s \) is the mass of the secondary system,
- \( c_s \) is the damping coefficient of the secondary system,
- \( k_s \) is the stiffness of the secondary system support,
- \( u_5 \) is the displacement relative to the base of the fifth degree-of-freedom of the primary system, and
- \( u_s \) is the displacement of the secondary system relative to the base of the primary system.
Recall that, for a given set of deterministic system parameters, the response process described by equations (5.31) and (5.32) is a Gaussian process with zero mean. Due to the uncertainties in the system parameters, the standard deviation of this process is itself random, and it is completely defined by the components of the random covariance matrix $Q_{ss}(b,t)$.

The effects of the statistical uncertainties in the system parameters on the response processes, previously defined, are presented in the following section.

5.6 Results of the Example Problem

Figures 5.3 through 5.6 show the influence of uncertainties in the filter parameters on the absolute acceleration response of the secondary system for the case of an excitation with high-frequency content ($\omega_0 = 4.0$ Hz). The duration of the excitation is equal to $T_0 = 15T_1$, where $T_1$ is the fundamental period of the primary system. For each of these plots, the transient R.M.S. value of absolute acceleration of the secondary system is normalized by the stationary standard deviation response of the nominal system.

As these plots show, there is very little influence of the uncertainties in the filter parameters on the acceleration response of the secondary system. It is also noted that the effect of interaction is negligible. That is, the effect of the uncertainties in the filter parameters is nearly the same for both mass ratios. Thus, the uncertainties in the filter parameters has little influence on the response variability of the secondary system.

The influence of uncertainties in the primary system parameters are shown in Figures 5.7 through 5.10. Small influence is observed on the variability of the
absolute acceleration response by the uncertainty in the damping coefficient. At the same time, it is noted that the effect of interaction is almost negligible.

On the contrary, the uncertainty in the shear stiffness shows an important influence on the acceleration response variability of the secondary system. For the case $\omega_s/\omega_1 = 1.25$ (Figure 5.8a) the mean plus one standard deviation value of the stationary solutions is more than twice the nominal stationary solution. Thus, the uncertainty of this parameter is of the same order of importance as the uncertainty in the input excitation. It is also noted that the effect of the uncertainty in the shear stiffness is strongly dependent of the mass ratio. The interaction effect reduces the response variability of the secondary system in more than 50% for the cases $\omega_s/\omega_1 = 0.75$ and $\omega_s/\omega_1 = 1.25$ (nearly tuned cases). For the other two cases, the feedback effect is less significant.

From these results, it is clear that uncertainty in the shear stiffness is much more significant than uncertainty in the damping parameter, even though the coefficient of variation of the stiffness (30%) is smaller than that of the damping (40%). This is due to the strong influence of tuning on the secondary response, particularly for small mass ratios, and the likelihood of such tuning when the stiffness is uncertain.

Finally, Figures 5.11 through 5.14 show the influence of uncertainties in the secondary system parameters on the absolute acceleration response process. Once again, it is clear that the uncertainty in stiffness is more significant than the uncertainty in damping. For all cases, the mean plus one standard deviation value of the stationary solution is less than 20% larger than the nominal stationary solution, when the damping coefficient is uncertain. The effect of uncertainty in this parameter is nearly the same for both mass ratios.
The uncertainty in stiffness has significant influence on the response process of the secondary system. For the case $\omega_s/\omega_1 = 0.75$ (Figure 5.11b), the mean plus one standard deviation value of the stationary solution is more than twice the nominal stationary solution. Therefore, uncertainty in the stiffness parameter is again of the same order of importance as uncertainty in the stochastic input. It is also noted that the feedback effect on the response variability of the secondary system is quite significant. For example, the response variability is reduced in more than 45% for the cases $\omega_s/\omega_1 = 0.75$ and $\omega_s/\omega_1 = 1.25$ (nearly tuned cases).

The effects of the statistical uncertainties in the system parameters on the relative displacement response of the secondary system are qualitatively similar to those reported for the absolute acceleration response. That is, the high sensitivity of the response to uncertainty in the stiffness of the primary and secondary system, and the relatively low sensitivity of the response to uncertainty in the filter parameters.

For the case of the excitation with low-frequency content ($\omega_o = 1.0$ Hz), similar results are obtained concerning the sensitivity of the response process of the secondary system when the primary and secondary system parameters were kept uncertain. However, the uncertainty in the filter natural frequency is more significant than in the case of the excitation with high-frequency content. This is reasonable, since the natural frequency of the filter is closer to the fundamental frequency of the primary system. To illustrate this result, Figure 5.15 shows the influence of uncertainties in the filter parameter on the absolute acceleration response of the secondary system for the case $\omega_s/\omega_1 = 0.75$. It is noted that the mean plus one standard deviation value of the stationary solution is about 40% higher than the nominal one, when the filter natural frequency is uncertain. Small influence is observed on the response variability by the uncertainty in the damping coefficient.
It is also noted that the effect of uncertainties in the filter parameters is nearly uniform for both mass ratios.

In summary, this analysis has shown that uncertainty in the stiffness parameters of the primary-secondary system may have equal or greater influence on the response variability of the secondary system than uncertainty in the input. As previously pointed out, the stiffness parameters determine the fundamental frequencies of the two systems which strongly influence the system response due to the effect of tuning. Also, uncertainty in the filter natural frequency may have some influence on the response variability of the secondary system, in particular, when the nominal ground motion model is nearly tuned with the primary system.

Finally, it is noted that the following orders of approximation in the probability space are used throughout this example. A fourth order approximation is used when the stiffness of the primary and secondary system are uncertain, and a second order approximation is used for the rest of the uncertainties. The influence of higher order approximation is found to have negligible influence on the response.

5.7 Application of the Results to Reliability Analysis

In the study of the response of dynamical systems to random excitation, a classical problem is to determine the probability that the value of some response variable will remain below a given threshold throughout a specified time interval. The probability distribution of the time required for the variable to first exceed the threshold is referred to as the first passage probability distribution. Knowledge of this distribution is of great practical importance in many engineering problems. Since first passage probabilities are often associated with failure probabilities, it is appropriate to use the term "safe" or "unsafe" to refer to the domain where the
random process is respectively below or above the threshold. The first passage problem consists of determining the probability distribution of the time when the trajectory of the response first leaves the safe region and enters the unsafe region.

Let $W(T)$ be the probability that the magnitude of the relative displacement of the secondary system $u_{\text{relative}}$ does not exceed a level $\eta$ throughout the interval $[0,T]$. Hence,

$$W(T) = Pr\left[ |u_{\text{relative}}(t)|_{\text{max}} < \eta ; 0 \leq t \leq T \right], \tag{5.33}$$

where $Pr[\cdot]$ denotes the probability that the bracketed expression is true. $W(T)$ is called the reliability function and is related to the first passage probability density through

$$P(T) = -\frac{dW}{dT}, \tag{5.34}$$

where $P(T)dT$ is the probability that the first passage occurs on the interval $[T,T+dT]$.

Although the first passage problem for a linear oscillator may be precisely formulated [47], no closed-form solution for this problem has yet been presented. In the absence of an exact analytical solution, numerous approximate solutions have been proposed [48,49,50,51]. For the purpose of this example, the reliability function is evaluated using the analytical approach of Mason and Iwan [51]. It has been observed that the results of this method show generally good agreement with simulation results.

In this approach, the reliability function for the nonstationary response is given by

$$W(T) = \exp \left( -\int_0^T \alpha(t) \, dt \right), \tag{5.35}$$
where $\alpha(t)$ is the limiting decay rate of the first crossing density or the average crossing rate. The approximation of this parameter is given by

$$
\alpha(t) = \frac{-2 \nu(\eta, t) \ln(P^*(t))}{\left[1 + \frac{q_{11}^2(t)}{\sigma_\eta^2(t)}\right] \left[1 - \nu(\eta, t)/\nu(0, t)\right]},
$$

(5.36)

where $\nu(\eta, t)$ is the expected frequency of up-crossing of a level $\eta$ and defined by

$$
\nu(\eta, t) = \frac{\sqrt{\text{det} Q}}{2\pi q_{11}} \left[\exp\left(-\frac{\phi_{11}\eta^2}{2}\right) - \eta \phi_{12} \sqrt{\frac{\pi}{2\phi_{22}}} \exp\left(-\frac{\eta^2}{2q_{11}}\right) \text{erfc}\left(\frac{\eta \phi_{12}}{\sqrt{2\phi_{22}}}\right)\right],
$$

(5.37)

for which $\text{erfc}(\cdot)$ is the complementary error function,

$$
\Phi = [\phi_{ij}(t)] = Q^{-1}(t) = [q_{ij}(t)]^{-1},
$$

(5.38)

and $Q(t)$ is the covariance matrix of the joint probability density of $u_\text{r, relative}$ and $u_\text{r, relative}$ at time $t$,

$$
\nu(0, t) \text{ is the expected frequency of zero crossings with positive slope and defined by}
$$

$$
\nu(0, t) = \frac{\sqrt{\text{det} Q}}{2\pi q_{11}},
$$

(5.39)

$P^*(t)$ is a function of time and defined by

$$
P^*(t) = \frac{1}{\text{erfc}\left(\frac{\eta}{\sqrt{2q_{11}}}\right)} \left\{\frac{1}{2} \left[1 - \frac{\eta \sqrt{2/q_{11}}}{\sqrt{\pi(1 - c^2)}}\right] \left[\text{erf}(y_1) - \text{erf}(y_2)\right]
\right.
$$

$$
+ \frac{c}{\pi \sqrt{1 - c^2}} \left(e^{-y_2^2} - e^{-y_1^2}\right) + \text{erfc}(y_1) \right\}
$$

(5.40)
for which \( \text{erf}(\cdot) \) is the error function,

\[
c = \exp \left( \frac{-\pi \xi}{\sqrt{1 - \xi^2}} \right),
\]

\[
y_1 = \frac{1}{c} \left( \frac{\eta}{\sqrt{2q_{11}}} + \frac{1}{2} \sqrt{\pi(1 - c^2)} \right),
\]

\[
y_2 = \max \left[ \frac{\eta}{\sqrt{2q_{11}}}, \frac{1}{c} \left( \frac{\eta}{\sqrt{2q_{11}}} - \frac{1}{2} \sqrt{\pi(1 - c^2)} \right) \right],
\]

where \( \xi \) is the fraction of critical damping of the secondary system, and

\( \sigma_{s}^2(t) \) is the stationary response variance of the secondary system associated with the instantaneous value of the excitation.

Note that the solution of the covariance matrix equation (equation 5.26) allows one to arrive at the response statistics necessary to compute the reliability function of the secondary system (equation 5.35). Also note that the randomness of the covariance matrix, due to the uncertainties in the system parameters, implies the randomness of the reliability function.

As it was shown in the previous section, the response of the secondary system is highly sensitive to uncertainties in the stiffness parameters of the system, particularly when the secondary system is nearly tuned and the mass ratio is small. The effects of the statistical uncertainties in the stiffness parameters on the reliability of the secondary system are shown in Figures 5.16 and 5.17.

These figures depict the probability of exceedancy \( P_E(T) \) versus time for the most sensitive cases presented in the previous section, that is, the system with uncertainty in the stiffness parameter of the primary system with \( \omega_s/\omega_1 = 1.25 \), and the system with uncertainty in the stiffness parameter of the secondary system with \( \omega_s/\omega_1 = 0.75 \). In these cases, the probability of exceedance is computed using
the mean plus one standard deviation value for the components of the covariance matrix. The time is normalized by the natural period of the secondary system and the duration of the excitation approaches infinity. Two threshold levels \( \eta \) are considered: \( \eta = \sigma_n \) and \( \eta = 2\sigma_n \), where \( \sigma_n \) is the stationary standard deviation of the nominal system. Finally, note that \( P_E(T) \) is defined in terms of the reliability function as

\[
P_E(T) = 1 - W(T). \tag{5.44}
\]

From these results, it is clear that uncertainty in the stiffness parameter has very significant influence on the reliability of the secondary system. The nominal case may considerably underestimate the probability of exceedance. The higher the threshold level, the more significant is the effect of stiffness uncertainty.

Finally, it is interesting to note that it is normally assumed that uncertainties in the parameters of a structural system, such as stiffness, have negligible effects on the response of the system to stochastic input. However, as it has been shown in this example, uncertainty in the stiffness parameters of a primary-secondary system, may have a strong influence on the reliability of the system. Therefore, these uncertainties should be properly accounted for in the reliability analysis of such systems.
Figure 5.1: Finite element model for the primary system.
Figure 5.2: Ultraspherical probability density functions with coefficients of variation (c.v.) of 15%, 30% and 40%.
Figure 5.3: Effect of the uncertainties in the filter parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the frequency is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 0.50, \gamma = 0.01$. (b) $\omega_s/\omega_1 = 0.75, \gamma = 0.01$. 
Figure 5.4: Effect of the uncertainties in the filter parameters on the response variability of the secondary system. Nominal filter parameters: \( \omega_g = 4.0 \) Hz, \( \xi_g = 0.3 \). (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the frequency is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) \( \omega_s/\omega_1 = 1.25, \gamma = 0.01 \). (b) \( \omega_s/\omega_1 = 1.50, \gamma = 0.01 \).
Figure 5.5: Effect of the uncertainties in the filter parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the frequency is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 0.50, \gamma = 0.1$. (b) $\omega_s/\omega_1 = 0.75, \gamma = 0.1$. 

NORMALIZED DURATION OF THE EXCITATION $t/T_1$
Figure 5.6: Effect of the uncertainties in the filter parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the frequency is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 1.25, \gamma = 0.1$. (b) $\omega_s/\omega_1 = 1.50, \gamma = 0.1$. 
Figure 5.7: Effect of the uncertainties in the primary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 0.50, \gamma = 0.01$. (b) $\omega_s/\omega_1 = 0.75, \gamma = 0.01$. 
Figure 5.8: Effect of the uncertainties in the primary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 1.25, \gamma = 0.01$. (b) $\omega_s/\omega_1 = 1.50, \gamma = 0.01$. 
Figure 5.9: Effect of the uncertainties in the primary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 0.50, \gamma = 0.1$. (b) $\omega_s/\omega_1 = 0.75, \gamma = 0.1$. 
Figure 5.10: Effect of the uncertainties in the primary system parameters on the response variability of the secondary system. Nominal filter parameters: \( \omega_g = 4.0 \text{ Hz}, \xi_g = 0.3 \). (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) \( \omega_s/\omega_1 = 1.25, \gamma = 0.1 \). (b) \( \omega_s/\omega_1 = 1.50, \gamma = 0.1 \).
Figure 5.11: Effect of the uncertainties in the secondary system parameters on the response variability of the secondary system. Nominal filter parameters: \( \omega_g = 4.0 \) Hz, \( \xi_g = 0.3 \). (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) \( \omega_s/\omega_1 = 0.50, \gamma = 0.01 \). (b) \( \omega_s/\omega_1 = 0.75, \gamma = 0.01 \).
Figure 5.12: Effect of the uncertainties in the secondary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0 \text{ Hz}, \xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 1.25, \gamma = 0.01$. (b) $\omega_s/\omega_1 = 1.50, \gamma = 0.01$. 
Figure 5.13: Effect of the uncertainties in the secondary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 0.50, \gamma = 0.1$. (b) $\omega_s/\omega_1 = 0.75, \gamma = 0.1$. 
Figure 5.14: Effect of the uncertainties in the secondary system parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the stiffness is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_s/\omega_1 = 1.25, \gamma = 0.1$. (b) $\omega_s/\omega_1 = 1.50, \gamma = 0.1$. 
Figure 5.15: Effect of the uncertainties in the filter parameters on the response variability of the secondary system. Nominal filter parameters: $\omega_g = 1.0$ Hz, $\xi_g = 0.3$. (1) Normalized nominal solution. (2) Normalized mean plus one standard deviation value of the solution when the frequency is uncertain. (3) Normalized mean plus one standard deviation value of the solution when the damping is uncertain. (a) $\omega_\delta/\omega_1 = 0.75, \gamma = 0.01$. (b) $\omega_\delta/\omega_1 = 0.75, \gamma = 0.1$. 
Figure 5.16: Probability of exceeding the threshold level $\eta$ versus time for the relative displacement of the secondary system. Nominal filter parameters: $\omega_\eta = 4.0$ Hz, $\xi_\eta = 0.3$. (1) Probability of exceedance for the nominal system. (2) Probability of exceedance for the system with uncertainty in the stiffness parameter of the primary system.
Figure 5.17: Probability of exceeding the threshold level $\eta$ versus time for the relative displacement of the secondary system. Nominal filter parameters: $\omega_g = 4.0$ Hz, $\xi_g = 0.3$. (1) Probability of exceedance for the nominal system. (2) Probability of exceedance for the system with uncertainty in the stiffness parameter of the secondary system.
Chapter 6

Summary and Conclusions

This thesis presents a new method for the dynamic analysis of linear structural systems with parameter uncertainties. The motivation of this investigation together with a brief description of existing analysis approaches are presented in Chapter 1.

In Chapter 2, the problem is specified and a general form of the governing partial differential equation with random coefficients is given. This is followed by the characterization for random fields which is used to represent the spatial variation of the material properties of the system and the spatial variation of the external loads. The strong form of the problem and its variational counterpart are then presented. The variational formulation of the problem is solved using Galerkin’s method together with the finite element method for the spatial discretization. Random shape functions are introduced to approximate the solution in the spatial domain and in the probability space. A system of linear ordinary differential equations for the unknowns of the problem is then derived and integrated in time. Finally, the response variability is computed.

It is observed that the newly developed solution method represents an extension of the deterministic finite element method to problems involving parameter uncertainties. The application of this new method to the solution of one specific system of engineering interest is described in Chapter 3. The system chosen for study is
a one-dimensional continuum described by the wave equation in which the physical properties exhibit a one-dimensional spatial random variation. As a physical conceptualization of this equation, a base-excited shear beam whose rigidity varies randomly along its length is chosen for study. It is observed that the response variability of the absolute acceleration at the free end of the beam is relatively high.

Some engineering applications of these results are discussed in both an earthquake ground motion and a structural context. In an earthquake ground motion context, one might think of a shear beam as a column of soil excited by bedrock motions. Then, the surface motions are represented by the free end of the beam, and the uncertainty of such motions is represented by the response variability at the top of the beam. The computed surface motions from the soil column are used as a base excitation for a simple single-degree-of-freedom system, and the effects of the uncertainty of these surface motions on this simple system are discussed. It is observed that this uncertainty may cause significant changes in the dynamic characteristics of the simple system.

From a structural engineering point of view, one might consider the shear beam to be a shear structure, such a shear building. Then, the response uncertainty at the top of the beam represents the top floor response variability. The effects of this response variability on the response of a substructure located at the top of the building are discussed. The substructure, which may represent a piece of equipment or a secondary system, is idealized as a single-degree-of-freedom system. It is observed that the presence of uncertainties in the superstructure rigidity properties can markedly alter the substructure response characteristics.
The validation calculations presented in Chapter 3 show that the results from the new method agree well with those of Monte-Carlo simulation and numerical integration. It is observed that, for the test problems considered in these calculations, the new formulation is more economical than simulation. These validation calculations also show the inaccuracy of the perturbation method in dynamic problems, and the high nonlinearity of the response as a function of the uncertain system parameters.

The extension of the method described in Chapter 2 to cases where the excitation is random in time is developed in Chapter 4. The response uncertainty is now caused by the spatial randomness in material properties and external loads as well as the time history uncertainty of the forcing function. The forcing function is modeled as a modulated Gaussian white noise process. It follows that the response of the system given its properties is a Gaussian process which is characterized by its covariance matrix, but due to the uncertainties in spatial properties, this characterization is itself random, that is, the coefficients of the covariance matrix are random variables.

Two procedures to derive the random response covariance matrix are presented. In the first, the Liapunov equation for the response covariance matrix is derived directly from the system of linear ordinary differential equations for the unknowns defined in Chapter 2. Then, the Liapunov equation is integrated in time and the response statistics are computed. In the alternative procedure, a random first order differential equation for the evolution of the nonstationary covariance matrix with time is first derived. Next, a set of differential equations for the unknowns is obtained, and this set is integrated in time to find the response variability and statistics. One of the advantages of this alternative formulation is that the second
moment characterization of the Gaussian response process is completely defined by the components of the random covariance matrix defined herein, and does not require the solution of a multiple integral in the probability space, unlike the first procedure.

Chapter 5 describes the application of the solution method described in Chapter 4 to the random response of primary-secondary systems. A simple five degree-of-freedom model representing a shear building is chosen as the primary system while a single-degree-of-freedom oscillator is used to model the secondary system. The combined primary-secondary system is subjected to a random base excitation. Some stochastic models of ground motions are discussed and the particular model for the random base excitation used in this application is presented.

Later in Chapter 5, the general formulation of the covariance equation, described in Chapter 4, is specialized for the particular problem under consideration. This is followed by the description of the nominal properties of the system, and by the description of the uncertainties in the primary-secondary system as well as the uncertainties in the parameters of the ground motion model.

In the last part of Chapter 5, the effects of statistical uncertainties in the system parameters on the absolute acceleration response of the secondary system and on its displacement relative to the primary system are presented. It is found that uncertainty in the stiffness parameters of the primary-secondary system may have equal or greater influence on the response variability of the secondary system than uncertainty in the stochastic input. Finally, the application of these results to reliability analysis is presented. The reliability function of the secondary system is evaluated using the analytical approach given by Mason and Iwan, and the effects of statistical uncertainties in the system parameters on this reliability function are
discussed. It is found that the uncertainty in the stiffness parameters of the primary-secondary system has very significant influence on the reliability of the secondary system.

In conclusion, the newly developed method is seen to be a powerful tool for obtaining the random response of a linear continuous or discrete system in which the system parameters are permitted to have spatially random properties, and the external loads are permitted to have time history uncertainties as well as spatially random properties. It has been shown to perform well on two application problems. Although the numerical solution of problems involving parameter uncertainties is quite computationally intensive when compared with deterministic analysis, this method could handle complex engineering problems using present supercomputers. This capability is expected to grow rapidly in the coming years given the current rate of progress in supercomputing power.

Finally, the following paragraphs suggest some possible applications and extensions of the present work.

It is noted that the new formulation could be easily extended to consider partial differential equations of order higher than two. This class of equations allows the modeling of many structures of interest in mechanical and civil engineering. Among these are structures modeled with beam elements, plate elements, and shell elements. Therefore, the new method could be extended to the area of structural finite elements. This extension would allow random response solutions for a broad range of complex engineering problems.

As mentioned in Chapter 2, the response variability of structural quantities other than displacements and accelerations could also be computed. For example,
stresses, strains, and member forces could be computed. These quantities are obviously useful in assessing the structural response. Modifications in the formulation of the new method to permit randomness in the mass of the system, and randomness in boundary and initial conditions could also be considered. These would permit consideration of a wide variety of problems.

Additional areas of possible applications of the present work are those of sensitivity of structural performance to parameter variations, design optimization, and reliability analysis. Finally, an area for further work involves the extension of the method to systems exhibiting nonlinear behavior.
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Appendix A

Representation of the Uncertainties in the Primary-Secondary System Example Problem

As it was stated in Section 5.5, three types of uncertainty are considered to compare the relative importance of uncertainties in the system parameters on the response variability of the secondary system. These are: uncertain filter parameters, uncertain primary system parameters and uncertain secondary system parameters.

The representation of the uncertainties in the filter parameters is given directly by equations (5.22) and (5.23).

The uncertain parameters of the primary system are the interstory shear stiffness and damping. The uncertainty in the interstory shear stiffness is defined by the uncertainty in the shear stiffness parameter \( k \). Defining this parameter in terms of a mean value plus a deviatoric component, it is easily shown that equation (5.21) becomes

\[
K(b) = \bar{K} + K_1 b_1,
\]  

(A.1)

where \( \bar{K} \) is the mean value of the stiffness matrix, and \( K_1 \) is the derivatoric component of the stiffness matrix due to the uncertainty in \( k \).

The uncertainty in the damping matrix of the primary system is characterized by the uncertainty in the parameters that reflect the participation of damping proportional to the stiffness matrix and damping proportional to the mass matrix.
(Rayleigh damping). Defining these parameters in terms of a mean value plus a deviatoric component, it can be shown that equation (5.20) becomes

\[ C(b) = \bar{C} + C_1 b_1 , \]  

(A.2)

where \( \bar{C} \) is the mean value of the damping matrix, and \( C_1 \) is the deviatoric component of the damping matrix due to the uncertainty in the parameters mentioned above.

Finally, the uncertain parameters of the secondary system are the support stiffness and damping ratio. The uncertainty in the support stiffness is defined by the uncertainty in the stiffness parameter of the secondary system \( k_2 \). As before, it can be shown that equation (5.21) becomes

\[ K(b) = \bar{K} + K_1 b_1 , \]  

(A.3)

where \( \bar{K} \) is the mean value of the stiffness matrix, and \( K_1 \) is the deviatoric component of the stiffness matrix due to the uncertainty in \( k_2 \). In the same manner, the uncertainty in the damping ratio is defined by the uncertainty in the damping coefficient of the secondary system \( c_2 \). Once again, equation (5.20) becomes

\[ C(b) = \bar{C} + C_1 b_1 , \]  

(A.4)

where \( \bar{C} \) is the mean value of the damping matrix, and \( C_1 \) is the deviatoric component of the damping matrix due to the uncertainty in \( c_2 \).
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