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ABSTRACT

The representation of rheological soil behavior by constitutive equations is a new branch of soil mechanics which has been expanding for 30 years. Based on continuum mechanics, numerical methods (finite elements) and experimental techniques, this new discipline allows practicing engineers to solve complex geotechnical problems. Although all soils are constituted of discrete mineral particles, forces and displacements within them are represented by continuous stresses and strains. Most stress-strain relationships, which describe the soil behavior, are derived from plasticity theory. Originated for metals, the conventional plasticity is presented and illustrated simultaneously with a metal and a soil model. Each plasticity concept may be criticized when applied to soil. A recent theory, called "bounding surface plasticity," generalizes the conventional plasticity and describes more accurately the cyclic responses of metals and clays. This new theory is first presented and linked with the conventional plasticity, then applied to a new material, sand. Step by step a new sand model is constructed, mainly from data analysis with an interactive computer code. In its present development, only monotonic loadings are investigated. In order to verify the model ability to describe sand responses, isotropic, drained and undrained tests on the dense Sacramento River sand are simulated numerically and compared with real test results and predictions with another model. Finally the new constitutive equation, which was formulated in the p-q space for
axisymmetric loadings, is generalized in the six-dimensional stress state with the assumption of isotropy and a particular Löde's angle contribution. This new model is ready to be used in finite element codes to represent a sand behavior.
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CHAPTER I
INTRODUCTION

Soil Mechanics is an old discipline in Arts and Sciences. From the earliest times, when people started to build, it was necessary to construct appropriate foundations. Designed with empirical, but nevertheless adequate techniques, some foundations still support their structures, after hundreds to thousands of years. The Egyptians knew how to make a wide horizontal plane almost perfect to start their pyramids, without the help of optical devices: they covered the foundation area with water and leveled off the emerging ground. The Romans constructed roads with pavement and a base composed of different types of aggregates. As in most sciences, the knowledge that Greeks and Romans accumulated was lost during the Middle Ages and recovered during the Renaissance. In Italy, successful wooden pile foundations were applied in the Lagoon of Venice; less successful were the foundations at Pisa, but still to our day adequate. In the eighteenth century, military engineers such as Coulomb (1736-1806) applied his friction theory to obtain the pressures acting on retaining walls. The major development of foundation techniques came later with the expansion of the railways owing much to famous contributors such as Rankine (1820-1872) and Winkler (1825-1898). Up to the beginning of the twentieth century, foundation engineering was not disassociated from structural engineering. Terzaghi (1883-1963) caused Soil Mechanics to gain its
independence and to be recognized as a particularly important discipline in Civil Engineering. Since that time, sub-disciplines have emerged in Soil Mechanics.

From about 1955, a new branch in soil mechanics has been steadily increasing: the constitutive modeling of soil behavior. By definition, it describes the soil behavior with constitutive equations using the framework of continuum mechanics. Relations between strain and stress are used eventually in finite element programs to solve engineering problems formulated as boundary-value problems. The soil is treated as an engineering material in the same way as steel, concrete or polymers.

The development of this new branch may be appreciated in Fig. 1.1a by the number of publications in two soils mechanics journals: a British Journal, "Geotechnique," and an American one, "the Geotechnical Engineering Division Journal of the American Society of Civil Engineers." These two journals of steady popularity for many years in soil mechanics capture the increasing interest in this new field. However, they greatly underestimate the total production of papers since the recent creation of specialized magazines such as the "International Journal for Numerical and Analytical Methods in Geomechanics," "Mechanics of Materials," "Numerical Journal for Geomechanics," etc.

The different peaks observed in Fig. 1.1a correspond to significant events of the new branch history. Prior to 1940, the soil behavior was represented by elasticity theory. The plasticity theory, initiated in
Fig. 1.1. Number of papers on soil properties and soil constitutive equations published in two journals of steady popularity in soil mechanics: a British journal, "Geotechnique," and an American one, "The Geotechnical Engineering Division Journal of the American Society of Civil Engineers,

a) accumulated publications of both journals
b) separate publications of each journal.
1868 by Tresca and Saint Venant was only applied to metal. Later, about 1945, soil plasticity at its beginning was strictly derived from metal plasticity. But soil, compared to metal, has a different rheological behavior, which depends mainly on mean pressure and density. The first soil models derived from metal plasticity could not describe the difference and were not successful in soil mechanics. In 1955, Drucker, Gibson and Henkel [1.11] compensated for this deficiency and proposed the first original soil model which disassociated soil from metal plasticity. In 1956 an important series of experimental data on clays was produced by Parry [1.19] in Great Britain. A few years later, this abundant collection of tests, drained and undrained at different confining pressures, were interpreted by Roscoe, Schofield and Wroth [1.24]. These researchers introduced the concept of "critical state" into the plasticity theory to create a clay model, satisfactory over a wide range of tests and overconsolidation ratios.

In the 1950's, the soil models were only considered as a unifying approach to explain the soil response during various laboratory tests and for different initial density. In particular Roscoe, Schofield, and Wroth [1.24] correlated normally and overconsolidated clay behaviors during drained and undrained tests. However, the soil models could not be used to solve practical engineering problems. If these problems were formulated as boundary value problems, the nonlinear stress-strain relationships were leading to nonlinear partial differential equations, which could not be solved with the existing techniques, i.e., with
analytical or graphical methods. About 1965, the development of computer facilities and numerical methods was a turning point in soil modeling. Most practical and complex geotechnical problems, which had been approached until then with empirical methods, could be solved as boundary value problems with the help of accurate and rigorous numerical techniques. Finite element and finite difference methods offered the solution to nonlinear partial differential equations with complex boundary conditions and geometries. Simple soil models started to be used in finite element codes, mostly derived from nonlinear elasticity or metal-plasticity. They attempted to describe the nonlinear and nonreversible soil behavior as simply as possible with a minimum number of parameters. Simultaneously, with the theoretical development of soil models, the testing technique evolved. The standard triaxial test became more refined. Although originated in 1956 by Kjellman [1.14], the true triaxial tests were applied to cubical soil samples in order to investigate the influence of the intermediate principal stress (e.g., Ko and Scott [1.15]). In 1975, soil modeling was reanimated, mainly due to the growth of offshore oil production technology. The main challenge in this area is to describe inelastic cyclic soil behavior occurring around foundations or piles during periodic wave or earthquake loading. The soil models are founded not only on plasticity theory, but also on different constitutive theories such as rate-type equations. Their formulation becomes very theoretical and involves more and more material constants. The testing techniques also become more sophisticated. For illustration, in order to define the strain field within a sand sample,
X-ray pictures are taken to measure the displacement of lead shots located within the sample. The testing effort is now oriented towards the effect of rotation of principal stresses either with the hollow cylinder apparatus (e.g. Symes et al. [1.27]) or with triaxial apparatus (e.g. Arthur et al. [1.3]).

Recently, as a response to this increase in the number of models and to demands from industry, international conferences have taken place all over the world: Montreal (1980), Delft (1981), Zurich (1982), Grenoble (1982), and Tucson (1983) are examples. In these forums of material modeling, so many different and contradictory opinions have been formulated concerning the reliability and capability of existing models that an attempt at a unifying approach becomes necessary.

As a supplement to Fig. 1.1a, Fig. 1.1b illustrates the difference of activity between Europe and the United States. The British publications are steadily increasing while the American ones follow the rule of the free market: demand and supply.

Although the soil models are too numerous to be described in detail, the basic theories, on which they are founded, are more limited in quantity. To our knowledge, eight main divisions may be distinguished in the representation of the rate-independent behavior of soil.
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- Elasticity
- Plasticity (single yield surface)
- Plasticity (multiple yield surfaces)
- Plasticity (bounding surface)
- Endochronic
- Rate-type
- Nonlinear incremental
- Empirical model

Theories such as the above have been applied to all kinds of materials. In this respect, soil has become an engineering material such as steel or concrete.

For each class of theory, a few examples are given in Table 1.1. No attempt at an exhaustive presentation has been made; only models believed to be mostly significant are present. From this table different information may be extracted:

- Age of the model
- Type of soil it is best qualified to describe, e.g., normally consolidated clays, sand, etc.
- Number of material constants which need to be specified by experiment to fully characterize the soil behavior. In the same way that isotropic linear elasticity needs two constants, E Young's modulus and \( \nu \) Poisson's ratio, all models require similar constants different for every material. The number of constants is a sign of complexity, not only regarding the
<table>
<thead>
<tr>
<th>General Framework</th>
<th>Authors</th>
<th>Date of Publication</th>
<th>Material Type</th>
<th>Number of Parameters</th>
<th>Comments</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasticity</td>
<td>Schofield &amp; Wroth</td>
<td>1968</td>
<td>Normally and overconsolidated clay</td>
<td>3</td>
<td>One of the first models for clay. Large elastic domains for overconsolidated clay.</td>
<td>26</td>
</tr>
<tr>
<td>Single Yield Surface</td>
<td>Roscoe &amp; Burland</td>
<td>1968</td>
<td>Normally and overconsolidated clay, isotropic</td>
<td>4</td>
<td>Similar to Schofield &amp; Wroth model but different shape for yield surface.</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>DiMaggio &amp; Sandler</td>
<td>1971</td>
<td>Sands</td>
<td>9</td>
<td>Applied for high confining pressure (nuclear blast).</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Baldi</td>
<td>1977</td>
<td>Sands</td>
<td>14</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Lade</td>
<td>1975</td>
<td>Sands</td>
<td>2</td>
<td>2 models for medium range pressure. First model with three-dimensional failure surface.</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>1977</td>
<td></td>
<td></td>
<td>or</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Pender</td>
<td>1978</td>
<td>Normally and overconsolidated clay, $c_0$ consolidated</td>
<td>4</td>
<td>Attempt to describe the overconsolidated clay behavior.</td>
<td>20</td>
</tr>
<tr>
<td>Plasticity Multiple Yield Surfaces</td>
<td>Mroz</td>
<td>1974</td>
<td>Clay - $c_0$ overconsolidated</td>
<td>7</td>
<td>2 models, infinite number of yield surfaces (INS), or only 2 surfaces.</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Prevost</td>
<td>1978</td>
<td>Clay - $c_0$ overconsolidated</td>
<td>2</td>
<td>2 models with nested yield surfaces, cylinders or ellipsoids.</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Sand</td>
<td>1978</td>
<td>Sand</td>
<td></td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Bounding Surface (B.S.) Plasticity</td>
<td>Demmler &amp; Herrmann</td>
<td>1970</td>
<td>Normally and overconsolidated clay</td>
<td>8</td>
<td>Adaptation of Roscoe &amp; Burland into B.S. framework.</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Abreu</td>
<td>1982</td>
<td>Sands</td>
<td>13</td>
<td>Simple B.S. model for sand.</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Bardet</td>
<td>1983</td>
<td>Sands</td>
<td></td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Endochronic Theory</td>
<td>Valanis &amp; Sand</td>
<td>1982</td>
<td>Sands</td>
<td>7</td>
<td>Application of sand to sand of new intrinsic time measure (critical state).</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Buell</td>
<td>1976</td>
<td>Clays</td>
<td>11</td>
<td>Several models with adapted endochronic theory.</td>
<td>24, 25</td>
</tr>
<tr>
<td></td>
<td>Wu-Wang</td>
<td>1980</td>
<td>Sands</td>
<td></td>
<td></td>
<td>29, 30</td>
</tr>
<tr>
<td>Rate Type</td>
<td>Davis &amp; Melvener</td>
<td>1978</td>
<td>Clays</td>
<td>13</td>
<td>Another application of new intrinsic time measure.</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Gutcho &amp; Edyvane</td>
<td>1979</td>
<td>Sands</td>
<td></td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>Non-linear Incremental</td>
<td>Darve</td>
<td>1982</td>
<td>Sands &amp; clays</td>
<td>14</td>
<td>Different from all other theories. Model is based on combination of triaxial paths to simulate the material memory. All the theoretical framework has been initiated for soils, but it is applied to present concrete.</td>
<td>8</td>
</tr>
</tbody>
</table>
theoretical notions, but also in the experimental processes required to establish the constants for a particular theory or model.
CHAPTER II

THE MATERIAL SOIL AS A CONTINUUM

2.1 APPLICATION OF CONTINUUM MECHANICS TO ASSEMBLY OF DISCRETE PARTICLES

All soils (sands, silts, or clays) consist of an assemblage of many individual particles with air and/or liquid filling the void between particles. A sand is composed of approximately rotund particles with sharp or rounded corners and size varying from 0.06 to 2 millimeters as usually defined. Silts have particle sizes ranging from 0.06 to 0.002 millimeters. A variety of minerals such as quartz and feldspars may be found in both materials. The interaction relation between grains is frictional. Clays consist of small plates with size from 0.002 to $10^{-6}$ millimeters held together by short-range interaction forces. Clay minerals, kaolinite, illite, montmorillonite, etc., are different from those in sands and silts. A better description of soils constitution may be found in most soil mechanics textbooks, e.g., Lambe and Whitman [2.10]. According to their size, the grains of sands and silts may be observed with the naked eye or a magnifying lens; clay particles can only be examined with a powerful microscope or electron microscope. Since their physical constitution is more easily observable, our attention is drawn particularly to the coarser granular media.
When external loadings, composed of prescribed displacement and/or forces, are applied to a granular mass as shown in Fig. 2.1a, redistribution of forces and displacement occurs inside the material volume. Looking closely in the neighborhood of a given particle, neighbor particles form contacts as shown in Fig. 2.1b. Each contact action, which is distributed over a small area of a grain, may be represented by a resultant force and a torque, located at the contact position. In most microscopic studies, this torque is neglected according to the small size of contact area. The positions of contact forces change during application of loading; eventually the contacts may be deleted, or relocated. Each grain, which is generally represented by a rigid body, has a displacement which is characterized by the translation and the rotation of the centroid. The global mass deformation results from relative particle motions, slippage of contacts and reorganization of local structure, i.e., from microscopic changes in forces and displacements.

Although it corresponds to reality, this description of the physics of a granular material cannot be applied to solve engineering problems practically for various reasons: It is impossible to define exactly the geometry of each grain, corner, edge, etc., for the volume of material considered in a geotechnical problem. But even for well-defined grain geometry such as a regular assembly of uniform spheres, the number of unknowns constitutes a barrier to any analysis. For illustration purposes, a cubic meter contains approximately $2 \times 10^9$ to $3 \times 10^9$ spheres of
Fig. 2.1. Transition from an assembly of discrete particles to a continuous medium.

(a) Volume of granular material subjected along its boundary to prescribed forces and/or displacements.
(b) Normal and tangential forces acting on grain contacts at a microscopic level.
(c) Translation and rotation of each grain at a microscopic level.
(d) Approximation of the discrete system of contact forces in (b) by a continuous distribution of traction vector.
(e) Representation of displacement of each grain in (c) by a continuous displacement field.
1 mm in radius, depending on whether they are organized in uniform simple cubic or closed hexagonal packing (after Deresiewicz [2.8]). Since each sphere and each contact (force-position) possesses 6 degrees of freedom, the total number of unknown quantities may reach $4.10^{10}$ which is still a prohibitive number for all present analyses, theoretical, experimental or numerical.

An alternative way to solve the problem of Fig. 2.1a is to assume that the discrete distribution of forces and displacement in the granular mass may be represented by continuous quantities. The displacement of particles in the neighborhood of a particle, at initial position $\tilde{x}$ in a reference frame, is smoothed by a continuous displacement field denoted $\tilde{u}(\tilde{x},t)$ depending on initial position $\tilde{x}$ and time $t$ (Fig. 2.1e). In a similar way, the contact forces are averaged by a continuous distribution of stress vectors, sometimes called traction vectors (Fig. 2.1d). Each vector depends only on the position at time $t$ of a particle initially at position $\bar{x}$, and on the unit vector $\mathbf{n}$ to some unit area surface on which it is acting. The stress vector is denoted $\tilde{t}$ (astilde). It is assumed to depend only on the direction of the contact surface where it acts, not on its curvature.

These assumptions of continuity for the displacements and acting forces within a granular mass raise a few interesting questions which seem to be regaining favor recently in material modeling. These hypotheses may be examined with three different approaches; experimental techniques is one of them. In such an approach, discrete quantities
such as the displacement of individual particles and forces at the
contacts can be measured on some simpler physical material model. Exam-
pies are assemblies of optically sensitive disks. Forces at contacts
are obtained from photoelasticity effects; displacements are found by
comparison of photographs made at various stages of the experiment.
This method was used by Dantu [2.6], De Josselin de Jong and Verruijt
[2.7], and Van der Kogel [2.18]. In a recent experiment, Luong [2.11]
used infrared thermography to detect localization of energy dissipation
by friction in real sand samples.

Complementing the experimental approach on simplified material
Cundall and Strack [2.3] and Scott and Craig [2.16] propose to use com-
puters to simulate two-dimensional material behavior. Numerical and
real experiments on idealized material consisting of two-dimensional
assembly of disks were compared by Cundall et al. [2.5].

The third approach involved general theoretical work, starting from
microscopic behavior to obtain macroscopic response. Such attempts have
given some useful results in terms of physics of material behavior such
as the stress-dilatancy theory, which was originally formulated in 1962
by Rowe [2.15] and mathematically founded in 1965 by Horne [2.9] for
spheres. The stress-dilatancy theory was able to explain qualitatively
and quantitatively how sands dilate when subjected to shearing stresses.

In 1982, recent works, such as Nemat-Nasser [2.13,2.2] and Oda and
Kunishi [2.14], prove that the microscopic is regaining favor in
material modeling, and is especially justified in view of the increasing complexity of constitutive equations for soils.

All the above approaches, experimental, numerical or theoretical, give results on discrete quantities. Since they are founded on real physics of materials, their outcome, may be interpreted significantly in terms of continuous quantities. All transitions from discrete to continuous involve averaging processes, generally performed on some finite material volume. For illustration, Cundall et al. [2.5] defines the deformation gradient (which characterizes ultimately the strains), in an assembly of discrete disks, in the following way: First, the equivalent continuous displacement field, at any point \( \tilde{x} \) of the continuum, is defined either by the real displacement of a disk particle or by the imaginary continuous displacement which extrapolates the motion of particles surrounding the interstitial space; this choice depends on whether or not the point \( \tilde{x} \) lies on a disk.

The average displacement gradient tensor with Cartesian component \( \overline{u}_{i,j} \) may be defined as

\[
\overline{u}_{i,j} = \frac{1}{V} \int \frac{\partial u_i}{\partial x_j} \, dV \quad (i,j=1,2,3) \tag{2.1}
\]

where \( u_i \) is the \( i \)th component of the equivalent continuous displacement field, \( \frac{\partial u_i}{\partial x_j} \) is the gradient of continuous displacement field, and \( V \) is a
material volume selected large enough to yield significant continuous results.

It is not certain that all discrete quantities may be averaged without losing some significant physics of the material behavior. For instance, the averaging process for the deformation gradient may hide discontinuities in the displacement field, such as localized shear band. Such discontinuities, not always easy to characterize within a discrete system, make meaningless the transition from discrete to continuous. It will be interesting to establish criteria for such transitions; they could yield instructive data on how discontinuities emerge and stress-localization appears. In a continuum mechanics context, these results would be useful with bifurcation methods applied to boundary value problems.

However, disregarding the microscopic aspect of material behavior, the general attitude in soil modeling is more pragmatic. Generally urged by immediate concerns, practicing engineers do not question the validity of the continuity assumption to represent soil behavior. This short-term attitude is quite justified by the combined power of continuum mechanics and of numerical techniques coupled with computers. The material behavior described in terms of mathematical constitutive equations is compatible with numerical methods such as finite elements. Most engineering problems with complex geometries and sophisticated materials become solvable as boundary value problems.
Once the continuity assumption has been selected to describe a soil, all continuum mechanics results may be applied. The first step is to define the kinematics of the material, i.e., the motion within it in terms of displacement, velocity and acceleration and the kinetics acting, i.e., the forces developed compatible with the motion.

2.2 DESCRIPTION OF KINEMATICS

Only the necessary concepts for this presentation are defined. A more general description of the kinematics in a continuum may be found in various textbooks on continuum mechanics (e.g., Malvern [2.12], Truesdell and Toupin [2.17]).

In a conventional way, for simplicity, only small displacements are considered. The deformations are characterized by the infinitesimal symmetric strain tensor epsilon_{ij} with Cartesian components \( \varepsilon_{ij} \) such that

\[
\varepsilon_{ij} = \frac{1}{2} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right] \quad (i,j=1,2,3) \tag{2.2}
\]

where \( u_i(\text{tilde},t) \) are the Cartesian components of the displacement field at time \( t \) of a material point initially at position \( \text{tilde} \) and \( \frac{\partial u_i}{\partial x_j} \) are partial derivatives of the \( i^{th} \) displacement field coordinate with respect to the \( j^{th} \) position coordinate.

From this total strain, which describes a state of deformation within a material, an incremental quantity may be defined as Biot [2.1],
to represent changes about this state. Between time \( t \) and infinitely close time \( t + dt \) increments of strains are defined by substituting the incremental displacement field between time \( t \) and time \( t + dt \) in relation (2.2). Another approach, commonly used in solid mechanics, is to employ rate instead of increment. Within our presentation both descriptions are equivalent, since any increment (displacement or other) is a rate multiplied by an increment of time \( dt \). Increments are used here since we are only concerned with rate-independent material.

The principal values of the strain tensor are denoted \( \varepsilon_1, \varepsilon_2, \varepsilon_3 \).

For the special axisymmetric conditions, defined by:

\[
\varepsilon_{22} = \varepsilon_{33} = \varepsilon_2 = \varepsilon_3 ; \\
\varepsilon_{ij} = 0 \text{ when } i \neq j \quad (i, j = 1, 2, 3)
\]

(2.3a)

(2.3b)

two new coordinates are introduced \( \varepsilon_v \) and \( \varepsilon_q \); they are related to principal components in the following way:

\[
\varepsilon_v = \varepsilon_1 + 2\varepsilon_3 \quad (2.4a)

\varepsilon_q = \frac{2}{3} (\varepsilon_1 - \varepsilon_3) \quad (2.4b)
\]

These last definitions have been commonly used in soil mechanics for axisymmetric states since the early soil models were developed in 1960. As a common convention in soil mechanics, all compressive strains are
taken positive, and tensile strains negative, i.e., they have the opposite sign to the usual solid mechanics convention.

2.3 DESCRIPTION OF KINETICS

The forces inside a material are represented by the Cauchy stress tensor \( \sigma_{ij} \) with Cartesian coordinates at position \( \mathbf{x} \) and time \( t \). The increment of stress between time \( t \) and \( t+\Delta t \) is described by the incremental stress tensor \( d\sigma_{ij} \).

The principal values of the stress tensor are denoted \( \sigma_1, \sigma_2, \sigma_3 \). For axisymmetric loading, i.e.,

\[
\sigma_{22} = \sigma_{33} = \sigma_2 = \sigma_3
\]

\[
\sigma_{ij} = 0, \text{ when } i \neq j \quad (i,j=1,2,3)
\]

only two stress components are necessary: \( p \) and \( q \) defined as:

\[
p = \frac{1}{3} (\sigma_1 + 2\sigma_3)
\]

\[
q = \sigma_1 - \sigma_3
\]

As for strains, all compressive stresses are positive, tensile stresses negative. Now, the coefficient \( \frac{2}{3} \) entering the definition of \( q \) in relation (2.4b) may be justified; it was selected in order to conserve a simple form for the incremental work \( dW \) defined as
\[ dW = \sigma_{ij} d\varepsilon_{ij} \quad \text{(sum on } i,j=1,2,3) \quad (2.7a) \]

By calculation, using the axisymmetric condition specified in relations (2.5) and (2.3)

\[ dW = pd\varepsilon_v + qd\varepsilon_q \quad (2.7b) \]

It should be kept in mind that this representation of stresses and strains with \( p, q, \varepsilon_v, \varepsilon_q \) is restricted to axisymmetric loading; its convenience in studying soil behavior in the standard triaxial apparatus justifies its use.
CHAPTER III

CLASSICAL PLASTICITY THEORY

The plasticity theory started in 1868 when Tresca presented two notes dealing with the flow of metals under great pressures to the French Academy. Saint-Venant (1797-1886), who had to prepare a report on that work as member of the Academy, became interested in this subject. He was the first to set up the fundamental equations of plasticity and to use them in practical problems. Around 1950, famous contributors like Hill [3.4] completed the mathematical structure of plasticity.

Originally concerned with yielding of metal, this theory was only applied to soil around 1960. Its fundamental basis lies in observations made from the simplest testing on material: the uniaxial test. All the physical observations, obtained for the simple unidimensional state, have been generalized to the combined state of stress (six-dimensional) in a tensorial form with the help of geometrical considerations.

3.1 FUNDAMENTAL PLASTICITY CONCEPTS FROM UNIAXIAL TESTS

A typical stress-strain curve obtained in a uniaxial test of most material (metal, soil, etc.) is shown in Fig. 3.1a. Only the axial component of stress and strain is recorded; both are assumed to be uniformly distributed in the sample. In the particular example of Fig. 3.1a, three cycles of loading-reloading are performed. In order to be
Fig. 3.1a. Typical stress-strain curve in uniaxial test performed on a real material.

Fig. 3.1b. Idealized global and incremental material responses for development of plasticity theory.
described with mathematical terms, this complex nonlinear and irreversible behavior must be approximated without losing significant features. Such a schematic material response is shown in Fig. 3.1b and may be described by the following remarks:

1. The response is reversible around the origin; it may be represented by an isotropic linearly elastic behavior to a first approximation.

2. A threshold for reversibility is reached when the stress exceeds a "yield shear" or elastic limit. Beyond this limit, denoted $\sigma^e$, irreversibility is characterized by permanent or unrecoverable deformation after a stress removal (Fig. 3.1b).

3. Following yielding, more apparent nonlinear effects manifest themselves: the stress-strain curve bends towards the strain axis.

4. During unloading and reloading, the response is almost parallel to the initial response about the origin (if the hysteretic phenomenon is ignored).

5. At the end of a reloading, the strain $\varepsilon$ is the sum of an unrecoverable strain $\varepsilon^p$ and a recoverable strain $\varepsilon^e$ (Fig. 3.1b):

$$\varepsilon = \varepsilon^e + \varepsilon^p$$  

(3.1)

6. The response during a reloading phase is reversible until the stress exceeds a new yield stress: the previous yielding stress has increased its value to the highest value taken by
the stress state during the loading history. The material looks harder than it was originally; this phenomenon is known as "strain hardening." This remark also applies for successive unloading-reloading processes.

7. The material exhibits some memory of its previous loading history. This remembrance ability may be captured by the yield stress value. Other variables called "internal variables," may be defined to characterize this memory. This terminology comes from irreversible thermodynamics. In order to fully characterize an irreversible thermodynamic state, the "observed" or "external" variables such as temperature and stress are insufficient; new variables, called "hidden" or "internal" must also be defined.

8. The material fails when the stress reaches a final failure stress. This failure stress, the limit of the possible stress for a material, differs from the yield stress which is the threshold for irreversible strain.

In a different system of coordinates, stress-plastic strain, (the reversible strain is removed from the total strain) the material response of Fig. 3.1b is shown in Fig. 3.1c.

At an incremental level, i.e., for an infinitesimal increment of stress, dσ, as shown in Fig. 3.1b, the above remarks also pertain.
The incremental strain $\delta e$, corresponding to a stress increment $\delta \sigma$, from a state $\sigma$, is equal to:

a) only the elastic strain increment $\delta e^E$, i.e.:

$$\delta e = \delta e^E, \quad \delta e^P = 0 \quad (3.2)$$

if the stress state $\sigma$ is less than the yield stress $\sigma^*$ or if the stress increment $\delta \sigma$ is negative.

b) the sum of elastic and plastic incremental strain respectively $\delta e^E$ and $\delta e^P$, i.e.:

$$\delta e = \delta e^E + \delta e^P \quad (3.3)$$

if the stress state $\sigma$ is equal to the yield stress $\sigma^*$ and the stress increment $\delta \sigma$ is positive.

In contrast to most materials, which strain-harden in uniaxial tests as indicated in Fig. 3.1a, soils, under some circumstances, present a more complex behavior, known as "strain-softening," represented in Fig. 3.1d. Obtained with strain-controlled testing devices, the stress is observed to decay as the strain exceeds some value. Although the stress $\sigma$ decreases, this behavior is different from unloading as shown in Fig. 3.1d. During unloading both strain and stress increments are negative, while during strain-softening these increments have opposite signs. These two different processes are distinguished by the sign $\frac{1}{s} \delta \sigma$, where $s$ is the slope of the stress-strain curve at stress $\sigma$. For unloading
$\frac{1}{S} d\sigma$ is negative, whereas for loading, with or without strain-softening, $\frac{1}{S} d\sigma$ is positive.

3.2 GENERALIZATION TO SIX-DIMENSIONAL STRESS SPACE

All fundamental concepts, introduced for the simple unidimensional state of stress and strain, need to be generalized for every possible combined state in the space of the symmetric Cauchy stress tensor and of the infinitesimal strain tensor. A conventional stress formulation has been preferred to a strain formulation (Naghdi and Trapp [3.7], Yoder [3.13]). All generalizations to the six-dimensional stress space are performed in Cartesian tensorial form, with the help of Euclidean geometrical considerations. Two particular simple models, one applied to metal, the other to soil, illustrate step-by-step the presentation of each new plasticity concept.

The stress state is represented by the Cauchy stress tensor $\sigma$, with six independent Cartesian components $\sigma_{ij}$, $(i,j = 1,2,3)$. The increment of stress is described by the incremental stress tensor $d\sigma$ with components $d\sigma_{ij}$ $(i,j = 1,2,3)$. The strains, corresponding to $\varepsilon = \varepsilon^e + \varepsilon^p$ in the unidimensional case, are represented by the following quantities:

- $\varepsilon$ (total) strain state with components $\varepsilon_{ij}$, $(1,j-1,2,3)$
- $\varepsilon^e$ elastic strain state with components $\varepsilon^e_{ij}$, $(1,j=1,2,3)$
$\varepsilon^p$ plastic strain state with components $\varepsilon^p_{ij}$, $(i,j=1,2,3)$

The increments of strains, total, elastic or plastic are denoted by:

$\varepsilon$ increment of total strain with components $\varepsilon_{ij}$, $(i,j=1,2,3)$

$\varepsilon^e$ increment of elastic strain with components $\varepsilon^e_{ij}$, $(i,j=1,2,3)$

$\varepsilon^p$ increment of plastic strain with components $\varepsilon^p_{ij}$, $(i,j=1,2,3)$

The description of total strain into elastic and plastic strain is still assumed to be valid in the six-dimensional strain space

$$\varepsilon = \varepsilon^e + \varepsilon^p$$

(3.4a)

or in terms of components

$$\varepsilon_{ij} = \varepsilon^e_{ij} + \varepsilon^p_{ij}, \quad (i,j=1,2,3)$$

(3.4b)

For increments, the same assumption holds:

$$d\varepsilon = d\varepsilon^e + d\varepsilon^p$$

(3.5a)

or

$$d\varepsilon_{ij} = d\varepsilon^e_{ij} + d\varepsilon^p_{ij}, \quad (i,j=1,2,3)$$

(3.5b)

The increment $d\varepsilon$ is fully characterized by its Euclidean norm and its direction. The norm, denoted $||d\varepsilon||$, is defined such that:
\[ ||dg|| = (4e_{11}^2 + 4e_{22}^2 + 4e_{33}^2 + 2de_{12}^2 + 2de_{23}^2 + 2de_{31}^2)^{1/2} \] (3.6a)

The factor 2 in front of the shear strain, \( de_{ij} \), where \( i \) is different from \( j \), takes into account the symmetry of the infinitesimal strain tensor \( dg \). This last definition may be contracted using Einstein's implied sum notation:

\[ ||dg|| = (de_{ij} \cdot de_{ij})^{1/2}, \quad (\text{sum on } i,j=1,2,3) \] (3.6b)

The implied sum convention is an attractive way to condense equations and is used frequently in the rest of this presentation. The direction of \( dg \) is defined by the unit vector \( m \) with the same direction and the following components:

\[ m_{ij} = \frac{de_{ij}}{||dg||}, \quad (i,j=1,2,3) \] (3.7)

The definitions (3.6) and (3.7) apply to any increments, in particular to plastic and elastic strain increments \( dg^p \) and \( dg^e \). To define \( dg \) resulting from an increment of stress \( dg \) at a state \( g \), \( dg^e \) and \( dg^p \) need to be determined. \( dg^e \) is found by using an elastic model, whereas to fully characterize \( dg^p \), three points remain to be examined: 1) existence, 2) direction and 3) amplitude. These aspects refer in turn to the yield criterion, the flow rule and the hardening rules, which are described as follows.
3.2.1 Existence of Unrecoverable Strain (Yield Criterion)

The yield point \( \sigma^p \) defined in the uniaxial test, is generalized into a hypersurface in the six-dimensional stress space, called the "Yield Surface" (the prefix "hyper" is usually omitted). By definition, the yield surface encloses a domain in stress space in which any infinitesimal stress change produces only recoverable strain. This surface is represented by a general equation:

\[
f(\xi, x) = 0
\]  

(3.8a)

or explicitly

\[
f(\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{12}, \sigma_{23}, \sigma_{31}, r_1, r_2, \ldots, r_n) = 0
\]  

(3.8b)

where \( \xi \) or \( r_1, r_2, \ldots, r_n \) refer to the parameters controlling the size, shape, etc., of the yield surface. Once the yield surface has been defined, the presence or absence of unrecoverable strain, at some stress state, is characterized by the "yield criterion".

Yield criterion:

a) \( f(\xi, x) < 0 \), the stress state \( \xi \) lies inside the yield surface; any increment of stress creates only incremental elastic strain \( d\xi^e \). i.e., \( d\xi^p = 0 \).

b) \( f(\xi, x) = 0 \), the stress state \( \xi \) lies on the yield surface. If \( d\xi \) is
oriented outwards (loading), irreversible strain results, i.e. \( \text{d}\mathbf{x}^p \neq 0 \); if \( \text{d}\mathbf{x} \) points inwards (unloading) or is tangent to the yield surface, only elastic strain develops, i.e. \( \text{d}\mathbf{x}^p = 0 \).

c) The case \( f(\mathbf{x}, \mathbf{x}) > 0 \) is impossible.

This impossibility is justified by invoking the following argument: if a state of stress \( \mathbf{q} \) is allowed to exist outside the yield surface, then for any increment of stress from this state \( \mathbf{q} \), irreversible deformation would occur. No unloading with reversible response would be possible, which is contradictory to the previous uniaxial concept defined from uniaxial tests shown in Fig. 3.1a. Therefore the yield surface must change its position, or deform in order to follow the stress state when plastic flow occurs, so that the stress state \( \mathbf{q} \) lies on or within the yield surface. This condition is known as the "consistency condition."

A more precise definition of loading and unloading entering the yield criterion may be given with the help of the unit vector normal and pointing outwards from the yield surface at \( \mathbf{q} \) (see Fig. 3.2). Denoted \( \mathbf{n} \), this unit vector has its components \( n_{ij} \) such that:

\[
\mathbf{n}_{ij} = \left[ \frac{\partial f}{\partial \sigma_k} \cdot \frac{\partial f}{\partial \sigma_l} \right] \cdot \frac{\partial f}{\partial \sigma_{ij}} \quad (i,j=1,2,3) \\
\left( \text{sum on } k,l=1,2,3 \right) \quad (3.9)
\]
Fig. 3.1c. Idealized material response after subtracting the elastic strain.

Fig. 3.1d. Typical stress-strain curve in uniaxial test on a strain-softening soil.

Fig. 3.2. Yield surface and plastic potential surface in stress space.
where \( \frac{\partial f}{\partial \sigma_{ij}} \) is the partial derivative of \( f(g, \xi) \) with respect to the stress component \( \sigma_{ij} \). After characterizing the scalar product between \( \mathbf{n} \) and \( dg \) in the following way:

\[
\mathbf{n} \cdot dg = n_{ij} \sigma_{ij} \quad (\text{sum on } i,j=1,2,3) \quad (3.10)
\]

the loading and unloading, which indicate if the stress increment points outwards or inwards to the yield surface, may be redefined in the following way:

\[
\begin{align*}
\text{loading} & \quad \mathbf{n} \cdot dg > 0 \\
\text{neutral loading} & \quad \mathbf{n} \cdot dg = 0 \\
\text{unloading} & \quad \mathbf{n} \cdot dg < 0 
\end{align*}
\quad (3.11a, b, c)
\]

**Example 1:**

The simplest elastic–plastic model, applied to metal, is certainly the von Mises' model. The yield surface is a cylinder in the principal stress space, the axis of which is parallel to the hydrostatic axis, as represented in Fig. 3.3. The equation of such a surface is obtained by stating that the distance to any point on this surface to its axis is equal to the radius denoted \( R \), i.e.
Fig. 3.3. von Mises' yield surface in principal stress space.

Fig. 3.4. Typical experimental response curves of a real material and predicted response curves by von Mises' model during two uniaxial tests (compression and tension).
\[(\sigma_{ij} - p\delta_{ij} - a_{ij})(\sigma_{ij} - p\delta_{ij} - a_{ij}) = R^2 \quad \text{(sum on } i,j=1,2,3) \quad (3.12)\]

where \(\delta_{ij}\) is the Kronecker symbol defined such as

\[\delta_{ij} = \begin{cases} 0 & \text{if } i \neq j, \ (i,j=1,2,3) \\ 1 & \text{if } i=j, \ (i,j=1,2,3) \end{cases} \quad (3.13)\]

and \(p\) is the mean pressure defined such that:

\[p = \frac{1}{3} (\sigma_{11} + \sigma_{22} + \sigma_{33}) \quad (3.14)\]

and \(a_{ij}\)'s are components of a point of the yield surface axis (see Fig. 3.3) such that

\[a_{11} + a_{22} + a_{33} = 0 \quad (3.15)\]

Introducing the deviatoric stress tensor \(\mathbf{\varepsilon}\) with Cartesian components \(s_{ij}\) such that

\[s_{ij} = \sigma_{ij} - p\delta_{ij} \quad (i,j=1,2,3) \quad (3.16)\]

equation (3.12) becomes

\[(s_{ij} - a_{ij})(s_{ij} - a_{ij}) = R^2 \quad \text{(sum on } i,j=1,2,3) \quad (3.17)\]

For convenience, equation (3.17) becomes
\[ \frac{3}{2} (s_{ij} - a_{ij})(s_{ij} - a_{ij}) - k^2 = 0 \quad \text{(sum on } i,j=1,2,3) \quad (3.18) \]

where \( k \) is defined such as

\[ k = \left[ \frac{3}{2} a_{11} \right]^{0.5} P \quad (3.19) \]

The values of \( a_{ij} \)'s and \( k \) may be calculated from the uniaxial loading, which was specified in (2.5). For this particular loading the deviatoric stress components are such that

\[ s_{11} = \frac{2}{3} q \quad (3.20a) \]

\[ s_{22} = s_{33} = -\frac{q}{3} \quad (3.20b) \]

\[ s_{ij} = 0, \quad i \neq j , \quad (i,j=1,2,3) \quad (3.20c) \]

For convenience, assume that the \( a_{ij} \)'s satisfy the following relations:

\[ a_{22} = a_{33} \quad (3.21a) \]

\[ a_{ij} = 0, \quad i \neq j , \quad (i,j=1,2,3) \quad (3.21b) \]

Using relations (3.15), (3.20), (3.21), relation (3.18) becomes:

\[ q = \frac{3}{2} a_{11} \pm k \quad (3.22) \]

If two different uniaxial tests, one in compression and another in tension, are available, two yield stresses may be chosen such as shown in Fig. 3.4. The yield stresses in the compressive and tensile tests
are respectively denoted \( q_0 \) and \( q_t \). Since \( q_0 \) and \( q_t \) satisfy relation (3.22) for different signs, \( a_{11} \) and \( k \) are such that

\[
a_{11} = \frac{q_0 + q_t}{3} \tag{3.23a}
\]

\[
k = \frac{q_0 - q_t}{2} \tag{3.23b}
\]

All other components \( a_{ij} \) are generated from (3.21) and (3.15). The unit vector \( \mathbf{n} \) to the yield surface may also be calculated. From relation (3.18) is obtained:

\[
\frac{\partial f}{\partial \sigma_{ij}} = 3(s_{ij} - a_{ij}) \quad (i,j=1,2,3) \tag{3.24}
\]

From (3.9), (3.18) and (3.24), it is concluded that

\[
n_{ij} = \left[ \frac{2\sqrt{3}}{3} \right] s_{ij} - a_{ij} \quad (i,j=1,2,3) \tag{3.25}
\]

The yield criterion, and specifically relations (3.11), may be simplified for the uniaxial test, such that

\[
n_{kl} \cdot d\sigma_{kl} = \left[ \frac{2\sqrt{3}}{3} \right] \frac{1}{k} \left[ q - \frac{3}{2} a_{11} \right] d\sigma_{11} \quad (\text{sum on } k,l=1,2,3) \tag{3.26}
\]

If \( q \) is greater than \( q_t \) and less than \( q_0 \), only elastic strain is possible for any stress increment. If \( q \) is equal to \( q_t \) or \( q_0 \), then plastic strain exists dependent on the sign of the terms in relation (3.26). If these terms are positive, there is plastic strain; if they are negative,
only elastic strain occurs.

Example 2:

Lade's first soil model [3.5] follows closely the concepts of metal plasticity, but also exhibits some characteristic features of soil behavior. This model is presented in parallel with von Mises' model.

The yield surface has for equation:

\[ f(q, \chi) = I^3 - \chi I_3 = 0 \]  \hspace{1cm} (3.27)

where \( \chi \) is the only parameter which controls the yield surface shape (i.e., \( \chi \) is equal to \( \sigma_1 \)) and \( I, I_3 \) are stress invariants defined in the following way.

\[ I = \sigma_{kk} = \sigma_{11} + \sigma_{22} + \sigma_{33} \quad \text{(sum on} \ k = 1, 2, 3) \]  \hspace{1cm} (3.28a)

\[ I_3 = \det |q| = \sigma_{11}^2 \sigma_{33} + 2 \sigma_{12}^2 \sigma_{33} \sigma_{31} - \left[ \sigma_{11} \sigma_{23}^2 + \sigma_{22} \sigma_{31}^2 + \sigma_{33} \sigma_{12}^2 \right] \]  \hspace{1cm} (3.28b)

Such a surface (Eq. 3.27) is a cone, centered on the hydrostatic axis, with its tip at the origin of stress as shown in Figs. 3.5. The elastic domain, bounded by this surface, depends on the mean pressure \( p \), i.e., on \( I \). Since the unit vector \( q \) is lengthy to work out, only the partial derivatives are given in the following relations:
Fig. 3.5. Failure surface and two successive positions of yield surface of Lade's model.

a) in deviatoric plane
b) in principal stress space
c) in plane $\sigma_2 = \sigma_3$
\[ \frac{\partial f}{\partial \sigma_{ij}} = 3I^2\delta_{ij} - \chi \frac{\partial I_3}{\partial \sigma_{ij}} \quad (i,j=1,2,3) \quad (3.29) \]

where all components \( \frac{\partial I_3}{\partial \sigma_{ij}} \) are generated, by permutation of indices, using the following relations:

\[ \frac{\partial I_3}{\partial \sigma_{11}} = \sigma_{22}\sigma_{33} - \sigma_{23}^2 \quad (3.30a) \]
\[ \frac{\partial I_3}{\partial \sigma_{12}} = \sigma_{23}\sigma_{31} - \sigma_{12}\sigma_{33} \quad (3.30b) \]

3.2.2 Direction of Plastic Flow: Flow Rule

Obviously defined uniquely in the case of any unidimensional state, the plastic flow direction must be characterized in a multidimensional stress space by a "flow rule." From experimental observations, contrary to what elasticity theory predicts (see Section 3.5.4), the plastic flow direction is related to the total stress state and is independent of the stress increment. Analogously to irrotational fluid flow, which is normal to the potential lines in fluid mechanics, for all the stress states and stress increments creating plastic strain (as specified by the yield criterion), the plastic flow direction is collinear to the gradient of a function, called the "plastic potential," and denoted \( g(\sigma, \delta) \) or explicitly \( g(\sigma_{11}, \sigma_{22}, \sigma_{33}, \sigma_{12}, \sigma_{23}, \sigma_{31}, s_1, \ldots, s_m) \). \( \delta \) with components \( s_k' \)'s, \( k \) varying from 1 to \( m \), represents the variables that describe the changes in the function \( g \) resulting from plastic flow.
The gradient direction is characterized by the unit vector normal to the plastic potential surface passing through the stress state, and pointing outwards from this surface. Denoted by \( \mathbf{m} \), the components \( m_{ij} \) of this vector are given by an expression similar to (3.9), where \( g \) is substituted for \( f \).

The incremental plastic strain \( d_{gP} \) is collinear to \( \mathbf{m} \) (Fig. 3.2), which is expressed in the following way:

\[
d_{gP} = ||d_{g}|| \mathbf{m} \tag{3.31a}
\]

\[
d_{ij}^{P} = ||d_{g}|| m_{ij}, \quad (i,j=1,2,3) \tag{3.31b}
\]

where \( ||d_{g}|| \), amplitude of \( d_{g} \), is a positive scalar.

For convenience, it is often assumed that the potential surface and yield surface are coincident. In this case the flow rule is said to be associative; if they are not coincident, it is termed nonassociative.

**Example 1: von Mises’ Model**

From observations on metal, an associative rule is selected. The unit vector \( \mathbf{m} \), which represents the plastic flow direction, is coincident with the unit vector \( \mathbf{n} \), which represents the normal to the yield surface.

The plastic volumetric strain \( d_{V}^{P} \) is given by the relation:
\[ ds^p_v = ds^p_{11} + ds^p_{22} + ds^p_{33} \quad (3.32) \]

Since the vector \( \mathbf{w} \) is given by (3.25) and since the deviatoric stresses also verify the relation (3.15), it can be shown that the plastic volumetric is zero so that von Mises' model predicts no plastic volumetric change.

**Example 2: Lade's Model**

Lade's model is nonassociative; the plastic potential surface is defined as follows:

\[ g(\sigma, \xi) = I^3 - K_2 I_3 - \xi = 0 \quad (3.33) \]

where the scalar \( \xi \) is defined so that the potential surface goes through the stress state and where \( K_2 \) is related to the yield surface (relation 3.7) by the following expression.

\[ K_2 = AX + 27(1-A) \quad (3.34) \]

in which \( A \) is a material constant.

In Fig. 3.6 the failure, yield and plastic potential surfaces have been compared in the \( p-q \) space (Section 2.3) for a special stress state and a particular sand (Monterey No. 0 sand).
Fig. 3.6. Failure, yield and plastic potential surface for Lade's model (dense Monterey No. 0 sand).
3.2.3 Amplitude of Plastic Flow, Hardening Rules

The amplitude of the plastic increment is the last point which needs to be specified; it is calculated from the motion of the yield surface by invoking the consistency condition. In order to follow the stress state during plastic flow, the yield surface must be able to alter its shape, position, etc. All these changes are accomplished by modifying the parameters $r_1, \ldots, r_m$ of Equation (3.8). All the parameters $r_k$ (e.g., radius and center position for von Mises' model) themselves depend upon some different, more fundamental, quantities; that is, the "internal" or hidden variables. If the evolution law (i.e., the relation between the parameters $r_k$ and the internal variables) is specified, then all changes in yield surface are described. The concept of internal variables, formulated recently for plasticity by Lubliner [3.6] is based on the idea of state variables in irreversible thermodynamics. Since the material exhibits an irreversible behavior, the state of a body is described at each material point not only by the values of "observed" or "external" variables (such as deformation or stress), but also by values of "hidden" or "internal" variables. These variables are usually taken to be scalars or components of a properly invariant second order tensor: the plastic strain tensor $\varepsilon^p$ is usually selected as the internal variable. The external variables are the stresses, since the plasticity theory is formulated in a stress space. For strain-plasticity (Naghdi and Trapp [3.7], Yoder [3.13]) the strains are selected. From the consistency condition, applied for the infinitesimal stress increments creating plastic strains, the following
relation must hold:

$$\frac{\partial f}{\partial \sigma_{k,l}} d\sigma_{k,l} + \frac{\partial f}{\partial \sigma^p_{k,l}} d\sigma^p_{k,l} = 0 \quad (\text{sum on } k,l = 1,2,3) \quad (3.35)$$

Substituting relation (3.31b) into (3.35) and using (3.9), the amplitude of the plastic strain is such that:

$$||d\sigma^p|| = \left[ \frac{\partial f}{\partial \sigma_{k,l}} \cdot \frac{\partial f}{\partial \sigma^p_{k,l}} \right]^{1/2} \left( \begin{array}{c} n_{ij} \cdot d\sigma_{ij} \\ \frac{\partial f}{\partial \sigma^p_{pq}} \cdot m_{pq} \end{array} \right) \quad (3.36)$$

(sum on i,j,k,l,p,q=1,2,3)

By definition, the plastic modulus, denoted H, is:

$$H = \left[ \frac{\partial f}{\partial \sigma_{k,l}} \cdot \frac{\partial f}{\partial \sigma^p_{k,l}} \right]^{1/2} \left( \begin{array}{c} \frac{\partial f}{\partial \sigma^p_{pq}} \cdot m_{pq} \end{array} \right) \quad (\text{sum on } k,l,p,q = 1,2,3) \quad (3.37)$$

With (3.31b), (3.36) and (3.37) the plastic strain increment becomes

$$d\sigma^p_{ij} = \frac{1}{H} m_{ij} (n_{rs} d\sigma_{rs}) \quad (i,j = 1,2,3) \quad (3.38)$$

(sum on r,s = 1,2,3)

The Macaulay's bracket, denoted < >, is defined
\[ \langle x \rangle = x^* H_e(x) \] (3.39)

where \( H_e \) is the Heaviside function. The relation (3.38) may be rewritten with a built-in yield criterion,

\[ d s_{ij}^p = m_{ij} \frac{1}{H} \langle n_{rs} \sigma_{rs} \rangle \] (i, j=1, 2, 3)
\[ (\text{sum on } r, s=1, 2, 3) \] (3.40)

During strain softening, \( H \) and the scalar product \( n^* d g \) are both negative. Strain-softening alters relation (3.40) in the following way:

\[ d s_{ij}^p = m_{ij} \frac{1}{H} \langle n_{rs} \sigma_{rs} \rangle \] (i, j=1, 2, 3)
\[ (\text{sum on } r, s=1, 2, 3) \] (3.41)

**Example 1:** von Mises' Model

Two different hardening rules are presented successively: isotropic and kinematic.

a) **Isotropic hardening (Fig. 3.7a)**

The yield surface expands radially about its fixed axis. By applying the consistency condition to the yield surface defined in (3.18), there results

\[ 3(s_{ij} - \alpha_{ij})d s_{ij} = 2k d k \] (sum on \( ij=1, 2, 3 \) ) (3.42)

As a result of a stress change, the radius \( k \) is altered such that
Fig. 3.7. Four successive positions of von Mises' yield surface in a deviatoric plane with different hardening rules, and the same loading path:

a) isotropic hardening
b) kinematic hardening
\[ \delta k = \frac{3}{2} \sum_{ij=1,2,3} (s_{ij} - a_{ij}) ds_{ij} \]  

(sum on ij=1,2,3)  \hspace{1cm} (3.43)

b) **Kinematic hardening (Fig. 3.7b)**

The yield surface is translated without changing its radius. The consistency condition implies that

\[ (s_{ij} - a_{ij}) ds_{ij} = (s_{kl} - a_{kl}) da_{kl} \]  

(sum on i,j,k,l=1,2,3)  \hspace{1cm} (3.44)

The unique relation (3.44) is not sufficient to define all six \( da_{ij} \)'s. The direction of the incremental center displacement \( da_{ij} \) is supposed to be collinear to the plastic strain increment, i.e., there exists a scalar \( \lambda \) such that

\[ da_{ij} = \lambda \varepsilon_{ij}^p \]  

(i,j=1,2,3)  \hspace{1cm} (3.45)

Using relation (3.44), \( \lambda \) is found such that

\[ \lambda = \frac{(s_{ij} - a_{ij}) ds_{ij}}{(s_{kl} - a_{kl}) ds_{kl}^p} \]  

(sum on i,j,k,l=1,2,3)  \hspace{1cm} (3.46)

Related to the hardening rule (isotropic or kinematic), the plastic modulus \( H \) depends on the evolution of \( k \) or \( a_{ij} \)'s w.r.t. to \( \varepsilon_{ij}^p \). The amplitude of the plastic strain increment from (3.6b), (3.25) and (3.38) satisfies the following relation:
\[ ||d\sigma^p|| = \frac{1}{H} 2 \frac{1}{k} (s_{ij} - a_{ij}) ds_{ij} \]  

(3.47)  

(sum on \( i,j=1,2,3 \))  

therefore, for isotropic hardening, the plastic modulus is such that  

\[ H = \left[ \frac{3}{2} \right]^{3/2} \frac{dk}{||d\sigma^p||} \]  

(3.48)  

Whereas for kinematic hardening, since  

\[ (s_{kk} - a_{kk}) ds_{kk} = \frac{1}{H} (s_{rs} - a_{rs}) ds_{rs} \]  

(sum on \( k,f,x,s=1,2,3 \))  

therefore the plastic modulus is expressed  

\[ H = \frac{d\sigma_{ij}}{d\varepsilon_{ij}^p} = \frac{||d\sigma||}{||d\varepsilon^p||} \]  

(3.50)  

A common alternate way, particularly for the von Mises' material, is to fix the plastic modulus \( H \) to be constant: the hardening is said to be linear. The motion is consequently specified for each hardening rule by relation (3.48) or (3.50).
Example 2: Lade's Model

Only one internal variable is selected to characterize the material memory: the plastic work, denoted $\mathbb{W}_p$, and defined by integration of an increment of plastic work $d\mathbb{W}_p$. $d\mathbb{W}_p$ is such that

$$d\mathbb{W}_p = \sigma_{ij} ds_{ij}^p \quad (s^{\alpha} = 0, j=1,2,3) \quad (3.51)$$

Lade found that the motion of the yield surface is related to the evolution of the internal variable $\mathbb{W}_p$ in the following way:

$$\dot{x} - f_t = \frac{\mathbb{W}_p}{a + d \mathbb{W}_p} \quad (3.52a)$$

where

$$d = \frac{1}{r_f} (K_1 - f_t) \quad (3.52b)$$

and

$$a = \frac{\sigma_3}{p_a} \quad (3.52c)$$

where $r_f$, $K_1$, $f_t$, $M$, $f$ are material constants, $p_a$ the atmospheric pressure (selected as a reference value) and $\sigma_3$ the minor effective principal stress.

As plastic work is dissipated, the yield surface expands about the hydrostatic axis. From (3.52a) the incremental change in yield surface
\( \chi \) and in internal variable \( \dot{W}_p \) are related as follows

\[
d\dot{W}_p = \frac{\dot{\alpha} \dot{\chi}}{\left[ 1 - \frac{\chi - \chi_t}{\kappa_1 - \chi_t} \right]^2} \tag{3.53}
\]

The plastic modulus is derived from relation (3.37). Since the following relations hold [from (3.51) and (3.52a)]

\[
\frac{\partial f}{\partial \dot{\varepsilon}_{ij}^p} = \frac{\partial \chi}{\partial \dot{W}_p} \sigma_{ij} \quad (i,j=1,2,3) \tag{3.54}
\]

the plastic modulus \( H \) is:

\[
H = -\frac{1}{a} \left[ 1 - \frac{\chi - \chi_t}{\kappa_1 - \chi_t} \right]^2 \varepsilon_{ij} \sigma_{ij} \left[ \frac{\partial f}{\partial \sigma_{kl}} \frac{\partial f}{\partial \sigma_{kl}} \right] \tag{3.55}
\]

(sum on \( i,j,k,l=1,2,3 \))

3.3 FORMULATION OF ELASTIC-PLASTIC RELATIONS FOR AXISYMMETRIC LOADING

The formulation of elastic-plastic constitutive equations has been performed in the most general combined state of stress, i.e., in the six-dimensional space of the Cauchy stress tensor. For some specific loadings, where only a few components of the stress tensor vary, the general tensorial formulation becomes redundant and must be simplified.

For instance, in soil mechanics, soil behaviors are mainly extracted from conventional triaxial tests. During these particular tests, only the axisymmetric stress states defined by relation (2.5) are
possible. Since the two-dimensional \( p-q \) space represents any
axisymmetric stress states, it may be selected as the new simplified
stress space to reformulate the elastic-plastic theories during
axisymmetric loading. Both the yield and potential surfaces, originally
hypersurfaces defined in a six-dimensional space, are projected in the
\( p-q \) space. The yield surface projection satisfies the following equa-
tions

\[
f^*(p,q,\xi) = f(\sigma_{11},\sigma_{33},0,0,0,\xi) = 0 \quad (3.56)
\]

The unit vector normal to this new yield surface has for component \( n_p, n_q \)
in the \( p-q \) space such that

\[
n_p = \frac{\partial f^*}{\partial p} \left[ \frac{\partial f^*}{\partial p} 2 + \frac{\partial f^*}{\partial q} 2 \right]^{-\frac{1}{2}}
\]

\[
n_q = \frac{\partial f^*}{\partial q} \left[ \frac{\partial f^*}{\partial p} 2 + \frac{\partial f^*}{\partial q} 2 \right]^{-\frac{1}{2}} \quad (3.57a)
\]

The terms \( \frac{\partial f^*}{\partial p} \) and \( \frac{\partial f^*}{\partial q} \), partial derivatives of the yield function
\( f^*(p,q,\xi) \) w.r.t. \( p \) and \( q \), are calculated by the chain rule from (3.56)
and (2.6) so that

\[
\frac{\partial f^*}{\partial p} = \frac{1}{3} \frac{\partial f}{\partial \sigma_{11}} + \frac{2}{3} \frac{\partial f}{\partial \sigma_{33}} \quad (3.58a)
\]
\[
\frac{\partial f^*}{\partial q} = \frac{\partial f}{\partial \sigma_{11}} - 2 \frac{\partial f}{\partial \sigma_{33}}
\]  

(3.58b)

Similar definitions apply to a new potential function \(g^*(p,q,q)\) and its normal unit vector with components \(m^*_p, m^*_q\) in the \(p-q\) space.

Corresponding to the new simplified stress space, a new strain space is selected with the following restriction: it must not only contain any strain predicted by the model, but also preserve the normality rule between stress and strain. For instance, the \(\varepsilon_v - \varepsilon_q\) space, defined in relations (2.4), is appropriate only for models which predict axisymmetric strains obeying relations (2.3). All other models predicting strains outside of the \(\varepsilon_v - \varepsilon_q\) space cannot be formulated in the \(p-q\) space. The normality rule between the new stress and strain is preserved by relation (2.7). The unit vector \((m^*_p, m^*_q)\) normal to the projected plastic potential in the \(p-q\) space is still collinear with the plastic strain increment \((d\varepsilon^*_v, d\varepsilon^*_q)\) in the \(\varepsilon_v - \varepsilon_q\) space. In summary, only for elastic-plastic models that predict axisymmetric strains during axisymmetric stress loadings, may the relations (3.41) be rewritten in the form:

\[
d\varepsilon^*_v = m^*_p \left\langle \frac{1}{H^*} (m^*_p d\varepsilon^*_v + m^*_q d\varepsilon^*_q) \right\rangle
\]  

(3.59a)

\[
d\varepsilon^*_q = m^*_q \left\langle \frac{1}{H^*} (m^*_p d\varepsilon^*_v + m^*_q d\varepsilon^*_q) \right\rangle
\]  

(3.59b)

where \(H^*\) is the plastic modulus for axisymmetric loading. \(H^*\) is different but related to \(H\) defined by relation (3.37). Following the same approach, which leads to the definition of the plastic modulus \(H\) in
(3.37), \( H_* \) is defined by the following relation:

\[
H_* = - \left[ \frac{\partial f_*}{\partial p} \frac{2}{\partial q} + \frac{\partial f_*}{\partial q} \frac{\partial f_*}{\partial p} \right] \left[ \frac{1}{\partial p} \frac{\partial f_*}{\partial q} + \frac{1}{\partial q} \frac{\partial f_*}{\partial p} \right] \tag{3.60}
\]

When no ambiguity exists, the superscript "*" is omitted to avoid an excess of notation.

3.4 ISOTROPIC ELASTIC PLASTIC CONSTITUTIVE EQUATIONS

In their most general expression, the yield and potential functions depend on the six independent coordinates of the symmetric Cauchy stress tensor. These six components are represented by three principal values denoted \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) in a principal stress frame. The three additional degrees of freedom define the rotation between the principal and the fixed frames.

Since a function with six variables is difficult to define, most constitutive laws include hypotheses to simplify the dependence of variables. As a common assumption, the rotation of principal stresses is neglected: the three variables, which describe the rotation of the principal stress frame w.r.t. to the fixed frame, may be disregarded. The model may then be formulated completely in the three dimensional principal stress space. Recently, experimental investigations on soils have been carried out to check this assumption. Using new laboratory equipment such as the hollow cylinder torsion apparatus (Symes et al. [3.10]) or the true triaxial apparatus with application of shear stress
along the boundaries (Arthur et al. [3.1]), the effect of principal stress rotation has not been found to be negligible. Eventually, when sufficient and reliable data are available, this phenomenon will be taken into account in soil models.

3.4.1 Isotropic Elastic-Plastic Models

A more drastic hypothesis to simplify the dependence of yield and potential functions upon stress components, is to assume that the material response is isotropic: not only the principal stress rotations are neglected but also the yield and potential functions are taken to depend only on the stress invariants, i.e., are symmetric functions of the principal stresses. (By definition, a symmetric function has its value unchanged by any permutation of its variables.) The stress invariants, which are commonly used in soil mechanics, are denoted I, J, and S and are defined here in the following way:

\[
I = \sigma_{kk} \quad \text{(sum on } k=1,2,3) \quad (3.61a)
\]

\[
J = (\frac{1}{2} s_{ij} s_{ij})^{\frac{3}{2}} \quad \text{(sum on } i,j=1,2,3) \quad (3.61b)
\]

\[
S = (\frac{1}{3} s_{ij} s_{jk} s_{ki})^{\frac{1}{3}} \quad \text{(sum on } i,j,k=1,2,3) \quad (3.61c)
\]

where the \( s_{ij} \)'s are components of the deviatoric stress tensor defined in relation (3.16).
Sometimes instead of using the third invariant $S$, a new quantity, called Lode's angle and denoted $\theta$, is preferred. This angle is defined

$$\theta = \frac{1}{3} \sin^{-1} \left[ \frac{3}{2} \frac{3^{\frac{3}{2}}}{S} \frac{J}{J} \right]$$  \hspace{1cm} (3.61d)

The invariants $I$ and $J$ have a representation in a principal stress frame (Fig. 3.8). If $O$, $M$, and $m$ represent successively the stress origin, the stress state and its projection on the hydrostatic axis, the following relations hold:

$$OM = I/3^{\frac{1}{2}}$$  \hspace{1cm} (3.62a)

$$mM = \frac{2}{3^{\frac{1}{2}}} J$$  \hspace{1cm} (3.62b)

Lode's angle, defined between $-\frac{\pi}{6}$ and $\frac{\pi}{6}$, is represented in Fig. 3.8b. Since all stress invariants are symmetric functions of the principal stress values $\sigma_1$, $\sigma_2$ and $\sigma_3$, there are six different stress states, obtained by permutation of $\sigma_1$, $\sigma_2$ and $\sigma_3$ with the same stress invariant values.

**Example**

Lode's model is an isotropic model; both yield and potential surfaces are expressed in terms of stress invariants. However, von Mises' model may be nonisotropic: when the yield surface is not centered on the hydrostatic axis, its equation (3.18) is not symmetric w.r.t. to the principal stress values.
Fig. 3.8. Representation of stress invariants:

(a) I, J in principal stress space
(b) Lode's angle $\theta$ in a deviatoric plane
Because of the simple dependence of yield and potential functions on only variables $I$, $J$, $S$ (or $\Theta$), the isotropic elastic-plastic constitutive relation presents an attractive formulation. The partial derivatives of yield and potential functions w.r.t. stress $\sigma_{ij}$ may be expressed as a function of their derivatives w.r.t. $I$, $J$ and $S$ (or $\Theta$) by using the chain rule, e.g., the partial derivatives of the yield function become

\[
\frac{\partial f}{\partial \sigma_{ij}} = \frac{\partial f}{\partial I} \frac{\partial I}{\partial \sigma_{ij}} + \frac{\partial f}{\partial J} \frac{\partial J}{\partial \sigma_{ij}} + \frac{\partial f}{\partial S} \frac{\partial S}{\partial \sigma_{ij}} \quad (i,j=1,2,3) \tag{3.63}
\]

(if $\Theta$ is used instead of $S$, the last term becomes $\frac{\partial f}{\partial \Theta} \frac{\partial \Theta}{\partial \sigma_{ij}}$)

where the following derivatives $\frac{\partial I}{\partial \sigma_{ij}}$, $\frac{\partial J}{\partial \sigma_{ij}}$, $\frac{\partial S}{\partial \sigma_{ij}}$ and $\frac{\partial \Theta}{\partial \sigma_{ij}}$ are calculated from relations (3.61) to yield the following values

\[
\frac{\partial I}{\partial \sigma_{ij}} = \delta_{ij} \quad (i,j=1,2,3) \tag{3.64a}
\]

\[
\frac{\partial J}{\partial \sigma_{ij}} = \frac{s_{ij}}{2J} \quad (i,j=1,2,3) \tag{3.64b}
\]

\[
\frac{\partial \Theta}{\partial \sigma_{ij}} = -\frac{1}{2J^2} \tan (3\theta) s_{ij} + \frac{3}{2J \cos (3\theta)} \left[ \frac{s_{ik}s_{kj}}{2} - \frac{2}{3} \delta_{ij} \right] \quad (i,j=1,2,3) \tag{3.64c}
\]

\[
\frac{\partial S}{\partial \sigma_{ij}} = \frac{1}{3} \left[ \frac{s_{ik}s_{kj}}{S^2} - \frac{2}{3} \left( \frac{2}{S} \right)^2 \delta_{ij} \right] \quad (i,j=1,2,3) \tag{3.64d}
\]
3.4.2 **Isotropic Models in the p-q Space**

The isotropic elastic-plastic constitutive relations can always be written in the p-q space for axisymmetric stress loading. For this special loading, the stress invariants of (3.61) can be calculated

\[ I = 3p \]  \hspace{1cm} (3.65a)

\[ J = 3^{-\frac{p}{3}} |q| \]  \hspace{1cm} (3.65b)

\[ \theta = \frac{\pi}{6} , \ q > 0 \ ; \ \theta = -\frac{\pi}{6} , \ q < 0 \]  \hspace{1cm} (3.65c)

\[ s = -\left(\frac{2}{3}\right)^{\frac{3}{2}} q \]  \hspace{1cm} (3.65d)

Since the deviatoric stress components obey relation (3.20), the relations (3.64) can be simplified in the following way:

\[ \frac{\partial I}{\partial \sigma_{ii}} = \frac{\partial I}{\partial \sigma_{22}} = \frac{\partial I}{\partial \sigma_{33}} = 1 \]  \hspace{1cm} (3.66a)

\[ \frac{\partial J}{\partial \sigma_{ij}} = 0 \hspace{1cm} (i \neq j = 1,2,3) \]  \hspace{1cm} (3.66b)

\[ \frac{\partial J}{\partial \sigma_{11}} = -2 \frac{\partial J}{\partial \sigma_{22}} = -2 \frac{\partial J}{\partial \sigma_{33}} = \pm \frac{1}{3^{-\frac{p}{3}}} \]  \hspace{1cm} (3.66c)

\[ \frac{\partial J}{\partial \sigma_{ij}} = 0 \hspace{1cm} i \neq j , \ (i,j = 1,2,3) \]  \hspace{1cm} (3.66d)

\[ \frac{\partial \theta}{\partial \sigma_{11}} = -2 \frac{\partial \theta}{\partial \sigma_{22}} = -2 \frac{\partial \theta}{\partial \sigma_{33}} = -\frac{1}{q} \frac{41}{\cos \theta} \]  \hspace{1cm} (3.66e)
\[ \frac{\partial \sigma_{ij}}{\partial \theta} = 0 \quad i \neq j \quad (i, j=1,2,3) \quad (3.66f) \]

\[ \frac{\partial S}{\partial \sigma_{11}} = -2 \frac{\partial S}{\partial \sigma_{22}} = -2 \frac{\partial S}{\partial \sigma_{33}} = \frac{(2)}{3} \quad (3.66g) \]

\[ \frac{\partial S}{\partial \sigma_{1j}} = 0 \quad i \neq j \quad (i, j=1,2,3) \quad (3.66h) \]

where the sign "+" is retained in (3.66e) for \( q \) positive; for \( q \) negative, the sign "−" is chosen. The relation (3.66e) is defined by continuity and takes a zero value, when \( \theta \) is equal to \( \frac{\pi}{6} \). It is undefined when \( q \) is zero, which corresponds to a stress state on the hydrostatic axis. The partial derivatives \( \frac{\partial f}{\partial \sigma_{ij}} \) may be calculated from (3.66) and (3.63):

\[ \frac{\partial f}{\partial \sigma_{11}} = \frac{\partial f}{\partial I} + \frac{\partial f}{\partial J} 3^{-\frac{h_s}{3}} + \frac{\partial f}{\partial S} \frac{(2)}{3} \quad (3.67a) \]

\[ \frac{\partial f}{\partial \sigma_{22}} = \frac{\partial f}{\partial \sigma_{33}} = \frac{\partial f}{\partial I} - \frac{h_s}{3} \left[ \pm \frac{\partial f}{\partial J} 3^{-\frac{h_s}{3}} + \frac{\partial f}{\partial S} \frac{(2)}{3} \right] \quad (3.67b) \]

\[ \frac{\partial f}{\partial \sigma_{ij}} = 0 \quad i \neq j \quad (i, j=1,2,3) \quad (3.67c) \]

A similar set of relations may be obtained for the potential function \( g \) and its partial derivatives.

From the relations (3.67) and (3.9), the unit vectors respectively normal to the yield surface and the potential surface conform to the axisymmetric conditions as defined in (2.5). Therefore, from (3.41) the
plastic strain increment and consequently the total plastic strain (obtained by integrating the increments) corresponds to the axisymmetric state defined in relations (2.3). The isotropic elastic-plastic model can be formulated in p-q space during axisymmetric loading. Similarly to relation (3.56), the yield surface projection in p-q space is defined

\[ f^*(p, q, \xi) = f(I, J, \pm \frac{\pi}{6}, \xi) = f(3p, 3^{-\frac{1}{2}}|q|, \pm \frac{\pi}{6}, \xi) = 0 \] (3.68)

The unit vector \( n_p, n_q \) defined in relations (3.57) becomes

\[ n_p = 3 \frac{\partial f}{\partial I} \frac{1}{\xi} \] (3.69a)

\[ n_q = \pm \left[ \frac{\partial f}{\partial J} 3^{-\frac{1}{2}} + \frac{\partial f}{\partial S} \left( \frac{2}{3} \right) \right] \] (3.69b)

where

\[ \xi = \left[ 9 \left[ \frac{\partial f}{\partial S} \right]^2 + \pm \frac{\partial f}{\partial J} 3^{-\frac{1}{2}} + \frac{\partial f}{\partial S} \left( \frac{2}{3} \right) \right]^2 \] (3.69c)

The sign "+" or "-" is selected as in relation (3.66e).

### 3.5 A CRITICAL REVIEW OF THE CONVENTIONAL PLASTICITY THEORY APPLICABLE TO SOILS

So far plasticity theory has been presented, dogmatically, by enunciating the concepts without mentioning any weakness. Now, when all the fundamental ideas have been disclosed, the validity of their appli-
cation to the material, soil, may be studied. Adopting the same sequence as in the presentation of plasticity theory, the experimental evidence for yield and plastic potential surfaces (existence and shape) is examined. The problems related to the hardening rules are also investigated. Then theoretical constraints on these surfaces, as enunciated by Drucker, are presented.

3.5.1 Existence of Yield Surface

By definition, a yield surface is a hypersurface in stress space which characterizes, with the yield criterion, the presence or absence of irreversible strain (Section 3.2.1). Introduced by generalization of the yield stress observed in uniaxial test, the existence of such a surface is difficult to demonstrate experimentally when the soil sample is subjected to a combined stress state. If a smooth yield surface exists, a hyperplane tangent to this surface at the stress state \( \sigma \) should be found as shown in Fig. 3.9. This "plane" separates the stress increments leading to plastic strain increments during small loading-unloading cycles about the initial stress state, from those giving only reversible strain. All stress increments staying in this transition plane correspond to neutral loading.

According to the Tatsuoka-Ishihara [3.12] tests, described in Appendix A, such a plane is difficult to exhibit. According to Figs. A.1, for the stress increment \( \Delta \sigma \), only reversible strain occurs, but for \( \Delta \sigma \) some plastic strain is present. The yield surface would possess a locally corner-shaped aspect such as represented by Fig. 3.10. A
Fig. 3.9. Continuous smooth yield surface and its tangent plane in stress space.

Fig. 3.10. Singular vertex shaped yield surface.

Fig. 3.11. Hypothetical experimental technique to characterize the yield surface by variation of stress increment direction: only stress increments initiating plastic strain generate the yield surface.
similar result was experimentally observed by Scott and Ko [3.11]. But a hypersurface with a vertex is difficult to represent mathematically, and has not been used extensively for soils.

3.5.2 Yield Surface Shape

Once a yield surface is assumed to exist, its shape must be characterized. This task is even more difficult experimentally and must be carried out with caution. One hypothetical experimental way to explore a yield surface is shown in Fig. 3.11. After reaching some stress state \( \sigma \), the yield surface is determined locally by applying some specific loading unloading stress cycles from that stress state. From a stress increment creating only reversible strain, the stress increment direction is changed successively. When plastic strains start to appear during such cycles (neutral loading), the new stress state \( \sigma + d\sigma \) lies on the same yield surface, unchanged since only a negligible or eventually very small plastic strain was created. If the same process is repeated about \( \sigma + d\sigma \) a surface may be defined globally by iteration. In spite of its attractiveness, this technique has not been applied experimentally: it requires a testing apparatus in which the stress direction can be altered in every possible way. Avoiding this difficulty Tatsuoka and Ishihara [3.12], in the second experiment presented in Appendix A, have tried a different technique. From a stress point originally located on the yield surface, the stresses followed a stress path in the elastic domain (inside the yield surface). This stress emerges from the elastic domain, i.e., intersects the yield surface, when the strains exhibit
some "significant" changes (Figs. A.9b and A.9c). This intersection, which is the new yield stress, defines another point of the same yield surface. Since the yield surface moves after the intersection, only two points of the same surface are found at different stages of loading. These two points, when close together, characterize the surface locally; this local aspect, assumed to depend only on stress as in relation (A.1), is integrated to give the complete yield surface equation in relation (A.2). However, in order to perform this integration, the yield surface must have a local aspect independent of internal variables. This technique cannot be used to define the influence of the internal variables on the yield surface.

Generally in soil plasticity, the yield surface is smooth for convenience. The yield surface is commonly extrapolated either from the failure surface or from the plastic potential surface. The failure surface is usually fixed in stress space, and is not related to the past loading history; the yield surface is selected with the same analytical expression as the failure surface, but with different parameter values. This method, used by Lade [1.16] for example, relies on a local coincidence of both surfaces at the failure stress. When both surfaces coincide totally at failure, this technique generates a large elastic domain absolutely unrealistic for soil. Furthermore, the flow rule, which governs the plastic flow direction, must become non-associative to compensate for this simplification (e.g., Lade's model). Alternatively to extrapolation from the failure surface, the yield surface is found
from the plastic potential surface, by invoking an associative flow rule. This aspect is investigated in the following. All the questions relevant to the existence and shape of a yield surface may be repeated for a potential surface.

3.5.3 Existence of a Plastic Potential Surface

By definition, a plastic potential surface is a hypersurface in stress space, which gives the plastic flow direction. Any stress increment about a stress state, that points outwards from the yield surface, creates a plastic flow with a constant direction. In other words, the plastic flow direction is independent of the stress increment direction.

Such an independence is not observed in elasticity. The general relations of nonlinear isotropic elasticity may be specified, for axisymmetric loading, in the $p$-$q$ space, as follows:

\[
\begin{align*}
\delta_\varepsilon_v &= \frac{dp}{B} \\
\delta_\varepsilon_q &= \frac{dq}{3G}
\end{align*}
\] (3.70a, 3.70b)

where $B$ and $G$, respectively the bulk and shear modulus, are appropriate functions of the stress state $p, q$. The ratio $\delta_\varepsilon_q/\delta_\varepsilon_v$ depends linearly on the ratio $dq/dp$ according to the following relation:

\[
\frac{\delta_\varepsilon_q}{\delta_\varepsilon_v} = \frac{2}{9} \frac{1+\nu}{1-2\nu} \frac{dq}{dp}
\] (3.71)
where \( \nu \), Poisson's ratio, may eventually be a suitable function of stresses. The strain and stress increment directions, respectively represented by the angles \( \theta_\sigma \) and \( \theta_\epsilon \), with tangent \( dq/dp \) and \( ds/q/ds/q \), are plotted in Figure 3.12 for different constant values of Poisson’s ratio. \( \theta_\epsilon \) varies with respect to \( \theta_\nu \), which indicates that, in elasticity, the strain increment direction depends upon the stress increment direction. Experimental results on soil do not corroborate this dependence, and establish, to some extent, a constant direction for plastic flow. According to the first experiment of Tatsuoka and Ishihara, especially from Fig. A.1, plastic flow was found to have not only one but two different directions, e.g., the vectors OA, OB, OC, and OD have different orientations than the vectors OF and OE in Fig. A.1. This result suggests that the potential surface, like the yield surface, presents a vertex located at the stress state, with two different normals. Each normal depends on the stress increment direction. Such a result unsettles the fundamental concept of plastic potential, by removing the smoothness of this surface, and making it dependent on the stress increment.

3.5.4 Shape of Plastic Potential Surface

Once a smooth plastic potential is assumed, its shape must be defined. Only its local aspect about the stress state is relevant. For instance, in Fig. 3.6, the portion of the plastic potential surface located inside the yield surface is meaningless: plastic strain cannot exist there. The plastic potential surface is defined more easily by
Fig. 3.12. Stress increment direction $\theta$ versus strain increment direction $\theta$ for linear isotropic elasticity with different values of Poisson's ratio.
experiment than the yield surface. If the plastic flow direction depends only on the stress state, the following technique may be applied to characterize its shape in the p-q space. First, from experimental results obtained from axisymmetric loading tests, the plastic strain increment is calculated at different stress states. These calculations are either performed by neglecting the elastic strain w.r.t. plastic strain or by subtracting the incremental elastic strain $\delta e^e$ (calculated with a selected elastic model) from the total strain increment $\delta e$. Then the plastic flow direction, characterized by its unit vector $m_p, m_q$, is related to the stress state $p, q$: $m_p$ and $m_q$ become known functions of $p, q$. Finally the plastic potential surface is found by integrating the following equation

$$m_p(p, q) dp + m_q(p, q) dq = 0 \quad (3.72)$$

3.5.5 Hardening Rules

The motions of any surfaces, yield or plastic potential, as described by the hardening rules, are strongly related to the surface definitions. Once an analytical form has been selected for the surface, such as in equation (3.8a), only the parameters $r_k$ control all changes. For instance, for Lade's models, only one parameter controls the yield surface size and therefore only an isotropic expansion about the hydrostatic axis is possible.
Different hardening rules have been used for soils; all are derived for the isotropic and kinematic hardenings presented for von Mises' model. The kinematic motion, certainly appropriate to soil behavior since it limits the elastic domain, requires more effort; a surface motion must be characterized. For von Mises' surface, this motion was assumed to be collinear to the plastic flow direction. Generally a combined isotropic-kinematic hardening allows a better description of the material response, since it gives more degrees of freedom.

3.5.6 Implications of Drucker's Postulate

While experiments may yield information on the shape of the yield surface, general principles, such as Drucker's postulate [3.3] enforce constraints which its shape must satisfy. This postulate, well known to any plastician, has been the object of a good deal of controversy. It is enunciated in Appendix B and has three major consequences regarding the yield surface.

a) "the plastic strain increment \( \mathbf{d} \mathbf{g}^P \) points outwards from the yield surface"

b) "the plastic strain increments \( \mathbf{d} \mathbf{g}^P \) must be normal to the yield surface at \( \mathbf{g} \)"

c) the yield surface must be convex

All three consequences are easily proved by considering that the relation (B.5) must hold for any arbitrary initial stress state \( \mathbf{g}^0 \) inside the yield surface. The first consequence does not allow strain-
softening and the second one prohibits a nonassociative flow rule. Then Lade's model, for example, violates Drucker's postulate.

The major impact of this postulate is to give restrictions on elastic-plastic models to provide uniqueness in boundary value problems. But these conditions are sufficient, not necessary, to obtain uniqueness.

Drucker's postulate may be invoked in a different way: some real materials exhibit nonunique solutions, when subjected to some prescribed force and/or displacement loading. This nonuniqueness may be expressed by bifurcation from one mode to a different mode of solution, according to slight perturbation on some parameters entering the boundary value problem. This is the case with dense sand which very often switches in the triaxial test from a uniform mode of deformation to a localized deformation along a shear plane. In order to describe such an ability to bifurcate, the model, which represents the material behavior, must not obey Drucker's postulate. A nonassociative flow rule may be sufficient to satisfy this requirement. Rudnicki and Rice [3.9] made use of this comment to represent localization of displacement with plasticity in pressure-sensitive materials.
CHAPTER IV
BOUNDING SURFACE PLASTICITY

Recently, in order to avoid the necessity of defining yield and potential surfaces and their respective motion, new theoretical frameworks, such as the "rate-type" constitutive equations, have been used to describe the rheological soil behavior. The rate-type relations, first qualified by Truesdell [4.6] as hypo-elastic, describe the material behavior in terms of a mathematical series expansion, without any hypersurfaces. The material behavior is not represented with geometrical analogies, but by more and more mathematics, which renders these new constitutive models less attractive to practicing engineers.

As an alternate to the option of completely new theories, conventional plasticity has been adapted to give a better description of material behavior. In 1967, Iwan [4.3] and Mróz [4.4] suggested replacing the single yield surface by several nested yield surfaces. This theory, called multiple yield surfaces plasticity, was applied to soil by Prevost [4.5].

In 1976, adopting a slightly different approach, Dafalias and Popov [4.1] introduced the idea of "bounding surface." This new concept brings new features to conventional plasticity without unduly complicating the mathematical formulation. To some extent, this last adaptation can be perceived as a generalization of conventional plasticity which
brings at the same time more freedom to represent material behavior. In the following, this new theory is linked with our previous presentation of plasticity; its new concepts are first defined from a uniaxial test, and then generalized to a six-dimensional stress space.

4.1 BOUNDING SURFACE IDEAS FROM UNIAXIAL TESTS

A typical material response to a loading-unloading cycle in a uniaxial test is schematized in Fig. 4.1. (Such a schematic behavior may represent metals, soils, or other materials.) Although eventually described by conventional plasticity, this illustrative behavior will be considered, after removal of the elastic strain, from a new and different point of view in Fig. 4.2.

At the beginning of loading, the response is elastic. After exceeding some stress $\sigma^*$, the stress-strain curve approaches asymptotically and merges with the bound represented by the straight line $XX'$. The slope of the response curve at any point is taken as a function of the distance $AA'$, denoted $\delta$, between the stress state and the bound $XX'$. This function decreases continuously and monotonically from infinity to the slope value of line $XX'$. The transition between the elastic and elastic-plastic range becomes continuous. The yield stress $\sigma^*$ may be omitted if the function for the slope takes an arbitrarily large value when the distance $\delta$ is less than some quantity $\delta_{\min}$. The point $A'$ on the bounding line $XX'$ (Fig. 4.2) is called the "image point." During the plastic loading from $A$ to $B$, it moves to a new position, $B'$. The infinitesimal changes of stress state and image point, respectively
Fig. 4.1. Real typical material response during a loading-unloading cycle.

Fig. 4.2. Idealized material response for development of bounding surface plasticity.
denoted $d\sigma$ and $d\overline{\sigma}$, obey the following relation

$$\frac{1}{S} d\sigma = \frac{1}{S_B} d\overline{\sigma} \quad (4.1)$$

where $S$ is the slope of stress-strain curve at $A$, and $S_B$ the slope of bounding line $XX'$ at $A'$.

During unloading (Fig. 4.2), the image point is selected now on the other bounding line $YY'$. All the ideas, defined during the previous loading, apply to describe the unloading response. Thus two new fundamental ideas have been added to conventional plasticity: the bounds and the response dependence upon the distance between the current stress state and these bounds. In conventional plasticity, the material behavior is only described by quantities related to the stress state and its past loading history (such as the yield surface). In bounding surface plasticity, the response also depends upon some exterior bounds corresponding to the maximum admissible stress states.

4.2 **GENERALIZATION TO SIX-DIMENSIONAL STRESS SPACE**

Applying the same geometrical considerations as in conventional plasticity, the yield stress $\sigma^*$ becomes a yield surface; similarly, the bounds $XX'$ and $YY'$ transform into a hypersurface called the "bounding surface" (Fig. 4.3). The yield and bounding surfaces move simultaneously in stress space in a coupled way and possibly deform. They may come in contact, but do not intersect; this corresponds to the merging of a stress-strain curve with the bounds in the uniaxial case. All the
Fig. 4.3. Bounding surface and yield surface in stress space.

Fig. 4.4. Bounding surface and radial mapping rule in stress space.
internal variables, which control the material memory, are assumed to be dependent on the plastic strain $\varepsilon^p$.

The bounding surface has for equation

$$f(\bar{\varepsilon}, \varepsilon^p) = 0$$  (4.2)

where $\bar{\varepsilon}$, with Cartesian component $\bar{\sigma}_{ij}$, represents the image point. Among other possibilities, Dafalias and Herrmann [4.2] chooses this point $\bar{\varepsilon}$ such that the yield and bounding surface have collinear normals respectively at $\bar{\sigma}$ and $\bar{\sigma}$ (Fig. 4.3). The distance $\delta$ between image, $\bar{\varepsilon}$, and stress state, $\varepsilon$, is given by the Euclidean norm of $\bar{\sigma}$ and is expressed in terms of coordinates such as:

$$\delta = \left[ (\bar{\sigma}_{ij} - \sigma_{ij})^2 + (\bar{\sigma}_{ij} - \sigma_{ij})^2 \right]^{1/2} \quad \text{(sum on } i, j = 1, 2, 3) \quad (4.3)$$

Once these generalizations have been performed, the plastic strain increment is defined, as in conventional plasticity, by specifying successively its existence, direction and amplitude. Plastic flow occurs if the stress increment and the stress state satisfy the yield criterion enunciated in Section 3.2.1. The plastic flow direction is characterized by the unit vector, denoted $\bar{n}$, normal at the image $\bar{\varepsilon}$, and pointing outwards from the bounding surface. This vector is defined by relation (3.9) with substitution of $\bar{\sigma}_{ij}$ for $\sigma_{ij}$. Consequently, the
increment of plastic strain and stress increment obey relation (3.41) specialized for an associative flow rule.

However, the plastic flow amplitude, characterized by the plastic modulus $H$, is now related to the distance $\delta$. This dependence is examined in two steps, depending on whether or not the image point and the stress state coincide.

When both stresses coincide, which corresponds to the merging of the stress-strain curve with the bound $XX'$ of the uniaxial test (Fig. 4.2) and to a distance $\delta$ equal to zero, the plastic modulus is found by enforcing the stress state to remain on the bounding surface. This restriction, known as the consistency condition in conventional plasticity, is derived from equation (3.37), by specifying an associative flow rule ($\dot{e} = \dot{\gamma}$) and substituting $\dot{\gamma}$ for $\dot{e}$. It yields the following expression

$$
H = H_B = - \left[ \frac{\partial f}{\partial \sigma_{rs}} (\sigma_{rs})^p \cdot \frac{\partial f}{\partial \sigma_{rs}} (\sigma_{rs})^p \right] \frac{\partial f}{\dot{\sigma}_{rs}} (\sigma_{rs})^p n_{kl}^{p}
$$

(sum on $r,s,k,l=1,2,3$)

The modulus $H$ obtained in expression (4.4) is denoted by $H_B$, where the lower index "B" refers to the bounding surface. When the stress state and image points coincide, there is no difference between conventional and bounding surface plasticity. The bounding surface behaves
simultaneously as a yield and potential surface and the plastic modulus \( H \), independent of \( \delta \), results from the consistency condition.

In the most general case, the image stress \( \underline{\sigma} \), the stress state \( \underline{\sigma} \) and their respective changes denoted by \( d\underline{\sigma} \) and \( d\sigma \), are all different. However the increments \( d\underline{\sigma} \) and \( d\sigma \) become related by the consistency condition (3.35) applied to the image instead of the stress state. Using the relation (3.41) specialized for the associative flow rule, and the plastic modulus \( H_B \) defined by relation (4.4), the consistency condition (3.35) yields:

\[
\frac{1}{H_B} B \ d\underline{\sigma} = \frac{1}{H} B \ d\sigma
\]  

(4.5)

This expression, where \( H_B \) given by (4.4) is generally different from \( H \), generalizes the relation (4.1) obtained for the unidimensional state. \( H \) is a function of \( H_B \) and \( \delta \). Additionally, in order to achieve a continuous transition between a purely elastic and an elastic-plastic response, \( H \) is assumed to decrease continuously and monotonically from an arbitrarily large positive value when \( \delta \) is large, to reach the value \( H_B \) when \( \delta \) becomes zero.

4.3 ADVANTAGES OF BOUNDING SURFACE PLASTICITY OVER CONVENTIONAL PLASTICITY

The relation connecting the plastic moduli \( H \), \( H_B \) and the distance \( \delta \) introduces the most important advantage of bounding surface plasticity over conventional plasticity. In conventional plasticity, the plastic
modulus \( H \) is calculated as in relation (3.37), directly from the hardening rules, by enforcing the consistency condition. The amplitude of plastic flow is therefore essentially prescribed by a hypersurface motion. But such motions, obviously difficult to characterize, are generally derived from simple rules inspired from the kinematic and isotropic rules as observed in Section 3.2.3 for von Mises' model. Consequently, the plastic flow amplitude cannot be adjusted with much flexibility. This remark becomes particularly important during cyclic loading, when the hardening rules control essentially the predicted response. For instance, in Fig. 4.5, depending upon the selected hardening rule, von Mises' model exhibits very different responses resulting from strain-cycles between two extremes, denoted \( \varepsilon_{\text{min}} \) and \( \varepsilon_{\text{max}} \) respectively. For kinematic hardening the stress-strain curve stabilizes on a closed loop, while, for isotropic hardening, the response becomes purely elastic. In bounding surface plasticity, the changes occurring for the bounding and yield surfaces must also be specified. The plastic modulus \( H_B \) is calculated from such a surface motion as indicated in relation 4.4. But now the amplitude of plastic flow is less dependent upon hypersurface motions. The scalar relation between \( H, H_B \) and \( \delta \) provides an additional degree of freedom to describe the material response, even during cyclic loading.

As the second major advantage of bounding surface plasticity, the yield surface may vanish; it may be shrunk to the stress state. In this eventuality, since a normal vector cannot be defined for a zero-sized
Fig. 4.5. Predicted response by von Mises' model with different hardening rules during strain cycles.

a) kinematic hardening
b) isotropic hardening
surface, a particular relationship, which is called the "mapping rule," must connect the stress state \( \bar{\xi} \) and the image \( \bar{\sigma} \). For example, Dafalias and Herrmann [4.2] defined the radial mapping so that

\[
\bar{\sigma} = x \bar{\xi} \tag{4.6a}
\]

or, expressed in terms of components,

\[
\bar{\sigma}_{ij} = x \bar{\sigma}_{ij} \tag{4.6b}
\]

where \( x \) is a scalar which satisfies the equation:

\[
f(x \xi, \xi^P) = 0 \tag{4.7}
\]

In equation (4.7), both \( \xi \) and \( \xi^P \) are known, while \( x \) is the unknown quantity. In other words, the image defined by (4.6) is the intersection of the bounding surface with the straight line passing through the origin of stress and the stress state (Fig. 4.4). In order always to obtain a unique image, the bounding surface must be convex and contain the origin of stress. Additionally, a rule, which specifies a particular point, must be defined when several images are possible. For radial mapping (Fig. 4.4) two points are generally possible: the closest one to the stress state is selected as the image.

Even without a yield surface, a finite elastic domain may be created. For instance, if the plastic modulus \( \mathcal{H} \) takes on a large
positive value when \( \delta \) is larger than some arbitrary value \( \delta_{\text{min}} \), then the response is almost purely elastic.

The radial mapping, as specified in relation (4.6), is only a particular example. Other choices may be considered such as a radial mapping with a pole different of the origin, or eventually a mapping related to the incremental stress direction.

4.4 FORMULATION OF BOUNDING SURFACE THEORY IN P-Q SPACE

The remarks applied to conventional plasticity theory regarding formulation in the p-q space (Sections 3.3, 3.4) still hold. If the bounding surface model is expressed in terms of stress invariants, it is said to be isotropic. In this eventuality, corresponding to axisymmetric stress states and stress increments, the predicted strain states and changes are axisymmetric; the p-q stress space and \( \varepsilon_v - \varepsilon_q \) strain space represent completely the material behavior. The model may be formulated in the simplified p-q space, as described by equations (3.59).
CHAPTER V
APPLICATION OF BOUNDING SURFACE PLASTICITY TO SOIL:
A NEW SAND MODEL

5.1 INTRODUCTION

In 1979, Dafalias [5.5, 5.6] was the first to apply bounding surface plasticity to soil and, particularly, to clays. In 1979, his model was simply derived from the early Roscoe-Burland model [5.20]: He transformed Roscoe-Burland elliptic yield surface into a bounding surface, and added an arbitrary relation between the plastic modulus \( H \), \( H_B \) and the distance \( b \). As a result of these adaptations, overconsolidated clays, which had only elastic responses according to the Roscoe-Burland model, were now able to exhibit plastic deformation. In 1982, Dafalias and Herrmann [5.7] modified the bounding surface shape in order to improve the description of dilating and strain-softening responses. This new surface is composed of portions of two ellipses connected continuously with a hyperbola. In both model versions, the bounding surface is a yield and a plastic potential surface for normally consolidated clays. For a clay in an overconsolidated state, the bounding surface has a position related to its normally consolidated state. This influence of the overconsolidation ratio renders Dafalias models successful for clays. However, since granular materials depend more on the initial density than on the overconsolidation ratio,
Dafalias' model cannot be applied meaningfully to sands without substantial modifications.

In 1982, Aboim [5.1] proposed a simple bounding surface model for sand, composed of only six parameters. His bounding surface is elliptic, but with a variable aspect ratio, which allows it to match the measured sand response during the triaxial test at constant confining pressure. Although this recent model has not been studied herein as extensively as Dafalias' model, the relation between the plastic moduli \( H, H_B \) and the distance \( \delta \) on it seems arbitrary, and strain-softening is not considered. It is therefore adapted to sands in a loose to medium dense state.

From the literature review, bounding surface plasticity is a new theory and has not yet been applied extensively to sands. Its successful application to metals and clays by Dafalias demonstrates its potential worth and its superiority over conventional plasticity to describe a material behavior, especially during cyclic loadings. A good representation of material cyclic response is particularly important for offshore technology or earthquake engineering. Heavy sea storms subject the foundations or piles of offshore platforms to large periodic wave forces. Although with shorter periods, earthquakes also generate cyclic loadings or structures. Eventually disastrous phenomena, known as soil liquefaction, may result from these cyclic loadings. However, bearing
in mind that complex cyclic loadings is the future goal, the model must first be developed for simple monotonic loadings.

A particular data set from tests on Sacramento River sand is used extensively to present the new model. These test results were published by Seed and Lee [5.12, 5.23] and, were personally communicated to the author by Lade in their original and detailed laboratory data format. These experimental results, one of the few consistent set of tests that have been published on sands, are accepted by most researchers as reliable; they truly represent the rheological sand behavior. Although based principally on this data set, the new model may be applied to any sand, as it is founded on general observations of sand behavior.

The model presentation is adapted to the available laboratory experiments. Since all the tests were performed in the axisymmetric state of stress and strain as defined in Sections 2.2 and 2.3, the new model is formulated in the $p-q$ stress space. First, the elastic contribution to the elastic-plastic material response is investigated; most elastic models used for sand are incorrect and need to be altered in order to conserve energy. Then the plastic contribution is examined with a new technique, which consists of following the incremental material behavior with an interactive computer code [5.2]. The computer has been used in soil modeling previously mostly to perform step-by-step integration, which leads ultimately to numerical predictions of soil behavior. But it has not been used commonly for the elaboration of a constitutive equation. Here it introduces a systematic exploration of
test results, and allows us to isolate some particular aspect of the material response. Although the experimental data were too sparse to be fully compatible with this new technique, a lot of useful information was extracted. For instance, the experimental direction of plastic flow was elucidated by this method and consequently a new bounding surface equation, different from Dafalias and Aboim's surfaces, is proposed. Following the bounding surface definition, its motion is specified by selecting an appropriate internal variable. Finally, from the plastic flow amplitude given also by the computer code, a relation between the moduli $H, H_B$ and the distance $\delta$ is proposed. Arbitrarily selected by Dafalias and Aboim, this relation is investigated in more detail in this presentation.

Thus a new constitutive relation is established for sand. Once it has been fully derived in $p-q$ space, it is extended to the six-dimensional stress state by invoking isotropy and a specific contribution of Lode's angle.

As an illustration, all the model constants are calculated for the dense Sacramento River sand. Finally the predicted sand behavior, obtained by numerical integration of the new constitutive equation, is compared not only to real experimental results, but also to another numerical predictions given by a different sand model.
5.2 ELASTIC CONTRIBUTION

According to relation (3.5), the strain increment is the sum of two simultaneous increments: one elastic and the other plastic. However, the plastic increment may vanish in some particular conditions and leaves the strain increment purely elastic. Such conditions are met exactly during unloading (the stress state moves inside the yield surface) or approximately at the beginning of loading (the plastic strain are negligible w.r.t. the elastic one). This last approximation must be considered with caution for the stress state lie on the yield surface. All the remarks on how to isolate the elastic response from the total response pertain for bounding surface plasticity: only stress reversals give accurate experimental data to characterize the reversible sand behavior.

5.2.1 Preliminary Remarks on Elastic Sand Models

For most of the elastic-plastic sand models, the elastic contribution is isotropic but nonlinear. Isotropy is a convenient hypothesis, since it lowers the number of elastic moduli to two; these two quantities are selected from Young's modulus $E$, Poisson's ratio $\nu$, bulk modulus $B$ or shear modulus $G$. Lame's modulus $\lambda$ is rarely used in soil mechanics. All the preceding quantities are related as shown in Table 5.1. The nonlinearities are usually related to a pressure dependence. For instance, the bulk modulus is often selected as the following power function of the mean pressure $p$, 
### TABLE 5.1. RELATIONS AMONG ELASTIC QUANTITIES [5.25]

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>E</th>
<th>( \nu )</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>G,E</td>
<td></td>
<td></td>
<td>( \frac{E-2G}{2G} )</td>
<td>( \frac{GE}{3(3G-E)} )</td>
</tr>
<tr>
<td>G,( \nu )</td>
<td>2G(1+( \nu ))</td>
<td></td>
<td>( \frac{2G(1+\nu)}{3(1-2\nu)} )</td>
<td></td>
</tr>
<tr>
<td>G,B</td>
<td>( \frac{9GB}{3B+G} )</td>
<td>( \frac{3B-2G}{2(3B+G)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E,( \nu )</td>
<td>( \frac{E}{2(1+\nu)} )</td>
<td></td>
<td>( \frac{E}{3(1-2\nu)} )</td>
<td></td>
</tr>
<tr>
<td>E,B</td>
<td>( \frac{3EB}{9B-E} )</td>
<td></td>
<td>( \frac{3B-E}{6E} )</td>
<td></td>
</tr>
<tr>
<td>( \nu ),B</td>
<td>( \frac{3B(1-2\nu)}{2(1+\nu)} )</td>
<td>( 3B(1-2\nu) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\[ B = B_0 p^n \]  

(5.1)

where \( B_0 \) and \( n \) are material constants. Since Poisson's ratio is always difficult to measure accurately, it is commonly assumed to be equal to a constant \( \nu_0 \); for most soils, \( \nu_0 \) is selected between 0.2 and 0.3. In this eventuality, from Table 5.1, Young's and shear moduli become also power functions as in expression (5.1), with the same exponent but different constants.

However, although commonly used in practice, the elastic models using relation (5.1) and a constant Poisson's ratio are not satisfactory: they dissipate or create some work during a closed stress cycle. A short proof of this assertion follows in the particular axisymmetric loading defined in sections (2.2) and (2.3). By definition, the incremental work \( dW \) corresponding to incremental strain \( \varepsilon_v^e, \varepsilon_q^e \) about a stress state \( p, q \) is such as

\[ dW = p \varepsilon_v^e + q \varepsilon_q^e \]  

(5.2)

Substituting the elastic relations (3.70), \( dW \) is rewritten

\[ dW = \frac{p}{B} dp + \frac{q}{3G} dq \]  

(5.3)

In order for \( dW \), which depends only upon the variables \( p \) and \( q \), to be stress-path independent, \( dW \) must have a differential form; the following condition must be satisfied:
\[
\frac{\partial}{\partial p} \left[ \frac{q}{3G} \right] = \frac{\partial}{\partial q} \left[ \frac{B}{k} \right] \tag{5.4}
\]

If Poisson's ratio is constant, and the bulk modulus depends only upon \(p\), relation (5.4) is not satisfied since each term can be written as:

\[
\frac{\partial}{\partial p} \left[ \frac{q}{3G} \right] = -\frac{2}{3} \frac{1+\nu}{1-2\nu} \frac{q}{B^2} \frac{\partial B}{\partial p} \neq 0 \tag{5.5a}
\]

\[
\frac{\partial}{\partial q} \left[ \frac{p}{B} \right] = -\frac{p}{B^2} \frac{\partial B}{\partial q} = 0 \tag{5.5b}
\]

As a consequence of (5.5), some work \(W\) is created or dissipated during closed stress cycles and the work \(W\) becomes dependent on the stress path. This result may be illustrated with two simple stress paths and a closed stress cycle as shown in Figure 5.1. These paths, located in the \(p-q\) space, connect an initial state \((p_i, q_i)\) and a final state \((p_f, q_f)\). Along the first path, defined by the successive state \((p_i, q_i)\), \((p_i, q_f)\) and \((p_f, q_f)\), the work done is:

\[
W_1 = \frac{1}{3G(p_i)} \int_{q_i}^{q_f} q \, dq + \int_{p_i}^{p_f} \frac{n \, dp}{B(p)} \tag{5.6a}
\]

Along the second path, which differs from the first one by the intermediate state \((p_f, q_i)\), the work is:
Fig. 5.1. Stress paths and stress cycle to calculate energy for a nonlinear isotropic elastic model.

Fig. 5.2. Fitting of isotropic unloading test on the dense Sacramento River sand with the selected nonlinear elastic model.
\[ W_2 = \frac{1}{2G(p_f)} \int q_i dq_a + \int \frac{pdp}{B(p)} \]  

(5.6b)

By virtue of expression (5.1) and Table 5.1, \( G(p_i) \) is different from \( G(p_f) \), if \( p_i \) differs from \( p_f \). The work \( W \) depends on the stress paths relating initial and final state. Along the closed stress path, formed by following the first path and reversing the second path, the work is

\[ W_c = W_1 - W_2 - \frac{1}{8} \left[ q_f - q_i \right]\left[ \frac{1}{G(p_i)} - \frac{1}{G(p_f)} \right] \]  

(5.6c)

Since the work \( W_c \) is positive, energy is dissipated during this stress cycle.

This theoretical deficiency of the elastic model may be easily corrected by changing the relation (5.1). Instead of depending only upon \( p \), the bulk modulus becomes a function of \( p \) and \( q \) with the restriction that it satisfies relation (5.1) for the particular isotropic loading (\( q = 0 \)). Poisson's ratio is still assumed constant. The equation (5.5) is a partial differential equation: the unknown function \( B \) with variables \( p \) and \( q \) satisfies the boundary conditions given by relation (5.1) when \( q \) equals to zero and \( p \) is positive. The solution of this boundary value problem is:
\[ B(p, q) = B_o \left[ p^2 + 2 \frac{1+\nu_o}{1-2\nu_o} q^2 \right]^{\frac{n}{2}} \] (5.7a)

where \( B_o \) and \( n \) are the same constants as defined in (5.1). This result, obtained for axisymmetric states, was generalized to the six-dimensional stress space by Loret [5.13]; in this case, the bulk modulus \( B \) is such that:

\[ B(\sigma) = \frac{B_o}{3(1-2\nu_o)} \left[ (1+\nu_o)\sigma_{ij}\sigma_{ij} - \nu_o(\sigma_{kk})^2 \right]^{\frac{n}{2}} \] (5.7b)

(sum on \( i, j, k=1, 2, 3 \))

The corrections (5.7) apply only when Poisson's ratio is constant and when the bulk modulus is a power function of the mean pressure during the isotropic test. This corrective technique, which involves the solution of partial differential equation (5.4) with boundary conditions, may be generalized to any nonlinear isotropic elastic models, where two elastic moduli are arbitrary functions of the stress. For instance the shear modulus \( G \) is often assumed to be a function of the mean pressure \( p \), while the bulk modulus \( B \) remains constant. Such an assumption violates clearly the relation (5.4) and may be corrected. However, nonlinear elastic models, which are defined from a strain energy function, always satisfy the expression (5.4). Investigated only by a few researchers, e.g., Chang, Ko, Westman and Scott [5.4], such models are
rarely used in constructing elastic-plastic soil models.

5.2.2 Choice of an Elastic Model

The corrected elastic model, as defined in the relations (5.7) is selected to represent the elastic contribution in the new elastic plastic model. The two material constants, \( B_o \) and \( n \), are defined from isotropic cyclic tests. Poisson's ratio \( \nu_o \) is arbitrarily chosen equal to 0.2. From relation (5.7a), this particular elastic model predicts that both the bulk and Young's moduli increase with the stresses \( p \) and \( q \). Adopted for convenience and theoretically correct, this assertion has not been validated or refuted by any test found in the literature. However, if such a result was found not to comply with experimental data, Poisson's ratio may be selected as mean pressure dependent.

5.2.3 Calculation of Elastic Material Constants

The calculation of the material constants \( B_o \) and \( n \) are performed for the dense Sacramento River sand from two cycles of loading-unloading during an isotropic test. During isotropic tests, relations (5.7a) and (5.1) coincide. The incremental relation (3.70) is integrated from an arbitrary initial state \( p_o, (\varepsilon_v^o) \) to the present state:

\[
\varepsilon_v - (\varepsilon_v^o) = \frac{1}{B_o(1-n)} \left[ p^{1-n} - p_o^{1-n} \right]
\]

(5.8)

In particular if the unloading is carried to zero pressure, \( (p_o \) is zero) relation (5.8) becomes:
\[
\varepsilon_v^e - (\varepsilon_v^e)^0 = \frac{1}{B_0(1-n)} p^{1-n}
\] (5.9)

After taking the logarithm of (5.9), a linear regression technique is applied to the experimental data points in order to calculate \( B_0 \) and \( n \); it gives for the Sacramento River sand the values in Table 5.2. All the calculations were performed with a small programmable hand calculator [5.8]. A linear regression analysis was applied successively to each cycle, then to both cycles. Although the values differ slightly, relation (5.1) describes with good accuracy the bulk modulus dependence upon the mean pressure \( p \), as shown in Figure 5.2. The parameters \( B_0 \) and \( n \) obtained by Lade [5.10], are also shown in Table 5.2.

5.2.4 General Remarks and Suggestions for Future Elastic Model

Within the context of bounding surface plasticity, the elastic contribution may be considered from a new point of view. When the stress state is far away from the bounding surface (\( \delta \) large), the response is elastic; the strain increment corresponding to a given stress increment is small. On the other hand, when the stress state lies on the bounding surface, the strain increment, essentially plastic, is large. The continuous transition from the elastic to the elastic-plastic range, i.e., between small and large strain increments, is maintained since the plastic modulus \( B \) is a continuous function of the distance \( \delta \).
TABLE 5.2. ELASTIC CONSTANTS $B_0$ AND $n$ FOR THE DENSE SACRAMENTO RIVER SAND

<table>
<thead>
<tr>
<th></th>
<th>$B_0$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First unloading only</td>
<td>829.5</td>
<td>0.28</td>
</tr>
<tr>
<td>Second unloading only</td>
<td>579.5</td>
<td>0.63</td>
</tr>
<tr>
<td>First and second unloadings (average)</td>
<td>729.0</td>
<td>0.47</td>
</tr>
<tr>
<td>Values given by Lade [5.10]</td>
<td>933.3</td>
<td>0.57</td>
</tr>
<tr>
<td>$B_0 = \frac{E_0}{3(1-2\nu)}$, $E_0 = 1680$, $\nu = 0.2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Contrary to general practice in elastic-plastic models, the elastic contribution may be coupled with the plastic response. The elastic parameters, such as the bulk and shear modulus, may depend not only upon the stress but upon the internal variables. When no plastic strains are created, i.e., when the internal variables are unchanged, the elastic model still predicts no energy dissipation or creation. When plastic flow occurs, the elastic moduli become dependent on the internal variables, and the elastic model may create or dissipate energy, which anyway becomes meaningless since energy is dissipated at the same time by plastic strain.

Such an elastic-plastic coupling, if used in the future, will allow a better description of densification. For instance in order to represent the densification of Sacramento River sand, the material constants $B_0$ and $n$ may be selected as functions (in addition to stress) of internal variables, such as the plastic volumetric strain.

5.3 DIRECTION OF PLASTIC FLOW

Once the elastic contribution has been defined, the plastic strain increment needs to be characterized, successively by its direction, and its amplitude; its existence is specified afterwards. As mentioned in section 4.2, bounding surface plasticity theory predicts that the plastic flow direction is collinear with the normal to the bounding surface at the image point. As in conventional plasticity, the plastic flow direction is not related to the stress increment direction, and depends on the present stress state. This stress-dependence must respect
much as possible, well-known and observed aspects of the behavior of granular material. In particular, the three main concepts known as the critical state, the characteristic state and the stress-dilatancy relations. Each of these points, which are first reviewed and then verified for the dense Sacramento River sand, enforce constraints on the relation between plastic flow direction and stress state, and consequently on the possible shape of the bounding surface. Ultimately, a bounding surface is selected: its prediction of the plastic flow direction is compared with real values obtained for the Sacramento River sand. Since the bounding surface equation is established from general observations on granular material, it may be applied to any sand.

5.3.1 Critical State

As defined by Schofield and Wroth, [5.22] the critical state in soil mechanics is an asymptotic state, eventually reached during loading, characterized by no volume change, no stress change and infinite deviatoric strain: "It is as if the material has melted under stress."

For axisymmetric states of stress and strain, this definition is translated into the following mathematical terms:

\[ \text{d} \varepsilon_v = 0 \quad \text{d} \varepsilon_q = \infty \]  \hspace{1cm} (5.10a)

\[ \text{d} p = \text{d} q = 0 \]  \hspace{1cm} (5.10b)
According to Schofield and Wroth, the critical state has a location in the \( p-q-e \) space given by the following relations:

\[
q = M_c p \quad \text{if } q > 0 \tag{5.11a}
\]

\[
q = M_e p \quad \text{if } q < 0 \tag{5.11b}
\]

\[
e = \Gamma - fn(p) \tag{5.11c}
\]

It is defined only by four material constants:

\( \Gamma \) value of critical void ratio at unit mean pressure.

\( \lambda \) slope of critical state line projection in \( fn(p) - e \) plane.

\( M_c, M_e \) slopes of projection of critical state lines in \( n - q \) plane corresponding to positive and negative deviatoric stress.

For a clay, normally or slightly overconsolidated, the critical state line is unique, and its projection in the \( fn(p) - e \) plane is parallel to the virgin consolidation line (response of a normally consolidated sample to an hydrostatic compression). It does not depend on the previous loading history of the material.

For most sands, the critical state is difficult to exhibit experimentally. As observed by Lade [5.11] and other experimentalists, the strains within a sand sample become often non-uniform, for instance, due to a strain-localization such as a shear band. The volume measurement, generally performed with interstitial water saturating the sample, underestimates the volumetric strain in the shear band, active part of the sample. The discontinuities, even more accentuated in the presence
of large deformation (e.g., 20% of axial strain in triaxial test), render the asymptotic critical state more difficult to determine experimentally in sands.

However, the critical state remains a valid assumption in the case of the Sacramento river sand. In Fig. 5.3, the experimental points of void ratio versus mean pressure at critical state obey a relation similar to (5.11c) for drained and undrained tests at different confining pressures. The critical state for sands depends on the initial sand density, and is not parallel to the isotropic consolidation response curve.

By applying a linear regression analysis to the data of Tables 5.3, corresponding to the equation (5.13), the following values were found (Fig. 5.4):

\[
\text{dense sand : } M_c = 1.38, \quad \Gamma = 0.58, \quad \lambda = 0.085
\]

and

\[
\text{loose sand : } M_c = 1.35, \quad \Gamma = 1.0, \quad \lambda = 0.084
\]

Within the context of an elastic-plastic theory, the critical state requires the plastic strain increment to be parallel to the \( q \) axis, which means that the unit vector defining the plastic flow direction has the following components:
Fig. 5.3. Critical state for the loose and dense Sacramento River sand obtained from drained and undrained tests at different confining pressures.
### TABLE 5.3a CRITICAL STATE DATA FROM DRAINED AND UNDRAINED TESTS ON DENSE SACRAMENTO RIVER SAND (AFTER SEED [5.12,5.23])

<table>
<thead>
<tr>
<th>Initial Void Ratio $e_0$</th>
<th>Initial Confining Pressure $(\text{kg/cm}^2)$</th>
<th>Critical Void Ratio</th>
<th>$p$ $(\text{kg/cm}^2)$</th>
<th>$q$ $(\text{kg/cm}^2)$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.638</td>
<td>1</td>
<td>0.826</td>
<td>1.88</td>
<td>2.64</td>
<td>1.40</td>
</tr>
<tr>
<td>0.629</td>
<td>3</td>
<td>0.719</td>
<td>5.51</td>
<td>7.53</td>
<td>1.37</td>
</tr>
<tr>
<td>0.61</td>
<td>6</td>
<td>0.691</td>
<td>11.43</td>
<td>16.3</td>
<td>1.43</td>
</tr>
<tr>
<td>0.592</td>
<td>10.5</td>
<td>0.617</td>
<td>19.53</td>
<td>27.09</td>
<td>1.39</td>
</tr>
<tr>
<td>0.576</td>
<td>20</td>
<td>0.576</td>
<td>35.47</td>
<td>46.4</td>
<td>1.31</td>
</tr>
<tr>
<td>0.628</td>
<td>1</td>
<td>0.628</td>
<td>3.82</td>
<td>5.92</td>
<td>tests</td>
</tr>
<tr>
<td>0.606</td>
<td>10.5</td>
<td>0.606</td>
<td>23.0</td>
<td>34.7</td>
<td>excluded</td>
</tr>
<tr>
<td>0.587</td>
<td>15.1</td>
<td>0.587</td>
<td>31.8</td>
<td>47.5</td>
<td>(cavitation)</td>
</tr>
<tr>
<td>0.587</td>
<td>20.2</td>
<td>0.587</td>
<td>20.62</td>
<td>34.6</td>
<td>1.42</td>
</tr>
<tr>
<td>0.571</td>
<td>29.9</td>
<td>0.571</td>
<td>30.7</td>
<td>43.2</td>
<td>1.41</td>
</tr>
<tr>
<td>0.564</td>
<td>40.1</td>
<td>0.564</td>
<td>31.8</td>
<td>41.2</td>
<td>1.30</td>
</tr>
</tbody>
</table>

### TABLE 5.3b CRITICAL STATE DATA FROM DRAINED AND UNDRAINED TESTS ON LOOSE SACRAMENTO RIVER SAND (AFTER SEED [5.12,5.23])

<table>
<thead>
<tr>
<th>Initial Void Ratio $e_0$</th>
<th>Initial Confining Pressure $(\text{kg/cm}^2)$</th>
<th>Critical Void Ratio</th>
<th>$p$ $(\text{kg/cm}^2)$</th>
<th>$q$ $(\text{kg/cm}^2)$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.867</td>
<td>0.94</td>
<td>0.895</td>
<td>1.7</td>
<td>2.33</td>
<td>1.36</td>
</tr>
<tr>
<td>0.860</td>
<td>2.0</td>
<td>0.867</td>
<td>3.72</td>
<td>5.16</td>
<td>1.39</td>
</tr>
<tr>
<td>0.850</td>
<td>4.5</td>
<td>0.827</td>
<td>8.19</td>
<td>11.07</td>
<td>1.35</td>
</tr>
<tr>
<td>0.830</td>
<td>12.65</td>
<td>0.728</td>
<td>22.52</td>
<td>29.6</td>
<td>1.31</td>
</tr>
<tr>
<td>0.883</td>
<td>0.3</td>
<td>0.883</td>
<td>2.3</td>
<td>3.17</td>
<td>1.38</td>
</tr>
<tr>
<td>0.874</td>
<td>1</td>
<td>0.874</td>
<td>3.51</td>
<td>4.87</td>
<td>1.39</td>
</tr>
<tr>
<td>0.891</td>
<td>1</td>
<td>0.891</td>
<td>5.21</td>
<td>7.03</td>
<td>1.35</td>
</tr>
<tr>
<td>0.859</td>
<td>3</td>
<td>0.859</td>
<td>5.48</td>
<td>7.31</td>
<td>1.33</td>
</tr>
<tr>
<td>0.868</td>
<td>3</td>
<td>0.868</td>
<td>5.25</td>
<td>6.86</td>
<td>1.31</td>
</tr>
<tr>
<td>0.860</td>
<td>5</td>
<td>0.860</td>
<td>6.77</td>
<td>9.13</td>
<td>1.35</td>
</tr>
<tr>
<td>0.833</td>
<td>8.44</td>
<td>0.833</td>
<td>11.36</td>
<td>15.41</td>
<td>1.36</td>
</tr>
<tr>
<td>0.848</td>
<td>10.80</td>
<td>0.848</td>
<td>7.62</td>
<td>10.41</td>
<td>1.37</td>
</tr>
<tr>
<td>0.832</td>
<td>12.65</td>
<td>0.832</td>
<td>7.75</td>
<td>10.79</td>
<td>1.40</td>
</tr>
<tr>
<td>0.821</td>
<td>20.00</td>
<td>0.821</td>
<td>9.47</td>
<td>13.10</td>
<td>1.38</td>
</tr>
<tr>
<td>0.770</td>
<td>29.9</td>
<td>0.770</td>
<td>11.20</td>
<td>15.0</td>
<td>1.34</td>
</tr>
<tr>
<td>0.774</td>
<td>40.1</td>
<td>0.774</td>
<td>11.97</td>
<td>14.0</td>
<td>1.17</td>
</tr>
</tbody>
</table>
\[ n_p = 0 \]  \hspace{1cm} (5.12a)

\[ n_q = 1 \]  \hspace{1cm} (5.12b)

The critical state implies also that the amplitude of the plastic strain increment is infinite, i.e., the plastic modulus \( N \) becomes zero.

5.3.2 **CHARACTERISTIC STATE**

First observed experimentally by Shibata and Karube [5.24], the "characteristic state" was defined Luong [5.15] as the stress state where the rate of volumetric strain becomes equal to zero. Different from the critical state, which is always obtained for large strains, the characteristic state corresponds to small deformations. But like the critical state, the characteristic state is independent of the initial density. The characteristic state separates the contracting and dilating behaviors (Fig. 5.4). The contraction occurs in the subcharacteristic region, which is bounded in the \( p-q \) plane by the characteristic state lines, and the dilation takes place in the supercharacteristic region.

According to Luong's experiments on Fontainebleau sand, the characteristic state lines are similar to the critical state lines of relation (5.11):

\[ q = M_e \cdot p, \text{ if } q > 0 \]  \hspace{1cm} (5.13a)
Fig. 5.4. Characteristic state line from drained tests at different confining pressures and critical state line from drained and undrained tests at different confining pressures; all tests are performed on the loose or dense Sacramento River sand.
\[ q = M_r^e \cdot p, \quad \text{if } q < 0 \]  

(5.13b)

where \( M_r^e, M_r^e \) are two material constants, generally slightly different from \( M_c, M_c \). The dense Sacramento River sand obeys also relation (5.13a), as shown in Fig. 5.4.

However Luong's characteristic state is not satisfactory. Tensile triaxial tests at constant confining pressure performed by Robinet [5.19] have shown that some dense sands dilate continuously from the beginning of deviatoric loading. This absence of contraction implies that the subcharacteristic domain does not exist and consequently violates Luong's characteristic state. This deficiency may be avoided if the characteristic state is redefined as the stress state where the rate of plastic (instead of total) volumetric strain becomes equal to zero. This new state is still defined by the relations (5.13). But the continuous dilation observed by Robinet [5.19] in tensile test is now justified: the elastic volumetric strain may be negative (dilating) and larger in absolute value than the positive plastic strain (contracting), so that the total volumetric strain is negative (dilating). Within the context of plasticity, the characteristic state, like the critical state, requires the unit vector, collinear to the plastic flow, to satisfy relations (5.12), while the stress state satisfies (5.13). However, no condition is imposed on the plastic modulus \( \Pi \).

The "characteristic state" is an attractive feature to represent the cyclic behavior of sand, which may be illustrated by the complex
cyclic test performed by Luong [5.14] and shown in Fig. 5.5. During this drained test at constant confining pressure, eight successive series of twenty cycles of deviatoric stress \( q \) were applied to Fontainebleau sand. These cycles had a constant amplitude (0.1 MPa), are centered for different values of the ratio \( q/p \), and were distributed on both sides of the characteristic state line (Fig. 5.5a). The resulting volumetric strains, which are shown versus \( q \) in Fig. 5.5b, change in agreement with the characteristic state. In the subcharacteristic domain, when the ratio \( q/p \) is between \(-0.75 \) and \( 1.26 \), densification is observed, whereas, in the supercharacteristic domain, dilation is recorded. The characteristic line remains fixed even during such a complex cyclic loading history.

5.3.3 Stress-Dilatancy Theories

All stress-dilatancy theories have one common goal: to explain how granular material dilates while it is subjected to shear stresses. Since they give qualitative and quantitative information on the direction of the strain increment, they, together with the characteristic and critical states, are useful for characterizing the plastic flow direction. The first of these theories was developed in 1962 by Rowe [5.21] and placed on a mathematical basis in 1965 by Horne [5.9]. Since then, other theories have appeared: Tatsuoka [5.27], Nova [5.17], Momon and Ghaboussi [5.16].
Fig. 5.5a. Drained cyclic loading at constant confining pressure on Fontainebleau sand (after Luong [5.15]).
Fig. 5.5b. Drained cyclic loading at constant confining pressure on Fontainebleau sand (after Luong [5.15]).
As an illustration, only Rowe's and Nova's theories are presented.

5.3.3.a Rowe's Stress Dilatancy Theory (1962)

Rowe [5.21] considers, experimentally and theoretically, the behavior of assemblies of cohesionless, spherical particles of uniform size, arranged initially in regular arrays. These assemblies are subjected to an axisymmetric state of stress as defined in relation (2.5), with the axis of symmetry coinciding with the axis of symmetry of the initial packing. The associated strains satisfy the relation (2.3). Introducing the angle of solid friction between particles, denoted by \( \phi \), and assumed to be uniform and independent of pressure, Rowe obtained experimentally a relation between stress and strain increments in the following way:

\[
\frac{\sigma_1}{\sigma_3} = - \left[ 1 - \frac{d \varepsilon_y}{d \varepsilon_1} \right] \tan^2 \left[ \frac{\pi}{4} - \frac{\phi}{2} \right] \tag{5.14}
\]

where all strains and stresses are defined in sections 2.2 and 2.3.

The validity of Rowe's theory is tested in Fig. 5.6 by plotting \( \frac{\sigma_1}{\sigma_3} \) versus \( 1 - \frac{d \varepsilon_y}{d \varepsilon_1} \) in the special case of the loose and dense Sacramento River sand subjected to drained tests at different confining pressure. In spite of a noticeable scattering, partially due to finite increments of strain, \( d \varepsilon_1 \) and \( d \varepsilon_y \), the experimental points tend to lie on a straight line, as indicated in relation (5.14). From Fig. 5.6 and relation (5.14) the average angle of friction \( \phi \) is found equal to 32° for this soil.
Fig. 5.6. Rowe's stress-dilatancy theory applied to drained tests with constant confining pressure performed on the Sacramento River sand.

a) loose sand
b) dense sand.
Within the context of plasticity theory, if the elastic strain increment is negligible w.r.t. the plastic one, the relation (5.14) indicates that the plastic flow direction, represented by \( \frac{d\varepsilon_1}{d\varepsilon_V} \), depends upon the obliquity of the stress state, characterized by \( \sigma_1/\sigma_3 \). For the loose and dense Sacramento River sand, contraction occurs if the stress ratio \( \sigma_1/\sigma_3 \) is less than 3, followed by dilation if \( \sigma_1/\sigma_3 \) is greater than 3 (Fig. 5.6). This result agrees with Luong's characteristic state.

5.3.3.b Nova's Theory (1982)

Retaining the notion of characteristic state and the dependence of plastic flow direction on the stress obliquity, Nova (5.17) proposed a different stress-dilatancy theory based on the experimental work by Stroud [5.26], and defined as follows:

\[
\frac{q}{p} = M - \mu \frac{d\varepsilon_y^p}{d\varepsilon_q^p}
\]

(5.15)

This relation is not satisfactory for the isotropic state (\( q=0 \)) since it predicts a plastic deviatoric strain. In order to correct this deficiency, Nova assumes that, for low values of the ratio \( \frac{q}{p} \), the stress-dilatancy is governed by another equation:

\[
\frac{\mu}{P} = \frac{\mu}{d\varepsilon_y^p} \frac{d\varepsilon_y^p}{d\varepsilon_q^p}
\]

(5.16)
where the constant $a$ is found by assuming a smooth transition between relations (5.15) and (5.16),

$$a = M^2/4\mu$$

(5.17)

This transition is reached when the ratio $\frac{q}{p}$ is equal to $\frac{M}{2}$.

Nova's stress-dilatancy theory is checked by plotting in Fig. 5.7 the ratio $\frac{d\sigma^p_v}{d\sigma^p_q}$ versus $\eta = q/p$ for the dense Sacramento River sand. All results are obtained by a special computer code [5.2], which uses the following technique. After selecting the elastic model in section 5.2.2, the incremental elastic response $d\varepsilon^e_v/d\varepsilon^e_q$ is calculated for the finite stress increment $dp, dq$ which connects two successive experimental stress states. Then the plastic strain increments $d\varepsilon^p_v, d\varepsilon^p_q$ are obtained by subtraction of the calculated elastic strain increment from the total strain increment $d\varepsilon_v, d\varepsilon_q$ which relates two successive recorded strain states $\varepsilon_v, \varepsilon_q$. Therefore the ratio $d\varepsilon_v/d\varepsilon_q$ is available as a function of the ratio $\eta = q/p$.

The important scattering in Fig. 5.7 is partially due to the sparse recordings of the strain and stress states $p, q,$ and $\varepsilon_v, \varepsilon_q$, which produce too large strain or stress increments between two successive states. It is also partially caused by the elastic model selected in section 5.2.2. However, bearing in mind these sources of errors, Fig. 5.7 shows that $d\varepsilon^p_v/d\varepsilon^p_q$ depends upon the ratio $\eta$ and this is noticeable for any type of tests, drained or undrained, at any confining pressure. In Fig. 5.7b, during the undrained tests (constant volume), the
Fig. 5.7. Direction of plastic flow, represented by $\frac{dP}{d\sigma}$, versus the ratio $\eta$ during different tests on the dense Sacramento River sand.

- a) drained tests at constant confining pressure
- b) undrained tests at constant total confining pressure.
quantity $\frac{d\varepsilon^p}{d\sigma^q}$ is always positive and smaller than during drained
\hspace{1cm} tests (Fig. 5.7a). This discrepancy results from the elastic model;
\hspace{1cm} during an undrained test, in order to keep the volume constant, the
\hspace{1cm} plastic volumetric strain is equal but opposite to the elastic
\hspace{1cm} volumetric strain. From Fig. 5.7, for low values of $\eta$, $\frac{d\varepsilon^p}{d\sigma^q}$ is
\hspace{1cm} positive (the sand contracts). When $\eta$ exceeds some fixed value close to
\hspace{1cm} 1.4, $\frac{d\varepsilon^p}{d\sigma^q}$ becomes negative (the sand dilates). After reaching a
\hspace{1cm} minimum negative value, $\frac{d\varepsilon^p}{d\sigma^q}$ increases back to, and stops finally at
\hspace{1cm} zero (critical state). From Fig. 5.7a, the branch, along which $\frac{d\varepsilon^p}{d\sigma^q}$
\hspace{1cm} decreases is different from the branch where it increases back to zero.
\hspace{1cm} This non-reversible phenomenon is certainly due to loss of measurement
\hspace{1cm} accuracy for large deformation.

In summary, relations (5.15) and (5.16) describe qualitatively the
direction of the plastic flow shown in Fig. 5.7; however, the scattering
of the experimental results prevents us from calculating the values for
\hspace{1cm} $\mu$ and $M$ of relation (5.15).

5.3.4 Definition of the New Bounding Surface

So far, from the review of the critical state, characteristic
\hspace{1cm} state and the stress-dilatancy theories, some constraints have been
\hspace{1cm} imposed on the plastic flow direction. These restrictions are sum-
\hspace{1cm} marized in Table 5.4 by using the unit vector, with components $n_p$ and
\hspace{1cm} $n_q$, collinear to the plastic flow. Also from the experimental results
\hspace{1cm} on the Sacramento River sand (Fig. 5.4), no difference appears between
\hspace{1cm} the critical and the characteristic states. For convenience, and
<table>
<thead>
<tr>
<th>Origin of Constraint</th>
<th>Nature of Constraint</th>
<th>Translation in Elastic-Plastic Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic State</td>
<td>At the characteristic state (relation 5.13) the plastic volumetric strain $d\varepsilon_p^v$ equals zero.</td>
<td>if $\frac{q}{p} = M^e$ or $M^c$, then $n_p = 0$ and $n_q = 1$ no condition on $H$</td>
</tr>
<tr>
<td></td>
<td>In the subcharacteristic domain, $d\varepsilon_p^v$ is positive (contracting).</td>
<td>if $M_c &lt; \frac{q}{p} &lt; M^e$, then $n_p &gt; 0$</td>
</tr>
<tr>
<td></td>
<td>In the supercharacteristic domain, $d\varepsilon_p^v$ is negative (dilating).</td>
<td>if $\frac{q}{p} &lt; M_c$ or $\frac{q}{p} &gt; M^e$, then $n_p &lt; 0$</td>
</tr>
<tr>
<td>Critical State</td>
<td>At the asymptotic critical state (relation 5.11), the plastic volumetric strain $d\varepsilon_p^v$ equals zero, and the plastic deviatoric strain $d\varepsilon_p^q$ is infinite</td>
<td>if $\frac{q}{p} = M_c$, then $n_p = 0$ and $n_q = 1$ $H = 0$</td>
</tr>
<tr>
<td>Stress-dilatancy</td>
<td>The plastic flow direction depends on the stress obliquity, i.e., $\frac{q}{p}$</td>
<td>$n_p$ and $n_q$ are functions of $\frac{q}{p}$</td>
</tr>
</tbody>
</table>
invoking the difficulty of defining accurately both states, the critical 
and the characteristic states are assumed to coincide in the \( p-q \) space, 
i.e., relations (5.13) and (5.11) are identical.

In conclusion, from the experimental observations on the Sacramento 
River sand and from the literature review, the unit vector normal to the 
bounding surface obeys the following rule: when \( q \) is positive, the 
component \( n_p \) is positive, zero, or negative depending on whether the 
ratio \( \frac{q}{p} \) is respectively smaller than \( M_c \), equal to \( M_c \), or larger than \( M_c \); 
when \( q \) is negative, the same result holds for \( n_p \) by substituting \( M_c \) for 
\( M_c \).

Since the ratio \( \frac{n_p}{n_q} \) is only a function of the ratio \( \frac{q}{p} \), the following 
equation is obtained

\[
\frac{dq}{dp} = \frac{n_p}{n_q} \frac{[q]}{[p]} \quad (5.18)
\]

which results from equation (3.72). The bar added to \( dp \) and \( dq \) refers 
to the image point lying on the bounding surface. In order to solve the 
equation (5.18), a relation between the image and stress state must be 
specified. One such a rule is radial mapping, which is specified in 
relation (4.6), and becomes here

\[
\bar{p} = xp \quad (5.19a)
\]
\[ \bar{q} = x_q \] (5.19b)

where \( x \) is scalar. When selecting such a mapping, the equation (5.18) becomes homogeneous, and may be solved to give the bounding surface equation. However, according to the experimental scattering observed in Fig. 5.7, the function \[ \frac{n_p}{n_q} \begin{bmatrix} a \\ p \end{bmatrix} \] is difficult to define. The following alternative approach is therefore preferred.

Keeping the radial mapping, as enunciated in relation (5.19), a simple surface, with a suitable normal, is chosen. Composed of portions of ellipses, it is described by the following equations: if \( |\bar{q}| < M_p \), (contracting domain),

\[ \left( \frac{\bar{p}}{p-1} - \frac{a}{M} \right)^2 + \left( \frac{\bar{q}}{M} \right)^2 - \lambda^2 = 0 \] (5.20a)

and if \( |\bar{q}| > M_p \), (dilating domain),

\[ a(a-2)\left( \frac{\bar{p}}{p-1} - \frac{a}{M} \right)^2 + \left( a-2 \right) \left( \frac{\bar{q}}{M} + A \right)^2 - (a-1)^2 \lambda^2 = 0 \] (5.20b)

where \( M \) is equal to \( M_c \) or \( M_e \), depending on whether \( \bar{q} \) is positive or negative. Plotted in Fig. 5.8 this surface has a general equation

\[ f(\bar{p}, \bar{q}, A, M, a, \rho) = 0 \] (5.20c)

From the relations (5.19) and (5.20c) the stress state and the image points are related such that:
Fig. 5.8. The bounding surface in the p-q space.
$$\bar{p} = yA \quad (5.21a)$$

$$\bar{q} = y \frac{a}{p} A \quad (5.21b)$$

where $y$ is found by solving the following equation:

$$f(yA, yA \frac{a}{p} , A, M, a, p) = 0 \quad (5.22)$$

The equation (5.22) yields the following results

if $|q| < M_p$,

$$y = \frac{1+(\rho-1) (1+z \rho (\rho - 2)) \gamma_2}{1+(\rho-1)^2 z^2} \quad (5.23a)$$

and if $|q| > M_p$,

$$y = \frac{2(a-z)}{a+(a-2) z^2} \quad (5.23b)$$

where

$$z = \frac{a}{M_p} = \frac{\bar{q}}{M_p} \quad (5.23c)$$

The distance $\delta$, connecting the stress state and the image point, is given as follows

$$\delta = \left[ (p - \bar{p})^2 + (q - \bar{q})^2 \right]^{\gamma_2} \quad (5.24a)$$

and, by using the relations (5.21), it becomes
\( \delta = (p-yA) \left[ 1 + \left( \frac{q}{p} \right)^2 \right]^{\frac{3}{2}} \) \hspace{1cm} (5.24b)

The unit vector normal to the bounding surface at the image point is calculated from (3.57), (5.20) and (5.23), in the dilating domain to have components

\[
\begin{align*}
\mathbf{n}_p &= \frac{qM}{h} (y-1) \quad (5.25a) \\
\mathbf{n}_q &= \frac{1}{h} [(a-2)yz+1] \quad (5.25b)
\end{align*}
\]

where

\[
h = \left[ a^2M^2(y-1)^2 + ((a-2)yz+1)^2 \right]^{\frac{3}{2}} \quad (5.25c)
\]

and in the contracting domain

\[
\begin{align*}
\mathbf{n}_p &= \frac{1}{h} M(y-1) \quad (5.26a) \\
\mathbf{n}_q &= \frac{1}{h} (p-1)^2yz \quad (5.26b)
\end{align*}
\]

where

\[
h = \left[ M^2(y-1)^2 + (p-1)^4y^2z^2 \right]^{\frac{3}{2}} \quad (5.26c)
\]

The parameter \( M_e, M_c \) define the contracting and dilating domain. The direction of plastic flow is governed by two parameters: one in the contracting domain, \( p \), and another in the dilating domain, \( a \). The parameter \( A \), which controls the size of the bounding surface, does not affect the plastic flow direction.
The quantities $n_p/n_q$, calculated from relations (5.25), (5.26), are plotted versus the ratio $\frac{\alpha}{\beta}$ for different values of the constants $\rho$ and $\alpha$ in Fig. 5.9. Although no perfect agreement between theoretical and experimental results is possible, due to the scattering of experimental points, the plastic flow direction predicted by the bounding surface agrees with the observed values.

5.4 BOUNDING SURFACE MOTION

Already partially specified by the equations (5.20), the motion of the bounding surface is completed by defining an evolution law for the parameters $M, A, \rho,$ and $\alpha$. All of these parameters must be regarded as depending upon some internal variables, which characterize the material memory.

5.4.1 Choice of Internal Variables

The internal variables must always be selected with discernment, since their contribution is fundamental to a description of the irreversible rheological behavior. For convenience, only one scalar internal variable is chosen. As any sand exhibits a behavior strongly dependent on its density, this variable must be related to the void ratio. Additionally it must only change when plastic flow occurs. Among other possibilities, the plastic void ratio $e^p$ is retained. It is defined

$$e^p = e - e^e$$  (5.27a)
Fig. 5.9. Direction of plastic flow predicted by the new bounding surface for different values of the constants $\rho$ and $\alpha (M_0 = 1.4)$. 
where $e$ is the total void ratio, and $e^e$ the elastic void ratio, which depends only upon the selected elastic model and the present stress state in the following way

$$e^e = - (1+e_0) \int_0^p \frac{dp}{B(p,q)}$$

(5.27b)

where $e_0$ is the initial void ratio.

The plastic void ratio $e^p$ and the plastic volumetric strain $e^p_v$ are related as follows

$$e^p_v = \frac{-e_0 + e^p}{1+e_0}$$

(5.28)

Other internal variables may be added to represent the material memory in more detail; for instance, a second variable is defined later to describe the cyclic behavior.

### 5.4.2 Motion of the Bounding Surface

In order to describe the bounding surface motion, the relations of the variable $e^p$ with the other parameters $M$, $\rho$, $a$, $A$ must be specified. From experimental observations on the direction of plastic flow, and for simplicity, $M$, $\rho$ and $a$ are assumed to be constant. The only variable left to depend on $e^p$ is the parameter $A$; its relation with $e^p$ is particular when the stress state reaches the critical state. At this stage, the stress state has reached its bound, and from relation (5.11) and Fig. 5.8, it lies on the summit of the bounding surface located at $A, MA$. Since the void ratio, and the stress do not change, by invoking
relation (5.27), the plastic void ratio remains also constant, and has a critical state of its own, which is described by a relation similar to the relation (5.11c):

\[ e^p = \Gamma_p - \lambda_p \ln \Lambda \]  \hspace{1cm} (5.29)

where \( \Gamma_p \) and \( \lambda_p \) are two material constants, different from the constants \( \Gamma \) and \( \lambda \) defined in (5.11c).

Using the nonlinear elastic model defined in section 5.1, from Tables 5.3, the quantities \( e^p \) are calculated at the critical state for the dense Sacramento River sand and plotted versus the mean pressure \( \Lambda \) in Fig. 5.10. By applying a linear regression analysis to the experimental points of Fig. 5.10, the following results were obtained: \( \Gamma_p = 0.88 \) and \( \lambda_p = 0.083 \). \( \Gamma_p \) and \( \lambda_p \) differ only slightly from \( \Gamma, \lambda \) defined for the critical state, since \( e^e \) may be neglected compared to \( e^p \).

By extrapolation relation (5.29), which must hold in particular at the critical state, is assumed to be always satisfied. This relation describes fully the isotropic motion of the bounding surface.

5.5 AMPLITUDE OF PLASTIC FLOW

Once the bounding surface equation and a mapping rule are defined, the plastic flow direction is known. Its amplitude needs to be specified by the modulus \( H \) as a function of two variables: the distance \( \delta \) and the modulus \( H_B \). The plastic modulus \( H_B \) is defined analytically from the equation and motion of the bounding surface by applying the
Fig. 5.10. Critical state for dense Sacramento River sand represented by plastic void ratio $e^p$ versus mean pressure $p$. 
consistency condition. The relation between \( H_p \), \( H_p^B \) and \( \delta \) is determined first by calculating their respective values during drained and undrained tests, then by fitting these values with appropriate dimensionless quantities.

5.5.1 Plastic Modulus \( H_p^B \) on Bounding Surface

The bounding surface depends only upon one internal variable, \( \varepsilon_p^p \), which is related to the plastic volumetric strain \( \varepsilon_v^p \) through (5.31). Since the relations (4.4) and (3.60) are satisfied, the plastic modulus \( H_p^B \), evaluated at the image stress, is given by

\[
H_p^B = -n_p \frac{\partial f}{\partial \varepsilon_v^p} \left\{ \frac{\partial f}{\partial \varepsilon_v^p} + \frac{\partial f}{\partial q} \right\}^{1/2}
\]  
(5.30)

The partial derivative \( \frac{\partial f}{\partial \varepsilon_v^p} \) is calculated easily from (5.28) and (5.29). Since \( A \), the measure of the bounding surface size, is the only variable parameter in (5.20)

\[
\frac{\partial f}{\partial \varepsilon_v^p} = \frac{\partial f}{\partial A} (1+e_0) \frac{A}{\lambda_p}
\]  
(5.31)

According to the expressions (5.25), (5.30) and (5.31), the plastic modulus \( H_p^B \) is expressed

\[
H_p^B = \frac{m^2(y-1)(y-1+(\rho-1))^2}{m^2(y-1)^2 + (\rho-1)^2 \varepsilon^2} (1+e_0) \frac{A}{\lambda_p}, \text{ if } |q| \leq M_p
\]  
(5.32a)

and
\[ H_B = \frac{a^2 y(y-1)(a-z)}{a^2 y^2 - [(a-2)yz+1]^2} \left(1+e_0\right) \frac{A}{\lambda_p} , \text{ if } |q| > M_p \] (5.32b)

where \( y \) and \( z \) are given by the relations (5.23).

The modulus \( H_B \) depends on the stress obliquity, represented by \( z \) (5.23c), and on \( A \), the bounding surface size. A dimensionless plastic modulus, denoted by \( \overline{H}_B \) and related only to \( z \), is defined as follows:

\[ \overline{H}_B = \frac{H_B \lambda_p}{(1+e_0)A} \] (5.33)

\( \overline{H}_B \) is represented in Fig. 5.11 versus \( z \) for different values of the parameters \( \rho \) and \( \alpha \). \( \overline{H}_B \) is maximum and equal to \( \rho \) for the isotropic stress state \((z=0)\), goes through zero at the critical or characteristic state \((z=1)\), reaches a negative minimum value, then finally increases to zero when \( z \) becomes equal to \( \alpha \).

5.5.2 Relation Between Plastic Moduli \( H \) and \( H_B \) and Distance \( \delta \)

In order to examine their interrelation, the parameters \( H \), \( H_B \) and \( \delta \) are calculated from discrete experimental data points recorded during the drained and undrained tests on the Sacramento River sand. These calculations are performed by the computer code soil [5.2]. The plastic strain increments \( \Delta e^P_v \), \( \Delta e^P_q \) between two successive stress and strain states are defined as in section 5.2.3b. At a stress state represented by \( p, q \), with its succeeding increment of stress \( dp, dq \), the plastic modulus \( H \) may be calculated from relations (5.9)
Fig. 5.11. Normalized plastic modulus $H_B$ versus the ratio $z$ for different values of $\rho$ and $\alpha (M_c = 1.4)$. 
\[ H = \frac{d\varepsilon_p dp + d\varepsilon_p dq}{\left[ d\varepsilon_v^2 + d\varepsilon_q^2 \right]^{\frac{\nu_2}{2}}} \quad (5.34) \]

Since \( H_B \) and \( \delta \) are known from the relations (5.30) and (5.24), all three quantities \( H, H_B \) and \( \delta \) may be calculated simultaneously at any moment of an experiment. In order to exhibit a relation between \( H, H_B \) and \( \delta \), after several trials, the difference \( H - H_B \) is plotted versus the distance \( \delta \) in Fig. 5.12a and 5.12b, in the respective case of drained and undrained tests performed at different confining pressures. According to Fig. 5.12, the quantity \( H - H_B \) is always positive when \( \delta \) is positive, and tends monotonically towards zero when \( \delta \) goes to zero. Consequently, like Dafalias and Herrmann [5.7], the following relation is suggested:

\[ H = H_B + h(\delta) \quad (5.35) \]

where the function \( h(\delta) \) must satisfy the following constraints:

\[ h(\delta) > 0 \quad , \quad \text{when} \quad \delta > 0 \quad (5.36a) \]

\[ h(\delta) = 0 \quad , \quad \text{when} \quad \delta = 0 \quad (5.36b) \]

\[ h(\delta) \text{ large} \quad , \quad \text{when} \quad \delta \text{ large} \quad (5.36c) \]

\[ h(\delta) \text{ is a continuous function of} \quad \delta \quad (5.36d) \]

The first two constraints come from the previous observations of Fig. 5.12. The third restriction enforces the material response to be elastic far away from the bounding surface. Finally, the last
Fig. 5.12. Values of $H - H_B$ versus the distance $\delta$ calculated from experimental tests on the dense Sacramento River sand.

a) undrained tests at constant total confining pressure
b) drained tests at constant confining pressure.
constraint gives a continuous transition from purely elastic to elastic-plastic response. From relations (5.35), (5.36) and Fig. 5.11, the plastic modulus \( H \) is in agreement with the constraints mentioned in Table 5.4. When the stress state is located on the characteristic state (relation 5.13 or 5.11), the distance \( \delta \) is different from zero: the plastic modulus \( H \) is different from zero whereas \( H_B \) equals zero. When the stress state reaches the critical state, the distance \( \delta \) equals zero; both \( H \) and \( H_B \) are equal to zero. In addition, the relations (5.33) and (5.36) control the strain-softening effect. This last phenomenon, initiated when the plastic modulus \( H \) becomes negative, can only occur in the dilating domain, where \( H_B \) is negative. It cannot occur in the contracting domain.

The previous general relations between \( H \), \( H_B \) and \( \delta \) may be detailed by introducing the dimensionless quantities \( \bar{H} \) and \( \bar{\delta} \). \( \bar{H} \), the normalized plastic modulus, is defined as \( \bar{H} = \frac{H}{H_B} \) in relation (5.36). \( \bar{H} \) which is calculated simultaneously with \( H \), \( H_B \) and \( \delta \) is represented versus the ratio \( \eta = \frac{\sigma}{\sigma_p} \) in Fig. 5.13a and 5.13b for drained and undrained tests at different confining pressures. From Fig. 5.13, \( \bar{H} \) depends on \( \eta \).

The normalized distance, denoted \( \bar{\delta} \), is defined as:

\[
\bar{\delta} = \frac{\delta}{\delta_{\text{max}}} \tag{5.37a}
\]

where \( \delta_{\text{max}} \), maximum distance between any stress state and image point, is the distance between the origin of stress and the image.
Fig. 5.13. Normalized plastic modulus $\bar{H}$ versus the ratio $\eta$ calculated from experimental tests on the dense Sacramento River sand.

a) undrained tests at constant total confining pressure
b) drained tests at constant confining pressure.
According to (5.24b), the normalized distance can be expressed as

$$\delta = 1 - \frac{y}{y_A} \quad (5.37b)$$

where $y$ is given by (5.23) and $A$ is the bounding surface size. The stress states corresponding to the same $\delta$ belong to a surface, which is homothetic to and smaller than the bounding surface.

For simplicity, the variables $\delta$ and $\eta$ are assumed to have separate effects on the function $h(\delta)$. Then, after the normalization specified in (5.33), the relation (5.33) becomes

$$\bar{H} = \bar{H}_B + a(\eta) \cdot b(\delta) \quad (5.38)$$

where the functions $a(\eta)$ and $b(\delta)$ describe the separate influence of $\eta$ and $\delta$ on the modulus $\bar{H}$.

According to Fig. 5.13, the function $a(\eta)$ must decrease when $\eta$ increases. After several trials, the following form was retained:

$$a(\eta) = \frac{a_0}{2} \left[ \cos \left( \pi \left( \frac{\eta}{\eta_p} \right)^{a_1} \right) + 1 \right] \quad (5.39)$$

where $a_0$, $a_1$, and $\eta_p$ are three material constants. This arbitrary relation has been selected mainly for one reason: it describes a wide range of variations from a maximum value to a zero value, when the parameters $a_0$, $a_1$, and $\eta_p$ vary. Such a general variation may be appreciated from Fig. 5.14, where $a(\eta)/a_0$ has been plotted versus $\eta/\eta_p$ for different values of $a_1$. The parameter $a_1$ offers different types of continuous
Fig. 3.14. Function \( a(\eta) \) represented by \( a(\eta)/a_0 \) versus the quantity \( \eta/\eta_p \) for different values of \( a_1 \).

Fig. 5.15. Function \( \delta^{b_1} \) versus \( \delta \) for different values of \( b_1 \).
decrease for \( a(\eta) \), and is selected in an arbitrary way. The constant \( a_0 \),
maximum value for \( a(\eta) \), is chosen from isotropic test since \( a(0) \) is
equal to \( a_0 \). The constant \( \eta_p \), for which \( a(\eta_p) \) equals zero, is related
to the peak failure stress. \( \eta_p \) is larger than or equal to the critical
state slope, \( M \), depending on whether or not strain-softening is present.
For the dense Sacramento River sand, which exhibits strain-softening
during drained tests, the constant \( \eta_p \) has been selected, by trial and
error, so that the predicted peak values are close to the experimental
values: \( \eta_p = 2 \). The constant \( a_0 \), independent from \( a_1 \) and \( \eta_p \) has been
chosen so that predicted and experimental isotropic tests are close
enough: \( a_0 = 6 \). Finally \( a_1 \) is arbitrarily selected: \( a_1 = 2 \).

The function \( b(\delta) \), which characterizes the dependence of \( \bar{H} \) upon \( \bar{\delta} \)
in relation (5.38), is assumed to have the following composite form:

\[
b(\delta) = \delta^{b_1} + \exp[b_2(\delta - \delta_{\min})]H_0(\delta - \delta_{\min})
\tag{5.40}
\]

where \( b_1 \) and \( b_2 \) are two material constants, \( H_0(x) \) is the Heaviside func-
tion and \( \delta_{\min} \) is a new internal variable. Only helpful for cyclic
loading, \( \delta_{\min} \) represents the smallest normalized distance \( \bar{\delta} \) which has
been reached during the past loading history. As relation (5.89), rela-
tion (5.40) has been selected to be as general as possible, especially
regarding the first term \( \delta^{b_1} \). During any monotonic loading, \( \bar{\delta} \) is equal
to \( \delta_{\min} \): The Heaviside function vanishes. In this eventually, the func-
tion \( b(\delta) \) becomes equal to \( \delta^{b_1} \) and has been plotted in Fig. 5.15 for
different values of $b_1$ varying from 0.1 to 10. From Fig. 5.15, the parameter $b_1$ gives different aspects to the function $\delta^{b_1}$. For the dense Sacramento River sand, the constant $b_1$ was found, by trial and error, in order to fit the drained tests: $b_1 = 1$.

The additional term of relation (5.40), depending upon $\delta_{\text{min}}$ and $b_2$, controls arbitrarily the amount of plastic strain created during cyclic loadings. When $\delta$ becomes larger than $\delta_{\text{min}}$, the function $b(\delta)$ takes larger values controlled by the parameter $b_2$, which implies a larger plastic modulus and consequently less plastic strain. For the dense Sacramento River sand, $b_2$ was estimated in order to approximate the plastic strain generated during cyclic isotropic loading: $b_2 = 8$. The constant $b_2$, has an effect on the predicted response only for cyclic loadings, not for monotonic loadings.

Trial and error computations are required to specify the constants $a_0, a_1, n, b_1$, and $b_2$. The relations (5.39) and (5.40) are the weakest points of the theory and need to be improved in the future.

5.6 MODEL CONSTANTS

All the material constants necessary to specify a material response are summarized in Table 5.5. The values given in Table 5.5 are obtained for the dense Sacramento River sand. The material constants are divided into four different groups, which characterize separately particular aspects of the material response.
### TABLE 5.5 MATERIAL CONSTANTS AND NUMERICAL VALUES FOR DENSE SACRAMENTO RIVER SAND

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>See Section</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_0$</td>
<td>Bulk modulus constant</td>
<td>5.2</td>
<td>729</td>
<td>kg/cm²</td>
</tr>
<tr>
<td>$n$</td>
<td>Bulk modulus constant</td>
<td>5.2</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>$\nu_n$</td>
<td>Constant Poisson's ratio</td>
<td>5.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td>Aspect ratio of ellipse in contracting domain</td>
<td>5.3.4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Slope of ellipse in dilating domain</td>
<td>5.3.4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_p$</td>
<td>Critical plastic void ratio for unit pressure (kg/cm²)</td>
<td>5.4.2</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>$\lambda_p$</td>
<td>Slope of critical state line in $e_2$-ap plane</td>
<td>5.4.2</td>
<td>0.0832</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$a_0$</td>
<td>Slope of critical state for positive deviatoric stress</td>
<td>5.3.1</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>$b_1$</td>
<td>Slope of critical state for negative deviatoric stress</td>
<td>5.3.1</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>Dependence of $\bar{H}$ on $\eta$</td>
<td>5.5.2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>$a_1$</td>
<td>Dependence of $\bar{H}$ on $\eta$</td>
<td>5.5.2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>Dependence of $\bar{H}$ on $\eta$</td>
<td>5.5.2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$b_1$</td>
<td>Dependence of $\bar{H}$ on $\delta$</td>
<td>5.5.2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>Dependence of $\bar{H}$ on $\epsilon$</td>
<td>5.5.3</td>
<td>$\nu$</td>
<td></td>
</tr>
</tbody>
</table>
The first group, composed of $B_0$, $n$, $\psi_0$, represents the elastic contribution to the total elastic-plastic response. $B_0$ and $n$ are calculated by fitting the unloading response during an isotropic test (section 5.2.3). $\psi_0$ is arbitrarily chosen equal to an admissible value, about 0.2 or 0.3.

The second group, constituted by $\rho$ and $\alpha$, characterizes the plastic flow direction in the contracting and the dilating domains respectively. They define the bounding surface shape by giving the aspect ratio of the ellipse in the contracting domain and the slope of the ellipse in the dilating domain at the origin of stress. $\rho$ and $\alpha$ are estimated by comparing the predicted flow direction of Fig. 5.9 with the experimental flow direction as shown in Fig. 5.7.

The third group, made up of $\Gamma_p$, $\lambda_p$, $M_c$ and $M_\delta$, represents the critical state, coincident with the characteristic state. $M_c$ and $M_\delta$ define not only the relative size of the contracting and dilating domains, but also the critical state lines for positive and negative deviatoric stress. $M_c$ and $M_\delta$ are calculated as in section 5.3.1. $\Gamma_p$ and $\lambda_p$ specify the location of the critical state, and the motion of the bounding surface; they are estimated as in section 5.4.1.

The fourth and last set of model constants, $a_0$, $a_1$, $\eta_p$, $b_1$ and $b_2$ defines the relation between the plastic moduli $H$, $H_B$ and the distance $\delta$. The constants $a_0$, $a_1$, $\eta_p$ represent the dependence of $H$ upon the ratio $q/p$ and are estimated by trial and error as in section 5.5.2. The
constants $b_1$ and $b_2$ define the influence of the distance $\delta$ upon the plastic moduli $\tilde{H}$. They are also evaluated by trial and error as in section 5.5.2.

All the calculations of the model constants have been performed in Chapter V for the particular case of the dense Sacramento River sand. They may be repeated for any other sand.

5.7 THEORY VERSUS EXPERIMENT

The new constitutive relations were implemented in the interactive computer code soil [5.2] in order to simulate numerically isotropic, drained and undrained shear tests for different confining pressures given in Table 5.6. To each loading there corresponds a constraint on stress or strain. For the isotropic test, the deviatoric stress $q$ equals zero. For the drained tests, the confining pressure is fixed, whereas for the undrained tests the volumetric strain remains equal to zero. Each constraint transforms the incremental constitutive relations, as shown by relation (3.59), into a system of non-linear ordinary differential equations, which was integrated step by step by the interpolation method introduced by Burlish and Stoer [5.3].

For an isotropic test, the incrementing variable is the mean pressure $p$, while, for drained and undrained shear tests, the axial strain $\varepsilon_1$ is preferred in order to describe a possible strain-softening. The increment values, respectively equal to 0.5 for the mean pressure and
<table>
<thead>
<tr>
<th>Tests</th>
<th>$\sigma_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(kg/cm$^2$)</td>
</tr>
<tr>
<td>Drained tests at constant</td>
<td>1.</td>
</tr>
<tr>
<td>effective confining pressure $\sigma_3$</td>
<td>3.</td>
</tr>
<tr>
<td></td>
<td>6.</td>
</tr>
<tr>
<td></td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>20.</td>
</tr>
<tr>
<td>Undrained tests at constant</td>
<td>1.</td>
</tr>
<tr>
<td>total confining pressure $\sigma_3$</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>29.9</td>
</tr>
<tr>
<td></td>
<td>40.1</td>
</tr>
</tbody>
</table>
0.001 for the axial strain, may be decreased to a lower value in order to enforce the numerical convergence.

All the numerical simulations are compared in Fig. 5.16, 5.17 and 5.18 with the experimental results obtained on the dense Sacramento River sand. An isotropic test with two loading-unloading cycles is simulated in Fig. 5.16. In contrast to conventional plastic models, the new model predicts plastic strain during each reloading. The parameter $b_2$ controls this nonreversible cyclic behavior and may be decreased in order to obtain larger plastic volumetric strain. Undrained tests at different confining pressures are simulated in Fig. 5.17. Although the predicted and real behavior agree qualitatively well, the simulated pore pressure are too large (Fig. 5.17c). This pore pressure excess implies that the effective stress paths in Fig. 5.17a are not vertical enough before crossing the characteristic line. This discrepancy may be caused by the parameter $\rho$, which defines the plastic flow direction below the critical state line. A larger value of $\rho$ gives a stress path more vertical. This discrepancy is also due to experimental errors. During undrained tests, the rubber membrane, which isolates the soil sample from its surrounding, penetrates between the sand grains. This penetration is due to difference of pressure between the confining pressure and the internal pore-water pressure. A correction of the experimental results which compensates the membrane penetration effect would improve the agreement between theory and experiment. For the drained tests (Fig. 5.18), the theory shows a good agreement with the experiment,
Fig. 5.16. Predicted and experimental isotropic tests on the dense Sacramento River sand.
Fig. 5.17a. Predicted and experimental undrained tests at different confining pressures (dense Sacramento River sand).
Fig. 5.17b. Predicted and experimental undrained tests at different confining pressures (dense Sacramento River sand).
Fig. 5.17c. Predicted and experimental undrained tests at different confining pressures (dense Sacramento River sand).
Fig. 5.18a. Predicted and experimental drained tests at different confining pressures (dense Sacramento River sand).
Predicted and experimental drained tests at different confining pressures.
(dense Sacramento River sand).
Fig. 5.18c. Predicted and experimental drained tests at different confining pressures (dense Sacramento River sand).
especially to describe the void ratio (Fig. 5.18c) from its initial to final critical value. As observed experimentally, the stress drop following the peak stress become less important when the confining pressure is increased; finally the stresses and volumetric strain reach an asymptotic value for large axial strain. However the simulated response is softer than the observed one, which is certainly caused by low values of the plastic modulus H.

In Fig. 5.18, the new constitutive model is compared to Lade's second model [5.10], which constitutes a good example of the application of conventional plasticity to describe the sand behavior. The main change w.r.t. Lade's first model presented in section 3.2.1 is a new composite yield surface, which is composed of a cone slightly different of the original yield surface and of an elliptic cap centered on the hydrostatic axis. The numerical predictions, shown in Fig. 5.18c, was performed with the fourteen model constants given by Lade [1.17]. Lade's model predicts a better response for small axial strain, but forecasts a continuous stress drop after the maximum stress (Fig. 5.18a) and a continuous dilatancy (Fig. 5.18b). For large axial strain, the stress drop becomes so large that the deviatoric stress becomes negative, and the soil volume keeps increasing to reach a nonphysical value.

Although the corresponding laboratory tests on the Sacramento River sand were unavailable, two cyclic loadings were predicted in Fig. 5.19 and 5.20. In Fig. 5.19, ten undrained cycles were performed with the
deviatoric stress \( q \) varying between 0 and 10 kg/m\(^2\); the calculated pore pressure increases until it reaches a maximum (Fig. 5.19c), which implies that the stress path (Fig. 5.19a) stabilizes in the \( p-q \) space. The dense Sacramento River sand does not liquefy according to the numerical simulation. For a larger initial void ratio, the parameter \( b_2 \) may take a smaller value so that the effective stress path can reach the failure line (liquefaction). In Fig. 5.20 two sets of five drained cycles at constant confining pressure were also predicted. The deviatoric stress \( q \) was cycled first from 5 to 10 kg/m\(^2\) in the subcharacteristic domain, then from 15 to 20 kg/m\(^2\) in the supercharacteristic domain. For the first cycles series, the material contracts, whereas for the second one, it dilates. This result is similar to Luong's experimental results presented in Fig. 5.5 and could not be simulated by a conventional plastic model like Lade's model since no plastic volumetric strain could be created by cycles inside the yield surface. Both predictions of drained and undrained cyclic responses, although they could not be corroborated by experimental data, are encouraging: they represent qualitatively and quantitatively representative of a dense sand behavior.

5.8 GENERALIZATION FROM AXISYMMETRIC TO SIX-DIMENSIONAL STRESS STATE

The new constitutive equation has been constructed only for axisymmetric stress states, corresponding to the only available test results on the Sacramento River sand. In order to be operational in a finite element data code, where any combined stress state becomes possi-
Fig. 5.19a. Simulated undrained cyclic test on the dense Sacramento River sand.
Fig. 5.19b. Simulated undrained cyclic test on the dense Sacramento River sand.
Fig. 5.19c. Simulated undrained cyclic test on the dense Sacramento River sand.
Simulated drained cyclic test on the Donoso Sacramento River sand.
ble, the new model must be generalized to six-dimensional stress space. This generalization process, commonly used in any material modeling, can be illustrated with the transformation of a surface, which may be a yield, potential or bounding surface, from the p-q space into a hypersurface in the six-dimensional space. This example is used next to generalize the new model.

3.8.1 From Surface in p-q Space to Hypersurface in Six-Dimensional Stress Space

Given a surface in p-q space, denoted by \( f^*(p,q,\xi) = 0 \), a hypersurface must be found such that its projection onto the p-q space coincides with the surface \( f^* \). Excluding in particular the nonisotropic surfaces, such as von Mises' surfaces not centered on the hydrostatic axis, two specific classes of surfaces in the p-y space are only extended into hypersurfaces in six-dimensional stress space. This particular generalization is performed by creating an isotropic surface, represented by \( f(I,J,\theta,\xi) = 0 \), the projection of which is the surface \( f^* \) in the p-q space.

The first category comprises the surfaces symmetric about the p axis, which implies that, for any p and q:

\[
f^*(p,-q,\xi) = f^*(p,q,\xi) = 0 \tag{5.41}
\]

Considering the relation (3.60c), these surfaces are easily generalized in the stress invariant space into surfaces independent of Lode's angle and satisfy the following relation
\[ f(I, J, \xi) = f^*(\frac{I}{3}, \frac{3}{2}p, \xi) = 0 \quad (5.42) \]

In a principal stress space, such a surface intersects a deviatoric plane along a circle centered on the hydrostatic axis. For example, the Roscoe-Burland model [5.20], one of the earliest plastic soil models, has an elliptic yield surface (Fig. 5.21a) in the \( p-q \) space:

\[ f^*(p, q, p_{nc}) = \frac{q^2}{\nu^2} + p(p-p_{nc}) = 0 \quad (5.43) \]

This surface is generalized according to relation (5.42) such as

\[ f(I, J, p_{nc}) = 3\left[\frac{J}{3}\right]^2 + \frac{1}{3}[1 - p_{nc}] = 0 \quad (5.44) \]

and is represented in Fig. 5.21b.

A more general category is composed of surfaces which obey the following relation:

\[ f^*(p, -q, \xi) = f^*(p, \frac{q}{\beta}, \xi) \quad \text{for} \quad q > 0 \quad (5.45) \]

where \( \beta \) is a positive scalar.

The symmetric surfaces, defined by the expression (5.41), belong to this category and are obtained for \( \beta \) equal to unity. All the surfaces satisfying (5.45) are extended into isotropic hypersurfaces which obey the following relation.
Fig. 5.21. Roscoe-Burland yield surface

a) in p-q space
b) in principal stress space without influence of Lode's angle.
\[ f(I,J,\theta,\xi) = f^* \left[ \frac{1}{3}, 3^{\frac{1}{3}}, \frac{I}{g(\theta,\beta)}, \xi \right] \]  

(5.46)

where \( g(\theta,\beta) \) is a continuous interpolating function of Lode's angle and \( \beta \) which obeys the following constraints:

\[ g\left( \frac{\pi}{6}, \beta \right) = 1 \]  

(5.47a)

\[ g\left( -\frac{\pi}{6}, \beta \right) = \beta \]  

(5.47b)

An example of such a function is given by Dafalias and Herrmann [5.7].

\[ g(\theta,\beta) = \frac{2\beta}{1+\beta - (1-\beta) \sin 3\theta} \]  

(5.48)

\( g(\theta,\beta) \) is represented in Fig. 5.22 for different values of \( \beta \). This function of Lode's angle scales the radial distance of a point on the surface to the hydrostatic axis. If \( \beta \) is close to 0.8, Fig. 5.22 presents some similarities with Fig. 3.5a, which represent the intersection of Lade's yield surface with a deviatoric plane.

For example, the Roscoe-Burland model may be adapted by requiring the following change in relation (5.46)

\[ M = M_c \text{ if } q > 0 \quad M = M_c \quad - M_e \text{ if } q < 0 = M_e \]  

(5.49)

After such a modification the surface satisfies (5.48) where \( \beta \) is equal to \( \frac{M_e}{M_c} \).
Fig. 5.22. Influence of Lode's angle in a deviatoric plane on yield potential or bounding surfaces for different values of $\beta$. 
The generalized surface becomes:

\[ f(I, J, \theta, \kappa) = 3 \left[ \frac{J}{g(\theta, \beta)M_c} \right]^2 + \frac{I(I - 1)}{3} - p_{nc} = 0 \]  

(5.50)

If \( M_c \) and \( M_e \) are equal, the relations (5.50) and (5.44) coincide.

Two particular and simple generalizations of surfaces into hypersurfaces have been presented. This mathematical abstraction, although convenient, needs to be corroborated by experimental investigations. The influence of the Lode's angle and the isotropy assumption should be examined by specifying the influence of the intermediate principal stress \( \sigma_2 \) and the effect of rotation of principal stresses.

5.8.2 Generalization of New Model

The new model defined in the \( p-q \) space must be extended to six-dimensional stress space. Since no experimental result was available on which to base this generalization, the simplest solution was adopted. The model is assumed to be isotropic, which implies from Section (3.4) that its six-dimensional formulation may be derived from stress-invariant space.

The radial mapping (5.22) becomes

\[ I = x I \]  

(5.51a)

\[ J = x J \]  

(5.51b)
\[ \bar{\sigma} = \theta \quad (5.51c) \]

where \( \bar{I}, \bar{J}, \bar{\sigma}, I, J, \theta \) represent respectively the invariants of the image stress and stress state, and \( x \) is given by solving the following equation

\[ f(x \bar{I}, x J, \theta, \xi) = 0 \quad (5.52) \]

The bounding surface, denoted \( f(\bar{I}, \bar{J}, \theta) = 0 \) and originally described by the relation (5.20), becomes according to (5.46)

\[ \left[ \frac{\bar{I} - 3A}{p-1} \right]^2 + \left[ \frac{I}{N} \right]^2 - (3A)^2 = 0 \quad , \quad J \neq N I \quad (5.53a) \]

\[ \alpha(\alpha-2)(\bar{I}-3A)^2 + \left[ \frac{(\alpha-2) \bar{I}}{N} + 3A \right]^2 - (\alpha-1)^2(3A)^2 \quad , \quad J > NI \quad (5.53b) \]

where

\[ N = \frac{M_c}{3 \, 3^{\frac{1}{2}} \, \theta} \quad g(\theta, \beta) \quad (5.53c) \]

and

\[ \beta = \frac{M_c}{M_c} \quad (5.53d) \]

and \( g(\theta, \beta) \) is given by (5.51).

The relation (5.39) transforms into:
\[ s \left( \frac{I}{J} \right) = \frac{a_0}{2} \left[ \cos \pi \frac{J}{IN} \epsilon^2 + 1 \right] \] (5.54a)

where

\[ N_p = \eta_p \frac{\mathbf{g}^2(\theta, \phi)}{\xi^2} \] (5.54b)

All other useful relations in the stress invariant space are easily derived by using the expressions (3.60). The final expressions (3.41) relating the plastic strain increment and the stress increment may be calculated from the partial derivatives \[ \frac{\partial f}{\partial \sigma_{1j}} \] obtained by using (3.58) and differentiating (5.53). Therefore, the new model is formulated in six-dimensional stress space.
CHAPTER VI

CONCLUSIONS

In the past twenty years, the representation of rheological soil behavior through constitutive equations has been gaining so much interest among researchers and practicing engineers that it has created a new branch in soil mechanics. With the powerful combination of continuum mechanics and numerical techniques (finite elements), complex and practical geotechnical problems may be solved as boundary value problems.

Regarding the soil, always made of a multitude of discrete mineral particles, as a continuous medium, permits us to describe the motion of its grains and the forces acting on them in a simple form. However, this drastic assumption conceals some fundamental physical characteristics of the material, which should be discovered by further microscope studies.

Among all the constitutive theories treating soil as a continuum, plasticity remains the most commonly used in geotechnical works. Although this theory was used successfully for metals, its fundamental ideas do not fit exactly the more complex soil behavior. In general, basic concepts, such as yield and potential surfaces, are arbitrarily mathematical and hardly verified experimentally. When exhibited by difficult and lengthy experiments, these surfaces are found to possess irregularities, such as corner or vertices. Even basic plasticity
requirements, such as Drucker's postulate, do not apply to soils, which frequently show a strain-softening behavior.

Very recently, Dafalias and Popov brought about some changes in plasticity theory and recast most of its conventional concepts without changing its mathematical formulation. This new theoretical framework, "bounding surface" plasticity, has been applied to construct a new model for sand. Step by step, each element of this new constitutive relation has been assembled. The elastic contribution was described by a truly nonlinear elastic model. The plastic flow direction was characterized by a bounding surface composed of two ellipses. Its amplitude was determined by a relation connecting the plastic moduli $H$ and $H_B$ with the distance $\delta$. This new model, with eleven material constants, describes well the behavior of the dense Sacramento River sand. Since the model is founded on rheological behaviors commonly observed for granular materials, it is believed it may adapt to any sand by appropriate selection of the material constants. First, the constitutive equation was formulated in the simple $p-q$ space (axisymmetric loading) in order to use the only tests available on the Sacramento River sand, then it was extended to more general states of stress by invoking the isotropy assumption and a specific contribution of Lode's angle. In its six-dimensional formulation, the new model is ready to be implemented in a finite element code to represent the rheological behavior of sand.
The new model has a certain advantage over any conventional plastic model: it can describe with more flexibility the complex cyclic behavior observed for sands. The plastic strain amplitude is now controlled by a scalar relation between $H$, $H_B$, and $\delta$ and is not governed by complex relations describing changes in hypersurfaces. In the present analysis, the new model has only been validated for monotonic loadings. It had to represent simple monotonic behavior before complex cyclic responses. However the new model is believed to adapt to most experimental data set obtained on sands during cyclic loadings, either by adjusting the value of the parameter $b_2$, or by slightly modifying the relation between plastic moduli $H$, $H_B$, and distance $\delta$.

Although totally completed, and ready to be used, the new model may still be improved in different ways.

The elastic contribution, and especially the dependence of the bulk modulus upon the deviatoric stress, was defined by a theoretical correction in order to conserve energy. It could be verified experimentally. Additionally, a coupling between the elastic response and the plastic internal variables may improve the representation of sand densification during cyclic loading.

Like in conventional plasticity theory, the strain increment direction predicted by the new model was assumed to be independent of the stress increment direction. This assumption is contrary to experimental results found by Tatsuoka and Ishihara [A.1], but could not be modified
according to insufficient experimental evidence. When further experimental data become available, the plastic flow directions predicted by the new model may become dependent of the stress increment direction. The mapping rule (relation between the stress state and the image stress) may depend on the stress increment. With such a mapping rule, the plastic strain direction may be related to stress increment direction, while a smooth form (no vertex) is preserved for the bounding surface.

The amplitude of the plastic flow, defined by the scalar relation connecting $H$, $H_B$, and $\delta$, could also be improved. The constants entering this relation are fitting parameters without physical meaning. They are difficult to determine, since they are evaluated by trial and error. Future improvement may come from the introduction of the peak failure location, where the plastic modulus $H$ becomes zero for any distance $\delta$, and $H_B$.

The influence of Lode's angle and isotropy have presently been assumed for convenience. Lode's angle contribution yields for some values of model constants, $M_e$, $M_c$, a concave bounding surface; this effect should be studied in three-dimensional tests with different principal intermediate stresses. The isotropy hypothesis, which brings a good deal of simplicity for passing from axisymmetric state to six-dimensional state, could also be reexamined when sufficient data are available on the effect of principal stress rotation.
The existing model, in its present state, may be implemented in a finite element code, with the numerical integration scheme, as selected by Dafalias and Herrmann [5.7]. This technique involves a predictor multiple-corrector method, which calculates the equivalent tangential stiffness and the finite stress increment corresponding to a finite strain increment. This model implementation constitutes the next immediate project, and gives meaning to this new constitutive equation. It will help practicing engineers to represent sand behavior with more accuracy when dealing with complex geotechnical problems.
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APPENDIX A

TWO EXPERIMENTS BY TATSUOKA AND ISHIHARA

A.1 FIRST EXPERIMENT BY TATSUOKA AND ISHIHARA: (A.1)

The material used in their experiment is the loose Fuji River sand. Initial samples, all of the same density, were brought to a common stress point $X$ in the $p-q$ space (see Fig. A.1a) through 3 different stress paths:

a) isotropic consolidation followed by an increase of axial stress at constant confining pressure $\sigma_3$; this stress path is represented by $OA_0X$ in Fig. A.1a.

b) isotropic consolidation followed by an increase of deviatoric stress $q$ at constant mean pressure $p$; the stress path is represented by $OB_0X$.

c) constant stress ratio test, the axial and radial stresses, $\sigma_1$ and $\sigma_3$, are increased simultaneously such that the ratio $\eta = \frac{q}{p}$ remains constant; the stress path is represented by $OX$.

After reaching the stress state $X$, "small" increments in stress, with constant amplitude but different directions, were imposed on the samples. Then the stress increments are removed so that the sample was brought back to state $X$. All the performed stress path and stress cycles are presented in Table A1. The volumetric and deviatoric plastic strain, denoted respectively $\varepsilon^P_v$ and $\varepsilon^P_q$, which remained after this cycle
Fig. A.1. First experiment by Tatsuoka and Ishihara on the loose Fuji River sand

a) stress paths and stress increments about a common stress state X (see Table A.1)
b) measured plastic strains resulting from stress increments (see Table A.1).
<table>
<thead>
<tr>
<th>Stress path to reach stress X</th>
<th>Increment about X</th>
<th>Constraint on stress increment</th>
<th>Relation for increment of stress in p-q space (kg/cm²)</th>
<th>$e_p^p$ (%)</th>
<th>$e_q^q$ (%)</th>
<th>$e_p^p / e_q^q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA0X</td>
<td>XC</td>
<td>constant $\sigma_3$</td>
<td>$dp = \frac{1}{3}, dq = 0.356$</td>
<td>0.38</td>
<td>0.39</td>
<td>0.97</td>
</tr>
<tr>
<td>constant $\sigma_3$</td>
<td>XA</td>
<td>constant $q$</td>
<td>$dq = 0, dp = .1$</td>
<td>0.36</td>
<td>0.45</td>
<td>0.80</td>
</tr>
<tr>
<td>$\sigma_3 = 2.5\text{ kg/cm}^2$</td>
<td>XE</td>
<td>constant $q$</td>
<td>$dq = 0, dp = -1$</td>
<td>0.40</td>
<td>-0.04</td>
<td>9.21</td>
</tr>
<tr>
<td></td>
<td>XF</td>
<td>constant $\sigma_3$</td>
<td>$dp = -\frac{2}{3}, dq$</td>
<td>0.15</td>
<td>-0.04</td>
<td>4.03</td>
</tr>
<tr>
<td>OB0X</td>
<td>XB</td>
<td>constant $p$</td>
<td>$dp = 0, dq = .1$</td>
<td>0.4</td>
<td>0.52</td>
<td>0.77</td>
</tr>
<tr>
<td>constant $p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p = 2.5\text{ kg/cm}^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OC</td>
<td>XG</td>
<td>constant $\eta$</td>
<td>$dq = \eta dp = -0.514$</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>constant $\eta = \frac{a}{p}$</td>
<td>XD</td>
<td>constant $\eta$</td>
<td>$dq = \eta dp = +0.514$</td>
<td>0.44</td>
<td>0.24</td>
<td>1.83</td>
</tr>
</tbody>
</table>
were measured and plotted in Fig. A.1b in the form of vectors. A summary of test results represented in Fig. A.1 is found in Table A1.

A.2 SECOND EXPERIMENT BY TATSUOKA AND ISHIHARA: (A.1)

The material is still the loose Fuji River sand. The sample is subjected to the stress path represented in Fig. A.2a. The measured values of volumetric and deviatoric strain are plotted in Figs. A.2b and A.2c versus the stress ratio \( \eta = \frac{q}{p} \). The sample, consolidated under a confining pressure of 2.0 kg/cm\(^2\), was sheared to the stress ratio represented by point 2; and after further consolidation to point 4 following partial removal of the shear stress \( q \), the sample was again subjected to a cycle of shear stress. Figs. A.2b and A.2c show that, during this reloading, both the volume and shear strains change little until a certain stress ratio is reached, whereupon appreciable increase occurs subsequently in each strain component. The stress ratio at which the appreciable strains begin to take place was determined on the diagram and designated by the point 5 in Figs. A.2b and A.2c. This point is defined as the yield point. The sample was subjected to further cycles of consolidation and shear stress according to the scheme of stress paths indicated in Fig. A.2a. In each reloading path, strains were examined and yield points at each stage were determined as indicated by the points 9, 13, and 17.

From these tests, two successive yield points located at different portions of the same yield surface are recorded. For instance, the
Fig. A.2. Second experiment by Tatsuoka and Ishihara on the loose Fuji River sand

a) stress path followed during the test
b) measured volumetric strain versus q/p
c) measured deviatoric strain versus q/p.
points 2 and 5 of Fig. A.3a belong to the same surface, since they are connected by a stress path in the elastic domain (namely, 2,3,4,5). Each of these points is represented by the coordinates: $p_A, \eta_A$ and $p_B, \eta_B$.

With a trial and error approach, Tatsuoka and Ishihara plotted the following quantities (see Fig. A.3).

\[
\frac{(\eta_B - \eta_A)}{(p_B - p_A)} \quad \text{versus} \quad \frac{(p_A + p_B)}{2}
\]

If the yield points were close enough, the following quantities respectively represent limits:

\[
\frac{d\eta}{dp} \quad \text{and} \quad p
\]

Then the relationship established in Fig. A.3 can be expressed as:

\[
d\eta/dp = f(p) \quad \text{(A.1)}
\]

where $f(p)$ is an analytical function, which describes the curve of Fig. A.3. By arbitrarily setting reference stresses $p_0$ and $\eta_0$, the relation (1) yields by integration the yield surface equation

\[
\eta - \eta_0 = \int_{p_0}^{p} f(p)dp \quad \text{(A.2)}
\]

The results obtained from relation A.2 are compared with the experimental data in Fig. A.4.
Fig. A.3. Yield characteristic of the loose Fuji River sand.

Fig. A.4. Predicted yield loci as compared with measured loci.
APPENDIX B

DRUCKER'S POSTULATE

Consider a material element, which is in a certain initial state of stress \( \sigma^0 \). An external agency applies additional stresses to this element and then removes them. It is assumed that the changes are slow enough for the process to be isothermal. Drucker's postulate may be enunciated in the following way:

(i) During loading the additional stresses do positive work.

(ii) During the complete cycle of additional loading and unloading the additional stresses do positive work if plastic strains are produced.

Figure B.1 shows a schematic representation in stress space of the cycle of loading and unloading imposed by the external agency. Consider a loading path with the following stress steps: \( \sigma^0, \sigma + d\sigma \). From the stress \( \sigma \), the infinitesimal added stress \( d\sigma \) produces the corresponding elastic strain \( d\varepsilon^e \) and the plastic strain \( d\varepsilon^p \). The stress returns from \( \sigma + d\sigma \) to \( \sigma^0 \) by an arbitrary path. According to Drucker's postulate (ii), the work done by the additional stresses during the complete cycle is positive, i.e.,

\[
\int_{\text{cycle}} (\tau_{ij} - \sigma_{ij}^0) dx_{ij} > 0 \quad \text{(sum on } i,j=1,2,3) \quad (B.1)
\]
Fig. B.1. Cycle of loading-unloading for Drucker's postulate.
where \( \tau_{ij} \)'s represent the variable stresses during the cycle.

For the closed path, the work done by the additional stresses and the elastic strains is zero, hence

\[
\int_{\text{cycle}} (\tau_{ij} - \sigma_{ij}^0) ds_i^e = 0 \quad (\text{sum on } i,j=1,2,3) \quad (B.2)
\]

But since strains are the sum of elastic and plastic strains from (B.1), it is concluded that

\[
\int_{\text{cycle}} (\tau_{ij} - \sigma_{ij}^0) ds_i^p > 0 \quad (\text{sum on } i,j=1,2,3) \quad (B.3)
\]

Plastic deformation takes place only in the infinitesimal part \( \alpha \Delta \alpha \). The following equality holds

\[
\int_{\text{cycle}} (\tau_{ij} - \sigma_{ij}^0) ds_i^p = \alpha + \Delta \alpha \int_{\alpha} (\tau_{ij} - \sigma_{ij}^0) ds_i^p \quad (B.4)
\]

(sum on \( i,j = 1,2,3 \))

Applying the mean value theorem, and assuming that \( d\sigma_{ij} \) is small compared to \( \sigma_{ij} \) for any \( i,j \), then relations (B.3) and (B.4) yield

\[
(\sigma_{ij} - \sigma_{ij}^0) ds_i^p > 0 \quad (\text{sum on } i,j = 1,2,3) \quad (B.5)
\]

Consider now another cycle, where \( \sigma^0 \) is equal to \( \alpha \). By virtue of the Drucker's postulate (i) for the loading process \( \alpha \) to \( \alpha + d\alpha \), relation (B.4) becomes
\[ d\sigma_{ij} \cdot ds_{ij} > 0 \quad (\text{sum on } i,j = 1,2,3) \quad (B.6) \]

From the second part of the postulate, for the following cycle \( \alpha \) to \( \alpha + d\alpha \) back to \( \alpha \), relation (B.6) becomes

\[ d\sigma_{ij} \cdot ds^{(+)}_{ij} + d\sigma_{ij}d\sigma_{ij}^{(-)} > 0 \quad (\text{sum on } i,j = 1,2,3) \quad (B.7) \]

when \( ds^{(+)} \), \( ds^{(-)} \) correspond respectively to \( ds \) and \( -ds \); but using relation (B.2) it follows that

\[ d\sigma_{ij} \cdot ds^{(+)}_{ij} + d\sigma_{ij} \cdot ds^{(-)}_{ij} = 0 \quad (\text{sum on } i,j = 1,2,3) \quad (B.8) \]

Therefore it is concluded that

\[ d\sigma_{ij} \cdot ds^p_{ij} > 0 \quad (\text{sum on } i,j = 1,2,3) \quad (B.9) \]
APPENDIX C

LIST OF SYMBOLS

The symbols are ordered in the following groups.

C.1. Kinematics
C.2. Kinetics
C.3. Elastic-plastic models
C.4. Elastic model
C.5. von Mises' model
C.6. Lade's model
C.7. New sand model.

Each symbol is related to the section where it is first introduced. Some quantities related to kinematics or kinetics and starting with the letter "d" are not defined in the list of symbols: they refer to an increment of the quantities defined without a "d", e.g., \( ds_v \) is the increment of volumetric strain \( s_v \).
### C.1. Kinematics

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x, x_i$ (i=1,2,3)</td>
<td>position of a material particle</td>
<td>2.1</td>
</tr>
<tr>
<td>$u, u_i$ (i=1,2,3)</td>
<td>displacement of a particle</td>
<td>2.1</td>
</tr>
<tr>
<td>$u_{i,j}$, (i,j=1,2,3)</td>
<td>displacement gradient $\frac{\partial u_i}{\partial x_j}$</td>
<td>2.1</td>
</tr>
<tr>
<td>$\bar{u}_{i,j}$, (i,j=1,2,3)</td>
<td>average displacement gradient</td>
<td>2.1</td>
</tr>
<tr>
<td>V</td>
<td>volume</td>
<td>2.1</td>
</tr>
<tr>
<td>$\varepsilon_{ij}$ (i,j=1,2,3)</td>
<td>infinitesimal strain tensor</td>
<td>2.2</td>
</tr>
<tr>
<td>$\varepsilon_1, \varepsilon_2, \varepsilon_3$</td>
<td>principal strains</td>
<td>2.2</td>
</tr>
<tr>
<td>$\varepsilon_v, \varepsilon_q$</td>
<td>volumetric and deviatoric strain</td>
<td>2.2</td>
</tr>
<tr>
<td>$\varepsilon, \varepsilon^e, \varepsilon^p$</td>
<td>total, elastic and plastic uniaxial strain</td>
<td>3.1</td>
</tr>
<tr>
<td>$\varepsilon^e, \varepsilon^e_{ij}$ (i,j=1,2,3)</td>
<td>elastic strain tensor</td>
<td>3.2</td>
</tr>
<tr>
<td>$\varepsilon^p, \varepsilon^p_{ij}$ (i,j=1,2,3)</td>
<td>plastic strain tensor</td>
<td>3.2</td>
</tr>
<tr>
<td>$\varepsilon^e, \varepsilon^p_{ij}$</td>
<td>elastic and plastic volumetric strain</td>
<td>3.3</td>
</tr>
<tr>
<td>$\varepsilon^e, \varepsilon^p_{ij}$</td>
<td>elastic and plastic deviatoric strain</td>
<td>3.3</td>
</tr>
<tr>
<td>$\theta_\varepsilon$</td>
<td>direction of plastic strain increment</td>
<td>3.5.3</td>
</tr>
<tr>
<td>$\varepsilon, \varepsilon_o$</td>
<td>void ratio and initial void ratio</td>
<td>5.3.1, 5.4.1</td>
</tr>
<tr>
<td>$\varepsilon^e, \varepsilon^p$</td>
<td>elastic and plastic void ratio</td>
<td>5.4.1</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>d_\varepsilon</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>d_\varepsilon^p</td>
</tr>
</tbody>
</table>
### C.2. Kinetics

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{ij}$ (i,j=1,2,3)</td>
<td>Cauchy stress tensor</td>
<td>B</td>
</tr>
<tr>
<td>$\sigma_{\alpha\beta}$ (i,j=1,2,3)</td>
<td>Cauchy stress tensor</td>
<td>2.3</td>
</tr>
<tr>
<td>$\bar{\sigma}_{ij}$ (i,j=1,2,3)</td>
<td>Stress tensor at image point</td>
<td>4.2</td>
</tr>
<tr>
<td>$\sigma^{0}_{ij}$ (i,j=1,2,3)</td>
<td>Initial stress</td>
<td>B</td>
</tr>
<tr>
<td>$s_{ij}$ (i,j=1,2,3)</td>
<td>Deviatoric stress tensor</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$p,q$</td>
<td>Mean pressure and deviatoric stress</td>
<td>2.3</td>
</tr>
<tr>
<td>$\sigma^s$</td>
<td>Yield stress</td>
<td>4.1</td>
</tr>
<tr>
<td>$\eta, \eta_0$</td>
<td>$\eta = q/p$ and its initial value</td>
<td>5.3.3</td>
</tr>
<tr>
<td>$I, J, S$</td>
<td>First, second and third stress invariant</td>
<td>3.4.1</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Lode's angle</td>
<td>3.4.1</td>
</tr>
<tr>
<td>$\bar{I}, \bar{J}, \bar{S}$</td>
<td>First, second and third stress invariant at image point</td>
<td>5.8.2</td>
</tr>
<tr>
<td>$\bar{\theta}$</td>
<td>Lode's angle at image point</td>
<td>5.8.2</td>
</tr>
<tr>
<td>$w$</td>
<td>Work</td>
<td>2.3</td>
</tr>
<tr>
<td>$wp$</td>
<td>Plastic work</td>
<td>3.3</td>
</tr>
<tr>
<td>$\xi(u,t)$</td>
<td>Traction vector</td>
<td>2.1</td>
</tr>
<tr>
<td>$\theta_\sigma$</td>
<td>Direction of stress increment in $p-q$ space</td>
<td>3.5.3</td>
</tr>
<tr>
<td>$\sigma_1, \sigma_2, \sigma_3$</td>
<td>Principal stress</td>
<td>2.3</td>
</tr>
<tr>
<td>$u$</td>
<td>Pore pressure</td>
<td>5.7</td>
</tr>
</tbody>
</table>
### C.3. Elastic-plastic Models

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{B}, m_{ij}$ $(i,j=1,2,3)$</td>
<td>unit vector to yield or bounding surface</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$\mathbf{E}, m_{ij}$ $(i,j=1,2,3)$</td>
<td>unit vector to plastic potential surface</td>
<td>3.2.2</td>
</tr>
<tr>
<td>$f(\mathbf{x}, \mathbf{m}) = 0$</td>
<td>yield surface equation</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$\xi, r_i$ $(i=1,n)$</td>
<td>parameters of yield surface</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$\xi, s_i$ $(i=1,m)$</td>
<td>parameters of potential surface</td>
<td>3.2.2</td>
</tr>
<tr>
<td>$g(\mathbf{x}, \mathbf{s})$</td>
<td>plastic potential function</td>
<td>3.2.2</td>
</tr>
<tr>
<td>$H$</td>
<td>plastic modulus</td>
<td>3.2.3</td>
</tr>
<tr>
<td>$H_e(\mathbf{x})$</td>
<td>Heaviside's function</td>
<td>3.2.3</td>
</tr>
<tr>
<td>$&lt; &gt;$</td>
<td>Macaulay's function</td>
<td>3.2.3</td>
</tr>
<tr>
<td>$f^*(p, q, \xi) = 0$</td>
<td>yield surface in the $p$-$q$ space</td>
<td>3.3</td>
</tr>
<tr>
<td>$\mathbf{n}_{p', n_q}$</td>
<td>unit vector to yield or bounding surface in $p$-$q$ space</td>
<td>3.3</td>
</tr>
<tr>
<td>$\mathbf{m}_{p', m_q}$</td>
<td>unit vector to plastic potential surface in $p$-$q$ space</td>
<td>3.3</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>scalar</td>
<td>3.3</td>
</tr>
<tr>
<td>$S$</td>
<td>slope in uniaxial test</td>
<td>4.1</td>
</tr>
<tr>
<td>$S_B$</td>
<td>slope of bound in uniaxial test</td>
<td>4.1</td>
</tr>
<tr>
<td>$f(\xi, \mathbf{s}_p) = 0$</td>
<td>bounding surface equation</td>
<td>4.2</td>
</tr>
<tr>
<td>$\delta$</td>
<td>distance between stress state and image point</td>
<td>4.2</td>
</tr>
</tbody>
</table>
### C.3. Continued

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{\text{min}} )</td>
<td>minimum distance ( \delta )</td>
<td>4.2</td>
</tr>
<tr>
<td>( \delta_{ij} ) ((i,j=1,2,3))</td>
<td>Kronecker symbol</td>
<td>3.1</td>
</tr>
<tr>
<td>( x )</td>
<td>scalar</td>
<td>4.2</td>
</tr>
<tr>
<td>( \text{H}^* )</td>
<td>plastic modulus in p-q space</td>
<td>3.3</td>
</tr>
<tr>
<td>( \text{H}_B )</td>
<td>plastic modulus on bounding surface</td>
<td>4.2</td>
</tr>
</tbody>
</table>
### C.4. Elastic Models

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu, \nu_o$</td>
<td>Poisson’s ratio</td>
<td>3.53, 5.2</td>
</tr>
<tr>
<td>B</td>
<td>bulk modulus</td>
<td>3.5.3</td>
</tr>
<tr>
<td>G</td>
<td>shear modulus</td>
<td>3.5.3</td>
</tr>
<tr>
<td>E</td>
<td>Young’s modulus</td>
<td>5.2</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lame’s constant</td>
<td>5.2</td>
</tr>
<tr>
<td>$B_o$</td>
<td>elastic model constant</td>
<td>5.2</td>
</tr>
<tr>
<td>n</td>
<td></td>
<td>5.2</td>
</tr>
</tbody>
</table>

### C.5. von Mises’ Model

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{ij}$ (i,j=1,2,3)</td>
<td>center of yield surface</td>
<td>3.2.1</td>
</tr>
<tr>
<td>k</td>
<td>model parameter</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$u_o$</td>
<td>yield stress in compression</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$u_t$</td>
<td>yield stress in tension</td>
<td>3.2.1</td>
</tr>
<tr>
<td>R</td>
<td>yield surface radius</td>
<td>3.2.1</td>
</tr>
</tbody>
</table>
C.6. *Lade's Model*

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_3$</td>
<td>third stress increment</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$\chi$</td>
<td>yield surface parameter</td>
<td>3.2.1</td>
</tr>
<tr>
<td>$K_2$</td>
<td>potential surface parameter</td>
<td>3.2.2</td>
</tr>
<tr>
<td>$\xi$</td>
<td></td>
<td>3.2.2</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>material constant</td>
<td>3.2.2</td>
</tr>
<tr>
<td>$f_t$</td>
<td></td>
<td>3.2.3</td>
</tr>
<tr>
<td>$a$</td>
<td></td>
<td>3.2.3</td>
</tr>
<tr>
<td>$d$</td>
<td></td>
<td>3.2.3</td>
</tr>
<tr>
<td>$r_f$</td>
<td></td>
<td>3.2.3</td>
</tr>
<tr>
<td>$K_1$</td>
<td></td>
<td>3.2.1</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td>3.2.3</td>
</tr>
<tr>
<td>$l$</td>
<td></td>
<td>3.2.3</td>
</tr>
</tbody>
</table>
C.7. New Sand Model

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M^c, M_e$</td>
<td>slope of critical state for positive and negative q</td>
<td>5.3.1</td>
</tr>
<tr>
<td>$M^c, M_e$</td>
<td>slope of characteristic state for positive and negative q</td>
<td>5.3.2</td>
</tr>
<tr>
<td>$\Gamma, \Gamma_p$</td>
<td>critical state parameters</td>
<td>5.3.1, 5.4</td>
</tr>
<tr>
<td>$\lambda, \lambda_p$</td>
<td>critical state parameters</td>
<td>5.3.1, 5.4</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>interparticle friction angle</td>
<td>5.3.3.a</td>
</tr>
<tr>
<td>$\mu$</td>
<td>scalar</td>
<td>5.3.3.b</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>size of bounding surface</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>slope of bounding surface</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$y$</td>
<td>scalar</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$z$</td>
<td>$z = \frac{q}{M_p}$</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$\rho$</td>
<td>aspect ratio for bounding surface</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$M$</td>
<td>slope of critical state</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$h$</td>
<td>scalar</td>
<td>5.3.4</td>
</tr>
<tr>
<td>$h(\delta)$</td>
<td>$H = H_B + h(\delta)$</td>
<td>5.5.2</td>
</tr>
<tr>
<td>$\tilde{H}_B$</td>
<td>normalized plastic modulus on bounding surface</td>
<td>5.5.2</td>
</tr>
<tr>
<td>$\bar{H}$</td>
<td></td>
<td>5.5.2</td>
</tr>
<tr>
<td>$\delta$</td>
<td>normalized distance</td>
<td>5.5.2</td>
</tr>
<tr>
<td>$\delta_{max}$</td>
<td>normalized maximum distance</td>
<td>5.5.2</td>
</tr>
<tr>
<td>$\delta_{min}$</td>
<td>normalized minimum distance</td>
<td>5.5.2</td>
</tr>
</tbody>
</table>
C.7. Continued

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>MEANING</th>
<th>SECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>a(η)</td>
<td>function of η for relation between H, H_B, δ</td>
<td>5.5.2</td>
</tr>
<tr>
<td>η_p</td>
<td>model constant</td>
<td>5.5.2</td>
</tr>
<tr>
<td>a_o, a_1</td>
<td>function of δ̅ for relation between H, H_B, δ</td>
<td>5.5.2</td>
</tr>
<tr>
<td>b(δ̅)</td>
<td>function of δ̅ for relation between H, H_B, δ</td>
<td>5.5.2</td>
</tr>
<tr>
<td>b_1, b_2</td>
<td>model constants</td>
<td>5.5.2</td>
</tr>
<tr>
<td>g(θ, β)</td>
<td>model constant β = M_e/M_c</td>
<td>5.8.1</td>
</tr>
<tr>
<td>β</td>
<td>model constant β = M_e/M_c</td>
<td>5.8.1</td>
</tr>
<tr>
<td>N, N_p</td>
<td>model constants</td>
<td>5.8.2</td>
</tr>
</tbody>
</table>
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