Controlling Rigid Bodies with Dynamic Constraints

Ronen Barzel

Computer Science Department
California Institute of Technology
Caltech-CS-TR-88-19
Controlling Rigid Bodies with Dynamic Constraints

Ronen Barzel
California Institute of Technology
Pasadena, CA 91125

November 16, 1988

Caltech-CS-TR-88-19
Abstract

We present a technique, "Dynamic Constraints," for controlling the positions and orientations of rigid bodies in computer graphics models. The technique addresses the issue of providing control over a physically-based model, in which the bodies' behavior is determined by simulation of Newton's Laws of Motion. The "Dynamic Constraints" technique allows the modeler to control the configuration of bodies in a model by specifying constraints which must be met and maintained, as the simulation unfolds. To meet the constraints, we introduce forces into the model; these "constraint forces" forces are applied to the bodies that are constrained. We use an inverse dynamics method to derive a linear "constraint-force equation," whose solution yields the values of the constraint forces. We continually solve the constraint-force equation during the simulation of a model, so that the bodies' behavior will be consistent with the constraints. This thesis is accompanied by a narrated 10-minuted videotape, "Caltech Modeling Demos, 1987" that contains several animations demonstrating the "Dynamic Constraints" technique. This thesis additionally includes a glossary of terms relating to physically-based modeling and dynamic constraints.
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Conventions:

- A Super-arrow indicates a vector; e.g. \( \vec{b} \).
- Boldface indicates a matrix; e.g. \( \Gamma \).
- The superscript \( i \) is used as a a label for a body; e.g. \( \vec{F}_i \) is the net force on the \( i \)th body. If only one body is being discussed, the superscript is sometimes left off.
- The subscripts \( j \) and \( k \) are typically used as labels for a constraint; e.g. \( \delta_k \) is the deviation function for \( k \)th constraint. If only one constraint is being discussed, the subscript is sometimes left off.
- The subscript \( \text{body} \) indicates a quantity that is represented in the body coordinate system of a body; e.g. \( I_{\text{body}} \).
- Other subscripts are part of the "name" of an object, e.g. \( \vec{F} \), the net force on a body, vs. \( \vec{F}_N \), the net non-constraint force on a body.
- Calligraphic font is used for single quantities that contain values for the entire model; e.g. \( \mathcal{F} \) is the collection of forces acting on bodies in the model.

Greek symbols:

\( \beta_k \) The part of \( \mathcal{B}^{(2)}(\mathcal{Y}, \mathcal{F}, T, t) \) independent of force and torque; a \( \text{d}_s \)-component vector. [Fig. 3.6]

\( \vec{\beta} \) \( \beta_k \) with the subscript dropped, when there is only one constraint. [Eqn. 3.6]

\( \Gamma \) \( \Gamma_k \) A matrix that acts on the net force on body \( i \), yielding a contribution to \( \mathcal{B}^{(2)}(\mathcal{Y}, \mathcal{F}, T, t) \). [Fig. 3.6]

\( \Gamma^i \) \( \Gamma_k \) with the subscript dropped, when there is only one constraint. [Eqn. 3.6]

\( \Gamma \) \( \Gamma^i \) with the superscript \( i \) dropped, for a model with only a single body.

\( \Lambda \) A matrix that acts on the net torque on body \( i \), yielding a contribution to \( \mathcal{B}^{(2)}(\mathcal{Y}, \mathcal{F}, T, t) \). [Fig. 3.6]

\( \Lambda^i \) \( \Lambda \) with the subscript dropped, when there is only one constraint. [Eqn. 3.6]

\( \lambda \) \( \lambda^i \) with the superscript \( i \) dropped, for a model with only a single body.

\( \tau \) The time-constant for the critically-damped decay of \( D \); determines the rate of assembly of a constraint. [Eqn. 3.4]

\( \tau_k \) The time-constant \( \tau \) for constraint \( k \). [Eqn. 3.17]

Roman symbols:

\( \vec{a} \) Acceleration. [Appendix B.3]

\( \mathcal{B} \) The constant term of the constraint-force equation \( \mathcal{M}\mathcal{F} = \mathcal{B} \); a multidimensional vector. [Eqn. 3.18]

\( \mathcal{B}_k \) The \( k \)th element of \( \mathcal{B} \); corresponds to the \( k \)th constraint. [Eqn. 3.18, Fig. 3.6]

\( \vec{v} \) Radius vector from center-of-mass of a body to a point on the body. [Appendix B.3]

\( \vec{v}_{\text{body}} \) \( \vec{v} \) expressed in body coordinates; constant for a point fixed on a body. [Appendix B.3]

\( \mathcal{L}^* \) The dual matrix to \( \vec{v} \), for all \( \vec{a} \), \( \mathcal{L}^* \vec{a} = \vec{v} \times \vec{a} \). [Appendix B.2]

\( \mathcal{B}^{*T} \) The transpose of \( \mathcal{B}^* \); \( \mathcal{B}^{*T} = -\mathcal{B}^* \). [Appendix B.2]

\( d \) The number of components of \( \vec{D} \) for a constraint. [Eqn. 3.6]

\( d_k \) The number of components of \( \vec{D} \) for constraint \( k \). [Fig. 3.6]

\( \vec{D}(\mathcal{Y}, t) \) The deviation function of a constraint; a \( d \)-component measure of the spatial state of the model. [Eqn. 3.1]
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\( \mathbf{\tilde{F}}(\mathbf{y}_s, t) \) \hspace{1em} with the time parameter dropped, for constraints that don't have explicit dependence on time.

\( \mathbf{\tilde{G}}, \mathbf{\tilde{G}}(\mathbf{y}_s, t) \) \hspace{1em} with the parameters dropped for notational convenience.

\( \mathbf{\tilde{G}}_0 \) \hspace{1em} The initial value of \( \mathbf{\tilde{G}} \) when a constraint is turned on. [Eqn. 3.3]

\( \mathbf{\tilde{G}}_k \) \hspace{1em} \( \mathbf{\tilde{G}} \) for constraint \( k \). [Fig. 3.6]

\( \mathbf{\tilde{G}}^{(1)}(\mathbf{y}, t) \) \hspace{1em} A function of the state of the model that measures the velocity of \( \mathbf{\tilde{G}} \); \( \mathbf{\tilde{G}}^{(1)}(\mathbf{y}(t), t) \equiv \frac{d}{dt} \mathbf{\tilde{G}}(\mathbf{y}(t), t) \). [Eqn. 3.5]

\( \mathbf{\tilde{G}}^{(1)} \) \hspace{1em} \( \mathbf{\tilde{G}}^{(1)}(\mathbf{y}, t) \) with the parameters dropped for notational convenience.

\( \mathbf{\tilde{G}}_k^{(1)} \) \hspace{1em} \( \mathbf{\tilde{G}}^{(1)} \) for constraint \( k \). [Fig. 3.6]

\( \mathbf{\tilde{G}}^{(2)}(\mathbf{y}, \mathbf{\tilde{F}}, \mathbf{T}, t) \) \hspace{1em} A function of the state of the model that measures the acceleration of \( \mathbf{\tilde{G}} \); \( \mathbf{\tilde{G}}^{(2)}(\mathbf{y}(t), \mathbf{\tilde{F}}(t), \mathbf{T}(t), t) \equiv \frac{d^2}{dt^2} \mathbf{\tilde{G}}(\mathbf{y}(t), t) \). [Eqn. 3.5]

\( \mathbf{\tilde{G}}^{(2)} \) \hspace{1em} \( \mathbf{\tilde{G}}^{(2)}(\mathbf{y}, \mathbf{\tilde{F}}, \mathbf{T}, t) \) with the parameters dropped for notational convenience.

\( \mathbf{\tilde{G}}_k^{(2)} \) \hspace{1em} \( \mathbf{\tilde{G}}^{(2)} \) for constraint \( k \). [Fig. 3.6]

\( \mathbf{\tilde{F}} \) \hspace{1em} The collection of forces acting on bodies in the model. [Eqn. A.5]

\( f \) \hspace{1em} The number of components of \( \mathbf{\tilde{F}} \) of a constraint. [Eqn. 3.9]

\( f_j \) \hspace{1em} The number of components of \( \mathbf{\tilde{F}} \) for constraint \( j \). [Eqn. 3.9]

\( \mathbf{\tilde{F}}_c \) \hspace{1em} The collection of "constraint forces" \( \mathbf{\tilde{F}}_c \) of all the constraints in the model; a multidimensional vector whose value is computed by solving the constraint-force equation \( \mathbf{M}\mathbf{\tilde{F}}_c = \mathbf{B} \). [Eqn. 3.18, Fig. 3.6]

\( \mathbf{\tilde{F}}_{ij} \) \hspace{1em} The \( ij \)th element of \( \mathbf{\tilde{F}}_c \): the constraint force for the \( ij \)th constraint. [Eqn. 3.18, Fig. 3.6]

\( \mathbf{\tilde{F}}_c \) \hspace{1em} The generalized force for a constraint, an \( f \)-component vector from which the constraint force and constraint torque are computed; \( \mathbf{\tilde{F}}_c \) itself is loosely called the "constraint force." [Sec. 3.3.2]

\( \mathbf{\tilde{F}}_{cj} \) \hspace{1em} \( \mathbf{\tilde{F}}_c \) for constraint \( j \). [Eqn. 3.9, Fig. 3.6]

\( \mathbf{\tilde{F}} \) \hspace{1em} The net force on a body. [Appendix A.1]

\( \mathbf{\tilde{F}}^* \) \hspace{1em} The net force on body \( i \). [Eqn. 3.6]

\( \mathbf{\tilde{F}}_N \) \hspace{1em} The net non-constraint force on a body. [Eqn. 3.8]

\( \mathbf{\tilde{F}}_N^* \) \hspace{1em} The net non-constraint force on body \( i \). [Fig. 3.6]

\( \mathbf{G}^j \) \hspace{1em} A \( 3 \times f_j \) matrix determining the force on body \( i \) due to constraint \( j \). [Fig. 3.6]

\( \mathbf{G} \) \hspace{1em} \( \mathbf{G}^j \) with the \( i \) and \( j \) dropped, for a single body with a single constraint. [Eqn. 3.9]

\( \mathbf{H}^j \) \hspace{1em} A \( 3 \times f_j \) matrix determining the torque on body \( i \) due to constraint \( j \). [Fig. 3.6]

\( \mathbf{H} \) \hspace{1em} \( \mathbf{H}^j \) with the \( i \) and \( j \) dropped, for a single body with a single constraint. [Eqn. 3.9]

\( \mathbf{I} \) \hspace{1em} The rotational inertia tensor for a body. [Appendix A.1]

\( \mathbf{I}^{-1} \) \hspace{1em} The inverse of \( \mathbf{I} \). [Appendix A.1]

\( \mathbf{I}_{\text{body}}^{-1} \) \hspace{1em} The inverse of \( \mathbf{I} \), expressed in body coordinates; constant for a rigid body. [Appendix A.1]

\( \mathbf{\bar{L}} \) \hspace{1em} The angular momentum of a body. [Appendix A.1]

\( m \) \hspace{1em} The mass of a body. [Appendix A.1]

\( \mathbf{M} \) \hspace{1em} The matrix term of the constraint-force equation \( \mathbf{M}\mathbf{\tilde{F}}_c = \mathbf{B} \). [Eqn. 3.18]

\( M_{kj} \) \hspace{1em} The \( [k, j] \)th element of \( \mathbf{M} \). [Eqn. 3.18, Fig. 3.6]

\( \mathbf{\bar{L}} \) \hspace{1em} The linear momentum of a body. [Appendix A.1]

\( \mathbf{Q} \) \hspace{1em} The quaternion representation of the orientation of a body. [Appendix A.1]

\( \mathbf{R} \) \hspace{1em} The orientation matrix for a body. [Appendix A.1]

\( \mathbf{R}^T \) \hspace{1em} The transpose of \( \mathbf{R} \).

\( \tau \) \hspace{1em} Time; the independent parameter of the simulation.

\( \tau_0 \) \hspace{1em} The time at which a constraint is introduced. [Eqn. 3.3]

\( \mathbf{\bar{T}} \) \hspace{1em} The net torque on a body. [Appendix A.1]

\( \mathbf{\bar{T}}^i \) \hspace{1em} The net torque on body \( i \). [Eqn. 3.6]

\( \mathbf{\bar{T}}_N \) \hspace{1em} The net non-constraint torque on a body. [Eqn. 3.8]
\( \mathbf{\tau}_i \) The net non-constraint torque on body \( i \) [Fig. 3.6]

\( \mathcal{T} \) The collection of torques acting on bodies in the model. [Eqn. A.5]

\( \mathbf{v} \) Velocity of a point or body. [Appendix A.1, Appendix B.3]

\( \mathbf{\omega} \) The angular velocity of a body. [Appendix A.1]

\( \omega^* \) The dual matrix to \( \mathbf{\omega} \); for all \( \mathbf{d} \), \( \omega^* \mathbf{d} \equiv \mathbf{\omega} \times \mathbf{d} \). [Appendix B.2]

\( \omega^{*T} \) The transpose of \( \omega^* \); \( \omega^{*T} = -\omega^* \). [Appendix B.2]

\( \mathbf{\bar{x}} \) The position of the center of mass of a body. [Appendix A.1]

\( \mathbf{\bar{X}}_0 \) The position of a "nail"; a constant vector. [Eqn. 3.2, Fig. 3.2]

\( \mathbf{\bar{X}}_P \) The position of a point \( P \) on a body; a function of the state of the body. [Appendix B.3]

\( \mathbf{\bar{X}}_{\text{path}} \) A position along a path; a function of time. [Appendix C.3.2, Fig. C.1]

\( \mathcal{Y} \) The collection of the states of the bodies in the model; loosely, \( \mathcal{Y} \) is referred to as the state of the model. [Eqn. A.5]

\( \mathcal{Y}_s \) The spatial state of the model, i.e. the collection of positions and orientations of the bodies. [Eqn. 3.1]
Glossary

angular momentum As in Newtonian mechanics, symbolized by $\overline{L}$. See Appendix A.1.

angular velocity As in Newtonian mechanics, symbolized by $\overline{\omega}$. See Appendix A.1.

animation Successive images are rendered, producing the frames of a motion picture. The “traditional” animation techniques (See traditional modeling.) are kinematic; after building the models of objects, the animator adjusts positioning parameters as a function of frame number. For physically-based modeling, the temporal behavior of objects is bound up in the model; thus there is less of a distinction between modeling and animation.

auxiliary variable A physical quantity associated with a body, that can be computed from the body’s state variables (q.v.). For example, a body’s velocity $\overline{v}$ is computed from its state variables momentum $\overline{p}$ and mass $m$ via $\overline{v} = \frac{1}{m} \overline{p}$. See Appendix A.

body coordinates Each primitive body is typically described in its own coordinate system; for example, a rod may be described as being a certain length along the $x$-axis, and a certain radius in the $xy$ plane. If the body is in an arbitrary orientation in space, vectors in body coordinates can be converted into world coordinates $(r,v)$ via the body's orientation matrix $(q,v)$

center-of-mass As in Newtonian mechanics. The position of the center of mass of a body is symbolized by $\overline{z}$. See Appendix A.1.

classical dynamics The well-known principles of motion of physical bodies; those are based on Newton’s laws and Euler’s principle (q.v.). See also: dynamics.

compound object An object built from a collection of other objects. The ultimate building blocks are the primitive bodies (q.v.). See also: self-assembly.

constraint A restriction on the “legal” state of a model. The “Dynamic Constraints” technique focuses on geometric constraints, which are constraints on the positions and orientations of the bodies in a model. See Sec. 1.3

constraint force A force that is applied to a constrained body to cause it to move such that the constraint is met. See Sec. 2.1. Also, the term “constraint force” is loosely applied to the quantity $\overline{F}_c$ associated with a constraint, from which the actual constraint forces and torques are calculated. See Sec. 3.3.2.

constraint-force equation The linear equation $\mathcal{M}\overline{F}_c + \mathcal{B} = 0$, whose solution $\overline{F}_c$ yields the constraint forces that meet the collection of constraints in a model. See derivation in Ch. 3. As we simulate the behavior of the bodies in a model, we continually set up and solve this equation, so that the constraint forces adapt to the state of the model. See Sec. 4.2.

control-point In the modeling system (Ch. 5), a point to which forces or constraints can be attached. Two common types of control-points are those that are fixed on a body (see Fig. A.2), and those that are fixed in space. The latter are called natoms. See Appendix 5.2.

deviation function For a given constraint, the deviation function $\overline{D}(y, t)$ measures how much the state of the model differs from a state in which the constraint is met: $\overline{D}(y, t) = 0$ if and only if the constraint is met with the bodies in state $y$ at time $t$. See Sec. 3.1.

differential-equation solver A subroutine that numerically solves a differential equation. The differential-equation solver is the basic tool used for simulating classical dynamics. See Appendix A.3.3 and Appendix A.3.4.

dual The dual of a vector $\overline{b}$ is the matrix $b^*$ such that for any vector $\overline{a}$, $b^* \overline{a} \equiv \overline{b} \times \overline{a}$. See Appendix B.2.
dynamic Relating to motion taking into account effects of force and inertia. See also: kinematic.

dynamic constraints The computer graphics modeling technique for meeting constraints in a physically-based model by applying constraint forces that are computed via an inverse-dynamics technique.

einstein summation notation (ESN) A mathematical notation useful for tensor and linear-algebraic calculations: matrix and vector components are labeled by subscripts; a subscript used twice in a term implies a summation. Thus the ESN expression \( x_i = A_{ij}b_jy_k \) is equivalent to the linear algebraic expression \( \vec{x} = \mathbf{A}^T \vec{y} \). See [Barr 83], [Misner, Thorne and Wheeler 73].

Euler's principle of superposition The principle that allows the summing of all forces on a body to yield a net force (q.v.) and net torque (q.v.) that act on the center of mass; also allows pure torques to act on the body and contribute to the net torque.

external applied force (torque) In the modeling system, a force (torque) that the modeler explicitly applies to the bodies in the model; e.g. gravity. See Sec. 5.1. See also: non-constraint force (torque).

forward dynamics The problem of computing the motion of a collection of bodies, given the forces and torques acting on them; to solve this is a straightforward application of the laws of classical dynamics. See also: inverse dynamics.

forward kinematics The problem of computing the configuration of a collection of bodies, given the positioning transformations acting on them; to solve this is a straightforward matter of performing the appropriate linear algebra. See also: inverse kinematics.

geometric constraint See constraint.

internal force The internal forces of a compound object (q.v.) are the forces that hold the component bodies together. For example, Fig. 2.1 shows the internal forces of a compound pendulum. See also: constraint force.

inverse dynamics The problem of computing the forces and torques that would have to act on a collection of bodies, in order to yield given motion. See also: forward dynamics.

inverse kinematics The problem of computing the series of positioning transformations to apply to a collect of bodies, in order to yield a given configuration. See also: forward kinematics, kinematic loop.

kinematic Relating to motion without regard to considerations of inertia or force. See also: dynamic.

kinematic loop An arrangements of objects such that there is a circular dependency in the positions of the objects; for example, object A is connected to object B, which is connected to object C, which is connected to object A. The inverse kinematics problem (q.v.) posed by a kinematic loop in general yields a system of simultaneous non-linear equations, which is not easily solved.

least-squares The “least-squares solution” to a linear equation \( \mathbf{A}\vec{x} + \vec{b} = 0 \) is not an actual solution to the equation, but a value that is “closest” to a solution, in that it minimizes the deviation from 0. That is, it is the solution to the problem: given matrix \( \mathbf{A} \) and vector \( \vec{b} \), find the vector \( \vec{x} \) that minimizes \( |\mathbf{A}\vec{x} + \vec{b}|^2 \). See also: singular-value decomposition.

linear system of equations A linear system of equations is a collection of linear equations involving the same variables, which can be expressed as a multidimensional equation \( \mathbf{A}\vec{x} + \vec{b} = 0 \). Typically, we are given a matrix \( \mathbf{A} \) and a vector \( \vec{b} \), and we want to find a vector \( \vec{x} \) such that the equation is satisfied. If matrix \( \mathbf{A} \) is non-singular, the analytic solution is \( \vec{x} = \mathbf{A}^{-1}\vec{b} \). If the matrix is singular, the system may be overdetermined (q.v.) or underdetermined (q.v.). See also: linear-system solver, least-squares.

linear-system solver A subroutine that numerically solves a linear system of equations, \( \mathbf{A}\vec{x} + \vec{b} = 0 \), given a matrix \( \mathbf{A} \) and a vector \( \vec{b} \). Linear-system solvers typically arrive at a solution without explicitly inverting \( \mathbf{A} \), for reasons of speed or numerical stability, or to handle equations with singular matrices. See also: singular-value decomposition.

linked system A linked system is a type of computer graphics model, in which rigid objects (typically rods) are connected via joints with various degrees of freedom. [Armstrong and Green 85] and
[Issacs and Cohen 87] discuss modeling techniques for linked systems.

mass As in Newtonian mechanics, symbolized by \( m \). See Appendix A.1.

momentum (linear) As in Newtonian mechanics, symbolized by \( \mathbf{p} \). See Appendix A.1.

measure of the state A function that takes as input the state of a model; many different input states may yield the same value of the measure. The constraint deviation functions (q.v.) are measures of the state. See also: state of the model.

model A model is a representation of something. Typically, the model is a mathematical or computer analog of some (perhaps hypothetical) real-world objects or objects. For our work, the model consists of the physical state of all the bodies, plus all the forces and torques that act on them. See also: modeling.

modeling The process of creating a model. See also: physically-based modeling, traditional modeling, rendering.

nail See control point.

net force The various forces on a rigid body can be combined linearly into a single “net force” that yields the same effect on the center of mass of the body. (The forces acting on a body also contribute to a “net torque” (q.v.).) See Appendix A.1. See also: Euler’s principle of superposition.

net torque Each force on a body yields a torque on the body. We can also allow “pure torques” to act on the body. The various torques on the body can combined linearly into a single “net torque” that yields the same rotation of the body. See Appendix A.1. See also: Euler’s principle of superposition.

Newton’s laws of motion The basic laws of classical dynamics, that are encapsulated in the expression \( F = ma \). See also: Newtonian mechanics, classical dynamics.

Newtonian mechanics See classical dynamics.

non-constraint force (torque) Any force (torque) in the model other than the constraint forces; the net force on a body is broken down into the constraint forces and the net non-constraint force (Sec. 3.3.2). See also: external applied force (torque).

orientation matrix A rotation matrix that describes the orientation of a body; the matrix transforms vectors from body coordinates to world coordinates. See Appendix A.1.

overdetermined system An overdetermined system of linear equations is one for which there is no solution. This arises because the individual equations are contradictory. If a linear system of equations is overdetermined, the matrix is singular. See also: linear system of equations, least-squares.

penalty method An optimization technique in which an error term is to be minimized by adding a “force” term that is proportional to the amount of error. This technique does not work well if there are other forces or momenta affecting the error. See Sec. 2.2.1.

physically-based modeling A modeling technique in which various physical parameters are incorporated into the model, allowing the behavior of the model to be simulated according to known natural laws.

primitive body In the modeling system (Ch. 5), a rigid body. The primitive bodies are the building blocks with which other objects are constructed.

quaternion A four-component mathematical quantity, that can be used to represent rotation. See Appendix B.1.

radius vector The vector from the center of mass of a body to a point in the body. See Fig. A.2.

render See rendering.

rendering Rendering is the process of creating an image of a computer graphics model.

“retaining” force The force which must be exerted on a body in order to keep it in place, if there is motion or other forces that are pulling on the body. See also: constraint force.

rigid body A body that moves as a unit. The body can not be deformed or decomposed. The dynamic state of a rigid body is completely described by its mass, rotational inertia, position, orientation, linear momentum, and angular momentum (see Fig. A.1).

rotational inertia tensor As in Newtonian mechanics, symbolized by \( I \); a tensor that describes how the angular momentum of a body
relates to its angular velocity. See Appendix A.1.

**self-assembly** When the modeler creates a compound object, the components of the model need not be created in their correct positions; the object will “assemble itself” as the constraint forces act on the components, pulling them into place.

**simulation** The process of using numerical techniques to solve equations embodying natural law, so as to yield behavior of a computer model that is analogous to the behavior that the real-world objects being modeled would exhibit. The simulation procedure for classical dynamics is described in Appendix A.

**singular matrix** A singular matrix is a matrix that cannot be inverted: It is non-square, or there are linear dependencies among the rows or columns of the matrix. See *linear system of equations*.

**singular-value decomposition (SVD)** For any matrix $A$, the singular-value decomposition of $A$ is the collection of three matrices $U$, $V$, and $D$, such that the columns of $U$ are mutually orthogonal, the columns of $V$ are mutually orthogonal, $D$ is diagonal, and $A = U D V^T$.

When computing the SVD of a matrix numerically, elements of $D$ that are too small relative to the largest element of $D$ are zeroed. The pseudoinverse of $A$ can be computed via $A^+ = V D^{-1} U^T$, where we only use the terms corresponding to non-zero elements of $D$. Given a linear system $A \vec{x} + \vec{b} = 0$, the value $\vec{x} = A^+ \vec{b}$ is: the solution to the system, if $A$ is non-singular; the least squares solution, if the system is overdetemined; or the smallest solution, if the system is underdetermined. See [Press et. al. 86].

**sparse** A matrix $A$ is sparse if most of its elements are zero. Various numerical techniques exist that can handle sparse matrices quickly. See [Press et. al. 86].

**spatial state** See *state of the model*.

**square** A linear system of equations is square if it has the same number of equations as unknowns; i.e. the matrix is square.

**state of the model** By “state of the model,” we generally refer to the collection of the dynamic states of the rigid bodies. More completely, the state of the model includes the forces and torques acting in the model. The *spatial state* refers to the collection of positions and orientations of the bodies. See also: *measure of the state*.

**state variable** One of the quantities that describes the state of a rigid body: mass, rotational inertia, position, orientation, momentum, and angular momentum.

**SVD** See *singular-value decomposition*.

**time constant** The *time constant* ($\tau$) for a constraint is a parameter that controls the rate of assembly; See Eqn. 3.4.

**traditional modeling** By “traditional modeling,” we refer to the common computer-graphics modeling technique, which models the spatial state of bodies, and animates them kinematically. See also: *modeling*.

**underdetermined system** An underdetermined linear system of equations is one for which there is more than one solution; if such is the case, there is always an infinite space of solutions. A system may be underdetermined because some of the equations are redundant, or because some of the variables are redundant. If a linear system of equations is underdetermined, the matrix will be singular. See also: *linear system of equations, singular value decomposition*.

**velocity** By “velocity of a body”, we are referring to the velocity of the center-of-mass of the body (see Appendix A.1). The velocity of a control-point on a body is computed based on the velocity of the body, the angular velocity of the body, and the radius vector to the control point (see Appendix B.3).

**world coordinates** A fixed global coordinate system which is used as the reference frame for classical dynamics. Also referred to as “lab coordinates.” See also: *body coordinates*.
Chapter 1

Introduction

1.1 Computer Graphics Modeling

Computer graphics “picture making” can be divided into two parts: modeling and rendering (see Fig. 1.1). To create an image, we first create a model, a mathematical representation of the object or objects being imaged. The model must include all aspects of the objects that we wish to have affect the final image. Once we have created the model, we render its image; typically, by computing the interaction of light with the elements of the model, and projecting the results onto a two-dimensional “film.”

The computer graphics modeling technique most commonly used today, which we shall refer to as the “traditional” technique, is purely spatial — the models represent the shapes and positions of objects. The traditional model consists of a collection of objects, with a description of the position and orientation of each object, as well as parameters describing the shape of each object (see Fig. 1.2). For animations, the models are parametrized by time.

This traditional approach to modeling is powerful and easy to use. Unfortunately, as models become complex, traditional modeling becomes overly cumbersome — specifying each detail by hand is tedious at best, and if complex relationships between objects are to be maintained as objects animate, specifying the details by hand becomes virtually impossible. Furthermore, if we wish traditional models to exhibit physically realistic behavior, it is up to the human modeler/Animator to create this behavior by hand. The traditional modeling & animation tools ignore physical realism, tending to impart “puppet-like” behavior to models.

This thesis presents a modeling technique, called “Dynamic Constraints,” that alleviates some of the problems of the traditional modeling technique. “Dynamic Constraints” is based on four principles:

- Generality: A model is built from a collection

<table>
<thead>
<tr>
<th>Computer Graphics:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modeling:</td>
</tr>
<tr>
<td>Create a model —</td>
</tr>
<tr>
<td>a mathematical</td>
</tr>
<tr>
<td>representation</td>
</tr>
</tbody>
</table>

Rendering: Create an image of the model

Figure 1.1: Breakdown of Computer Graphics “picture making”

of primitive physically-based elements.

- Geometric Constraints: A model is constructed by applying constraints to the objects, starting from an initial configuration of the primitive elements. A model is also positioned and animated through constraints.

- Newtonian Mechanics: Each primitive element is a rigid body whose motion is due to the effects of inertia and forces and torques acting on the body. Many of the forces and torques are externally applied; other forces and torques, however, are derived from the geometric constraints.

- Equivalence of Modeling and Animation: The temporal behavior of physically based objects is bound

This thesis is accompanied by a videotape that includes several sequences demonstrating “Dynamic Constraints” [Caltech ‘87 Demo Reel].

1.2 Physically-Based Modeling

By “Physically-Based” modeling, we refer to techniques that include into models not only spatial in-
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"Traditional" Modeling:

SPHERE AT [3.2 12.9 17.32]  
CUBE AT [2.5 -6.2 1.11]  
ROTATE [45.2°, 2.1°, 3.2°]  

"Traditional" Animation:

Frame 1:

SPHERE AT [3.2, 12.9, 17.32]  
CUBE AT [2.5, -6.2, 1.11]  
ROTATE [44.2°, 2.1°, 3.2°]  

Frame 2:

SPHERE AT [3.5, 11.9, 17.35]  
CUBE AT [2.5, -6.3, 1.31]  
ROTATE [44.2°, 2.6°, 4.0°]  

Figure 1.2: "Traditional" Modeling: The "traditional" computer graphics model is in essence a list of shapes, with the configuration of each shape. For animation, the list of shapes and configurations is varied as a function of time or "frame number".

formation, but also various physical parameters. The behavior of the models is then simulated according to well-known natural physical laws. Thus, as opposed to "traditional" modeling, in which the behavior of the model is created manually by the modeler, in physically-based modeling, realistic behavior is inherent in the model.

This thesis focuses on models created from primitive rigid elements, the models should behave in accordance with classical rigid-body dynamics (see Fig. 1.3). We thus incorporate into our models physical characteristics such as mass and momentum, and simulate the behavior according to Newton's Laws of Motion (see Fig. 1.4).

1.2.1 Physically-Based Modeling vs. Traditional Modeling

If we were to replace our traditional modeling techniques with simulation of rigid-body motion, we would be "buying" realistic behavior at the expense of ease-of-use. The traditional model is easy to use because of its "put that there" methodology: the modeler has direct control over the positions and motions in the model. For a physically-based simulation, the modeler must adjust parameters such as forces and torques in order to control positions and motions in the model—not an easy task.

To make physically-based modeling be a viable technique, we must make it easy to use: We must provide a mechanism that gives the modeler the ability to explicitly control the positions and motions in the model. Such a mechanism would automatically adjust the forces in the model to yield the behavior requested by the modeler. "Dynamic Constraints" provides such a mechanism.

1.2.2 Dynamic Constraints vs. Simulation

It is worth emphasizing the contrast between simulation and Dynamic Constraints (see Fig. 1.5). When we do simulation, we start with a model, and determine its behavior according to the well-known laws of motion. Dynamic constraints, however, addresses the inverse problem: starting with a partial description of the behavior we would like to see, we want to create a model whose behavior, when simulated, matches the description.
### 1.4 Related Work

<table>
<thead>
<tr>
<th>Physical Parameters for Rigid-Body Dynamics:</th>
<th>Equations of Rigid-Body Dynamics:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$ — Mass</td>
<td>$\dot{v} = \frac{1}{m} \mathbf{p}$</td>
</tr>
<tr>
<td>$I$ — Rotational Inertia Tensor</td>
<td>$\dot{\omega} = \mathbf{I}^{-1} \mathbf{f}$</td>
</tr>
<tr>
<td>$\mathbf{p}$ — Linear Momentum</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{R}$ — Orientation</td>
<td>$\frac{d}{dt} \mathbf{R} = \omega \times \mathbf{R}$</td>
</tr>
<tr>
<td>$\mathbf{V}$ — Angular Velocity</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{L}$ — Angular Momentum</td>
<td>$\frac{d}{dt} \mathbf{L} = \mathbf{f}$</td>
</tr>
<tr>
<td>$\mathbf{F}$ — Force</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{T}$ — Torque</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1.4: Physical parameters and equations of classical rigid-body dynamics. See Appendix A for a detailed discussion.

---

**Dynamic Constraints vs. Simulation**

Simulation:
- Given a model,
- Compute its behavior

Dynamic Constraints:
- Given a description of desired behavior,
- Create a model,
- Use simulation to compute the behavior.

Figure 1.5: Dynamic Constraints addresses a problem that is the inverse of simulation—that of model creation. We are given a description of desired aspects of the model’s behavior; we must create a model that will, upon simulation, behave in accordance with the desires.

### 1.3 Constraint-Based Control of Models

A geometric constraint is a restriction on the “legal” arrangements of positions and orientations of objects in a model. For example, the modeler may require that a certain point on an object stay fixed in space (Fig. 1.6), or that two objects remain in contact with each other (Fig. 1.7). A constraint may explicitly depend on time; for example, Fig. 1.8 illustrates a constraint requiring a point on an object to follow a predefined path. Fig. 1.9 illustrates a constraint involving the orientation of an object. In general, the “Dynamic Constraints” technique supports constraints that can be expressed as equations of the form

$$D(\mathbf{z}_1, R_1, ..., \mathbf{z}_N, R_N, t) = 0$$

where $D$ is some twice-differentiable function, the $\mathbf{z}_i$’s and $R_i$’s are positions and orientations of the bodies in the model (see Fig. 1.4), and $t$ is time.

#### 1.3.1 Constraint-Based Modeling vs. Traditional Modeling

Notice that constraint-based modeling provides a superset of the functionality of “traditional” modeling. We can directly control the exact positions and orientations of the model elements; the “traditional” modeling command “place object A at position X with orientation R” becomes “constrain object A to be at position X with orientation R.” However, with constraint-based control, we are not required to specify this level of detail.

Thus constraint-based modeling allows the modeler to focus attention on “high-level” concerns, such as relationships between objects in the model, descending into detailed “low-level” positions and orientations of individual objects only when it is needed.

#### 1.3.2 Self-Assembly of Models

Notice that, as illustrated in Fig. 1.7 and Fig. 1.6, compound objects can be built from component elements; the configuration of the components is described via constraints. The components of the model can be initially disparate; the constraints cause self-assembly of the resulting compound object.

### 1.4 Related Work

Much of the material in this thesis has been published in abbreviated form as [Barzel and Barr 88].

[Witkin, Fleischer, and Barr 87] uses “energy” constraints to assemble 3D models, for changing the shape of parametrically-defined primitive objects.
This work is not concerned with dynamic mechanical simulation of models. [Platt and Barr 88] uses augmented lagrangian constraints in the physical simulation of flexible objects. [Issacs and Cohen 87] do physical simulation of rigid bodies, for the special case of linked systems without closed kinematic loops. They share our emphasis on ease of modeling, and also use an inverse-dynamics formulation to control the models’ behavior. [Wilhelms and Barsky 85] utilizes physically based modeling, but has a reduced emphasis on control.

The inverse dynamics approach is new to computer graphics; however, inverse dynamics problems are not uncommon in physics and engineering. A
1.4. RELATED WORK

Figure 1.8: A "point-to-path" constraint. This constraint pulls objects along user-specified paths.

Figure 1.9: An "orientation" constraint. We rotate the rod to make its axis parallel to the slot axis.
Chapter 2

Dynamic Constraints: A Technique for Meeting Constraints while Simulating Rigid-Body Dynamics

2.1 "Constraint Forces"

Rigid-body dynamics permits control over a model’s behavior via the forces and torques in the model. Accordingly, we implement constraints by introducing forces into the model. These "constraint forces" act on the constrained bodies, and are calculated to meet the constraints: if the constraints aren’t met, the constraint forces will pull the bodies into place; if the constraints are met, the constraint forces will ensure that the constraints are maintained.

If a compound object is specified via constraints, there is a physical interpretation to the corresponding constraint forces: The constraint forces represent the internal forces that hold together the "real-world" object that has been modeled. For example, Fig. 2.1 illustrates the constraint forces in effect in the pendulum of Fig. 1.7; these are the same forces that are be applied by the hinges in a "real-world" pendulum.

The constraint forces that assemble objects don’t correspond to pre-existing forces in the "real world"; they are merely our means for getting the elements of the object where we want them to be. However, the constraint forces represent real-world forces which could be used to assemble real-world objects. For example, the figures in Appendix F.7 show frames from an animation demonstrating the self-assembly of space structures [Barr, Von Herzen, Barzel, and Snyder 87].

2.2 Computing Constraint Forces

The key to successfully using a constraint-force technique is the determination of the constraint forces. We will discuss an intuitive approach ("rubber bands") that is unsatisfactory, in order to motivate the subtler inverse dynamics technique.
2.2.1 Motivational History: Rubber Bands (Penalty Method)

At first glance, it might seem that rubber bands could be used to provide the constraint forces. For example, we could try to meet a “point-to-nail” constraint (Fig. 1.6) by metaphorically stretching a rubber band between the nail and the body: When the point is far from the nail, we pull the point strongly toward the nail, and when the point is close to the nail, we pull less strongly (see Fig. 2.2a). This is known as the “penalty method” for optimization.

Unfortunately, in experimenting with the penalty method, several ways in which it fails start becoming apparent:

- Damping must be added to keep the system from oscillating.
- Different body masses and inertias will require different force and damping constants.
- The rubber bands will not maintain the constraint if other forces act on the bodies, or if the bodies are moving (see Fig. 2.2b). To maintain the constraint in such situations requires the application of a “retaining” force—but the rubber band applies no force when the constraint is met.
- If, to try to keep the rubber bands from pulling apart, we make them stronger, the resulting system of differential equations becomes stiffer (thus harder to simulate), and sufficient external force will pull them apart anyway.

Appendix F.1 shows frames from a sequence illustrating the results if rubber bands are used to implement constraint forces, to build the pendulum of Fig. 1.7. The animated sequence can be seen on the videotape [Caltech ‘87 Demo Reel].

2.2.2 Constraint-Force Requirements

From our experience with rubber bands, we have developed several requirements for the constraint force calculation. It should:

- Work for arbitrary rigid bodies, in arbitrary states. The calculation should take into account the state of each body, including its mass and rotational inertia as well as its linear and angular momentum, so that no case-by-case “tuning” is needed.
- Meet constraints smoothly. We want to meet the constraints without artifacts such as oscillation.
- Never “pull apart.” We must be able to apply a “retaining” force to hold the constraint met. The force calculation should take into account other forces acting on the bodies.

Appendix F.2 shows frames from a sequence in which “Dynamic Constraints” are used to build the pendulum of Fig. 1.7. This sequence demonstrates that the “Dynamic Constraints” do in fact meet the above requirements. The animated sequence can be seen on the videotape [Caltech ‘87 Demo Reel].
2.2. COMPUTING CONSTRAINT FORCES

2.2.3 Inverse Dynamics

If we are given the forces which act on a collection of objects, we can easily solve the forward-dynamics problem—that of determining the objects' behavior—through simulation. This is what we did when we attempted to meet constraints with rubber bands.

However, the constraint-force problem is an inverse-dynamics problem: We are given aspects of the behavior that we want the bodies to exhibit, and we must determine forces that will yield such behavior. A classical inverse-dynamics problem in physics is Newton's problem, which led to his derivation of the law of gravitational attraction. Given the observed motion of the planets, determine the force that causes such motion [Galilei 84]. Our constraint-force problem is more general, in that we would like to meet arbitrary constraints; unlike Newton, however, we are not interested in an analytic solution, but rather in a numerical technique for computing the forces.

We break down the constraint-force problem into two parts: manipulating objects to meet a constraint that is initially unset, and adjusting the constraint forces so that the constraint is maintained.

**Constraint Force to Meet a Constraint**

Fig. 2.3 shows a constraint force being used to meet a constraint. Notice that, in addition to pulling the object into place, the constraint force must reverse itself as the constraint nears completion, to prevent overshoot and oscillation.

Notice that the problem of meeting a constraint is actually very loosely specified: How quickly should the constraint be met? Along what path should the object move? For our solution, as we shall see in Ch. 3, the "deviation" of the constraint decays exponentially, with a user-specified time constant.

**Constraint Force to Maintain a Constraint**

Fig. 2.4 shows a constraint force maintaining a constraint as an object moves under the influence of other forces. Notice that the constraint force must continually adapt to the state of the model as a whole, in order to keep the constraint from pulling apart.

The problem of determining the force to maintain a constraint often has a unique solution, in which the constraint forces provide the internal forces that hold together an object.

---

1 Once we have determined the forces, we then solve the forward-dynamics problem to yield the complete behavior of the model.
Figure 2.4: Maintaining a Constraint. (a-d) Constraint force adapts to hold constraint even as object moves and other forces act on it. The constraint force pulls up, to counteract gravity, and sideways, to keep the pendulum’s inertia from flinging it sideways off the nail.
Chapter 3

Constructing a Constraint-Force Equation

Notes for this chapter:
- Appendix A lays out our notation and formulation of rigid-body mechanics.
- All terms are defined in the List of Mathematical Symbols (p. xi).
- Fig. 3.6 summarizes the constraint-related terms that we will define.
- All expressions are in world coordinates, unless otherwise specified.

This chapter presents the derivation of the "constraint-force equation," a linear equation whose solution yields the constraint forces that meet the collection of constraints in a model.

The inverse dynamics problem for constraint forces is summarized in Fig. 3.1: Given a constraint on a body or bodies, we are to determine forces that will pull the objects to meet the constraint, and will hold the constraint met.

The solution method for the inverse dynamics problem is broken down into four steps:

1. Creating a Measure of the State of the Model. We encapsulate those aspects of the model's state that are of interest to us, by creating a function $\mathcal{D}(\mathbf{x}_1, \mathbf{R}_1, \ldots)$ that measures the "deviation" of a constraint: $\mathcal{D}(\mathbf{x}_1, \mathbf{R}_1, \ldots) = 0$ when the constraint is met.

2. Specifying Desired Behavior of the Measure. We want $\mathcal{D}(\mathbf{x}_1, \mathbf{R}_1, \ldots)$ to decay from its initial value down to 0.

3. Determine Influence of Forces on Behavior. This is done through differentiation and application of the laws of motion.

4. Find Forces that Yield Desired Behavior. We combine the results of steps 1, 2 & 3 to derive a "constraint-force equation" that can be solved to yield the constraint forces.

Figure 3.1: The inverse dynamics problem for dynamic constraints.
3.1 Step 1: Defining the Constraint "Deviation" Function $D$

For a given type of constraint, we define a function $\tilde{D}$ which measures the "deviation" of the model from a state in which the constraint is met. That is, with

\[
\tilde{D}(\mathbf{y}, t) = 0 \quad \text{constraint is met.} \quad (3.1)
\]

$\tilde{D}(\mathbf{y}, t)$ may be a vector, with any number of components: the constraint is met when all components are 0. The "point-to-nail" example below defines a function $\tilde{D}(\mathbf{y}, t)$ that is a vector, while the "orientation" constraint in Appendix C.3.4 uses a function $\tilde{D}(\mathbf{y}, t)$ that is a scalar.

Note that many constraints have no explicit time dependency, in these cases, we write the deviation function as $\tilde{D}(\mathbf{y})$.

Example: "Point-to-Nail" Constraint. For the "point-to-nail" constraint, we define $\tilde{D}$ to be the vector of displacement of the constrained point $P$ from the nail (see Fig. 3.2):

\[
\tilde{D}(\mathbf{y}) = \tilde{X}_p(\mathbf{y}) - \tilde{X}_0 = \tilde{z} + \mathbf{R}_b \mathbf{b}_{body} - \tilde{X}_0 \quad (3.2)
\]

A detailed discussion of this and several other constraints is given in Appendix C.3.

3.2 Step 2: Expressing a Desired Behavior of $D$ over Time

3.2.1 Requirements

When the constraint is first introduced, at some time $t_0$, the constraint will typically not be met: we will have some non-zero value $\tilde{D}_0 \neq 0$. We want to satisfy both parts of the inverse-dynamics problem (Fig. 3.1): meeting the constraint, and maintaining it. To meet the constraint, we would like $\tilde{D}$ to decrease to 0 over some period of time. To maintain the constraint, we would like $\tilde{D}$ to stay at 0 from then on.

In other words, we want the composite function $\tilde{D}(\mathbf{y}(t), t)$ to be a continuous function such that

\[
\tilde{D}(\mathbf{y}(t_1), t_1) = \tilde{D}_0, \quad 0 < t < t_1, \quad \text{for some } t_1 > t_0. \quad (3.3)
\]

Note that, as discussed in Sec. 2.2.3, other than the above requirements, we are free to choose any behavior that we find convenient.

\footnote{Strictly speaking, we don't need $\tilde{D} = 0$ exactly; we only need $\tilde{D} = 0$ within the error tolerances of our numerical techniques.}
3.3. **STEP 3: DETERMINING INFLUENCE OF FORCES ON BEHAVIOR OF D**

![Graph of solution to differential equation](image)

Figure 3.3: $D$ evolving over time. We have selected a second-order differential equation to describe $D$ as a function of time. The solution yields the behavior required by the inverse dynamics problem—the constraint "deviation" decays down to 0, assembling the model, then remains at 0, maintaining the constraint. The rate of assembly is controlled by the time constant $\tau$. See [Boyce and DePrima 77] for a discussion of second-order differential equations.

### 3.2.2 Desired Behavior Expressed as a Differential Equation

We now choose a specific behavior which meets the requirements of Eqn. 3.3: critically-damped decay, graphed in Fig. 3.3. This behavior is described by the equation:\footnote{Analytically, if $D_0 \neq 0$ the solution to Eqn. 3.4 asymptotically approaches 0, but doesn't ever reach $D = 0$. Numerically, however, we quickly reach $D = 0$ within error tolerances.}

$$
\begin{align*}
\frac{\partial^2}{\partial t^2} \mathcal{D}(\mathcal{Y}(t), t) + \frac{\tau}{2} \frac{\partial}{\partial t} \mathcal{D}(\mathcal{Y}(t), t) + \frac{1}{\tau^2} \mathcal{D}(\mathcal{Y}(t), t) &= 0, \\
\mathcal{B}(\mathcal{Y}(t_0), t_0) &= \mathcal{B}_0, \\
\frac{\partial}{\partial t} \mathcal{B}(\mathcal{Y}(t_0), t_0) &= (\mathcal{B}_0) \tau
\end{align*}
$$

where $\tau$ is the time-constant of the motion. See [Boyce and DePrima 77] for a discussion of critical damping and second-order linear differential equations.

We have chosen critically damped decay because it:

- Meets the requirements of Eqn. 3.3.
- Allows $C^1$ continuity: Critical damping matches the both the initial value, $\mathcal{B}_0$, and the initial velocity, $\frac{\partial}{\partial t} \mathcal{B}_0$, then adjusts the velocity to bring $\mathcal{D}$ to 0. This allows us to activate a constraint during the course of a simulation, without any discontinuities in the velocities of the bodies.

- Has an explicit control over the rate of assembly: The rate of assembly is determined by the constant $\tau$.

- Brings $\mathcal{D}$ to 0 smoothly: $\mathcal{D}$ does not oscillate.

- Can be expressed conveniently: Eqn. 3.4 can be transformed into an equation in the unknown constraint force, as we shall see in steps 3 & 4.

Note that this choice of behavior requires that, if $\mathcal{D}(\cdot)$ is multidimensional, all components of $\mathcal{D}(\cdot)$ must decay simultaneously. In some cases this is overly restrictive, and can result in failure in meeting the constraint (see Sec. 4.2.2).

### 3.3 Step 3: Determining Influence of Forces on Behavior of D

#### 3.3.1 Differentiate to Find Dependence on Net Force

To describe the dynamic behavior of the "deviation" function $\mathcal{D}(\mathcal{Y}(t), t)$, we create two functions, $\mathcal{B}^{(1)}(\mathcal{Y}(t))$ and $\mathcal{B}^{(2)}(\mathcal{Y}(t), \mathcal{F}(t), \mathcal{T}(t), t)$, such that:

$$
\begin{align*}
\mathcal{B}^{(1)}(\mathcal{Y}(t), t) &= \frac{\partial}{\partial t} \mathcal{D}(\mathcal{Y}(t), t), \\
\mathcal{B}^{(2)}(\mathcal{Y}(t), \mathcal{F}(t), \mathcal{T}(t), t) &= \frac{\partial}{\partial t} \mathcal{D}(\mathcal{Y}(t), t), \quad t \geq t_0
\end{align*}
$$

To construct these functions, we differentiate $\mathcal{D}(\mathcal{Y}(t), t)$ with respect to time, using the identities $\frac{\partial}{\partial t} \mathcal{Y} = \frac{1}{\mathcal{p} \mathcal{F}}$, etc. (Fig. A.1, Appendix A) to replace differentials of $\mathcal{Y}$ with functions of $\mathcal{Y}$, $\mathcal{F}$ or $\mathcal{T}$.
$\vec{D}^{(2)}$ will depend linearly on $\mathbf{F}$ and $\mathbf{T}$, the net forces and torques on the constrained objects (see Appendix A). This is because $\vec{D}$ depends only on the positions and orientations ($\mathbf{F}$ and $\mathbf{R}$) of the bodies in the model; in differentiating $\vec{D}$, the second-order terms ($\vec{F}$ and $\vec{T}$) emerge linearly via the differentiation chain rule. We can thus express $\vec{D}^{(2)}$ in general as

$$\vec{D}^{(2)}(\mathbf{Y}, \mathbf{F}, \mathbf{T}) = \sum_{\text{bodies } i} \left( \Gamma^{(i)}(\mathbf{Y}) \vec{F}^{i} + \Lambda^{(i)}(\mathbf{Y}) \vec{T}^{i} \right) + \vec{\beta}(\mathbf{Y})$$  \hspace{1cm} (3.6)

where we have

$\begin{align*}
  d & \quad \text{Number of components of } \vec{D}(\mathbf{Y}) \\
  \vec{F}^{i} & \quad \text{Net force on body } i \\
  \vec{T}^{i} & \quad \text{Net torque on body } i \\
  \Gamma^{(i)}(\mathbf{Y}) & \quad \text{A } d \times d \text{ matrix function of } \mathbf{Y} \\
  \Lambda^{(i)}(\mathbf{Y}) & \quad \text{A } d \times d \text{ matrix function of } \mathbf{Y} \\
  \vec{\beta}(\mathbf{Y}) & \quad \text{A } d \text{-component function of } \mathbf{Y}
\end{align*}$

We have a different function $\Gamma^{i}$ and $\Lambda^{i}$ for each body $i$ in the constraint.

Example: “Point-to-Nail” Constraint. For the “point-to-nail” constraint (Fig. 3.2, Eqn. 3.2), the quantities in Eqn. 3.5 and Eqn. 3.6 are:

$\begin{align*}
  d & = 3 \\
  \vec{D}(\mathbf{Y}) & = \mathbf{X}_p(\mathbf{Y}) - \mathbf{X}_0 \\
  \vec{D}^{(1)}(\mathbf{Y}) & = \vec{v}_p(\mathbf{Y}) \\
  \vec{D}^{(2)}(\mathbf{Y}, \vec{F}, \vec{T}) & = \vec{a}_p(\mathbf{Y}, \vec{F}, \vec{T}) \\
  \Gamma & = \frac{1}{m} \\
  \Lambda & = \mathbf{B}^{++} \mathbf{I}^{-1} \\
  \vec{\beta} & = (\mathbf{I}^{-1}(\mathbf{L} \times \mathbf{\omega})) \times \mathbf{b} + \mathbf{\omega} \times (\mathbf{\omega} \times \mathbf{b})
\end{align*}$

A full derivation of these quantities is given in Appendix C.3.1. Note that although $\Gamma$ is nominally a $3 \times 3$ matrix, in this example it is a scalar; it could of course be expressed in matrix form as a scaled identity matrix.

3.3.2 Separate Net Force into Constraint & Non-Constraint Forces

A body may have many forces and torques acting on it. These may have been introduced into the model due to constraints, or they may have been introduced explicitly by the modeler. Thus we classify the forces and torques in the model into “constraint” and “non-constraint.” Gravity and friction are examples of non-constraint forces.

CHAPTER 3. CONSTRAINT-FORCE EQUATION

Grouping together the non-constraint forces and torques acting on a body, we define:

$$\begin{align*}
  \vec{F}_N(\mathbf{Y}, t) & = \{ \text{Net non-constraint force on a body} \} \\
  & = \vec{F}_{N_1} + \ldots + \vec{F}_{N_n} \\
  \vec{T}_N(\mathbf{Y}, t) & = \{ \text{Net non-constraint torque on a body} \} \\
  & = \{ \text{Net pure torques} \} + \{ \text{torques due to non-constraint forces} \} \\
  & = \vec{T}_{N_1} + \ldots + \vec{T}_{N_m} + \vec{b}_1 \times \vec{F}_{N_1} + \ldots + \vec{b}_n \times \vec{F}_{N_n}
\end{align*}$$  \hspace{1cm} (3.7)

where we have

$\begin{align*}
  \vec{F}_{N_1}, \ldots, \vec{F}_{N_n} & \quad \text{Non-constraint forces} \\
  \vec{b}_1, \ldots, \vec{b}_n & \quad \text{Radial at which forces are applied} \\
  \vec{T}_{N_1}, \ldots, \vec{T}_{N_m} & \quad \text{Non-constraint pure torques}
\end{align*}$

Each $\vec{F}_i, \vec{T}_i$, and $\vec{b}_i$ is some modeler-specified function of $\mathbf{Y}$ and $t$.

A single constraint might result in forces and torques on several bodies. For example, the “point-to-point” constraint in Appendix C.3.3 applies an equal-and-opposite force pair to the constrained bodies, and each body experiences a torque, if its constraint force is not applied at its center of mass.

In general, for each constraint we define a vector quantity $\vec{F}_c$ with $f$ components; the force and torque on each constrained body are derived by linear operations on $\vec{F}_c$. We thus define:

$\begin{align*}
  \vec{F}_c & \quad \text{“constraint force” for constraint } j; \quad \text{An } f_j \text{-dimensional vector} \\
  \vec{f}_j & \quad \text{number of dimensions of } \vec{F}_{c_j} \\
  G_{ij} & \quad \text{A } 3 \times f_j \text{ matrix for body } i \\
  H_{ij} & \quad \text{A } 3 \times f_j \text{ matrix for body } i \\
  \begin{array}{c}
    \text{force on body } i \\
    \text{due to constraint } j
  \end{array} & = G_{ij} \vec{F}_{c_j} \\
  \begin{array}{c}
    \text{torque on body } i \\
    \text{due to constraint } j
  \end{array} & = H_{ij} \vec{F}_{c_j}
\end{align*}$  \hspace{1cm} (3.8)

Notice that for a constraint that is met via torques only (e.g. the “orientation” constraint in Appendix C.3.4), $G$ will be 0. Notice also that we can define $G$ and $H$ for every body/constraint pair—if a body is not involved in a constraint, $G_{ij}$ and $H_{ij}$ will be 0.

We combine the constraint and non-constraint

$^8$Although $\vec{F}_e$ is not necessarily, strictly speaking, a force (but rather a quantity from which we compute the constraint force and torque), we colloquially refer to $\vec{F}_e$ as the “constraint force” for its constraint.
3.4. Step 4: Constructing the Constraint-Force Equation

3.4.1 Equation for a Single Constraint

We transform Eqn. 3.4 from a differential equation to an algebraic equation, by substituting in \( \vec{D}(1) \) and \( \vec{D}(2) \) of Eqn. 3.5, expanding \( \vec{D}(2) \) as per Eqn. 3.6:

\[
\sum_{\text{bodies } i} (\vec{T}^i \vec{F}^i + \vec{A}^i \vec{r}^i + \vec{\beta} + \frac{2}{\tau} \vec{D}^{(1)} + \frac{1}{\tau^2} \vec{D} = 0, t \geq t_0)
\]  

(3.12)

We expand \( \vec{F}^i \) and \( \vec{T}^i \) as per Eqn. 3.10, yielding:

\[
\sum_{\text{constraints } j \text{ bodies } i} \left( \vec{T}^j \vec{F}^i_j + \vec{A}^j \vec{r}^j \right) \vec{F}^i_j + \sum_{\text{bodies } i} \left( \vec{T}^i \vec{F}^{(1)}_N + \vec{A}^i \vec{H}^i \right) = 0, t \geq t_0
\]

\[
+ \vec{\beta} + \frac{2}{\tau} \vec{D}^{(1)} + \frac{1}{\tau^2} \vec{D}
\]

(3.13)

where we label terms for the ith body with superscript i’s, and terms for the kth constraint with subscript k’s. Notice that, to meet this one constraint, we must take into account the effect of all the constraint forces acting on the constrained bodies.

Example: “Point-to-Nail” Constraint. For the “point-to-nail” constraint, we apply an arbitrary force to the body at the constrained point. \( \vec{F}^c \) can be used directly as the constraint force; the accompanying torque would be equal to \( \vec{r} \times \vec{F}^c \) (see Fig. 3.2). Thus the quantities in Eqn. 3.9 are:

\[
\begin{align*}
\vec{f} &= \vec{r} \\
G &= 1 \\
H &= \vec{b}^* \\
\end{align*}
\]

(3.11)

3.4.2 Equation for Multiple Constraints

With several constraints in a model, each constraint yields a version of Eqn. 3.13. Thus, to meet all the constraints, we derive a set of simultaneous equations.

We duplicate Eqn. 3.13, for each constraint in the model:

\[
\sum_{\text{constraints } j \text{ bodies } i} \left( \vec{T}^j \vec{F}^i_j + \vec{A}^j \vec{r}^j \right) \vec{F}^i_j + \sum_{\text{bodies } i} \left( \vec{T}^i \vec{F}^{(1)}_N + \vec{A}^i \vec{H}^i \right) = 0 \quad \text{for all } k
\]

\[
+ \vec{\beta}_k + \frac{2}{\tau_k} \vec{D}^{(1)}_k + \frac{1}{\tau_k^2} \vec{D}_k
\]

(3.17)

where we label terms for the kth constraint with subscript k’s. Writing this system of equations more compactly, as a multidimensional vector equation, we have the constraint force equation for the model.
Figure 3.4: Constraint-force calculation for a "point-to-nail" constraint (details in Sec. 3.4): Constraint force has components opposing gravity (−\(\vec{F}_g\)), opposing motion (−\(\vec{F}_v\)), and pulling towards nail (−\(\vec{F}_D\)). (a) User specifies constraint at center of mass. (b) Constraint force initially pulls towards nail. (c-e) Once ball is moving towards nail, constraint force turns around. (f) Constraint force slows ball. (g) Steady-state: \(\vec{F}_D - \vec{F}_v = 0\), \(\vec{F}_c = -\vec{F}_g\). Net force on ball is 0; by Newton's first law, the ball remains at rest.

\[
\mathbf{B}_k = \sum_{\text{bonds}} \left( \left( \mathbf{f}_i^N \right)^T + \mathbf{B}_k \right) \left( \mathbf{f}_j^N \right) + \frac{2}{\tau_k} \mathbf{D}_k^{(1)} + \frac{1}{\tau_k^2} \mathbf{D}_k
\]

where

\[
\mathbf{M} \quad \mathbf{F}_c + \mathbf{B} = 0
\]  

(3.18)

Fig. 3.5 illustrates collecting individual constraint equations into the multidimensional vector equation. Notice that the \([k, j]\)th element of \(\mathbf{M}\) is a \(d_k \times d_j\) matrix, and each element of \(\mathbf{F}_c\) and of \(\mathbf{B}\) is an \(f_j\)-component vector.

Fig. 3.6 summarizes the definitions of the terms that enter into Eqn. 3.18.

Figure 3.5: Multiple constraints: Each constraint contributes one line to the equation. The collection of constraints together yields a set of simultaneous linear equations, expressible as a linear matrix equation.
### 3.4. Step 4: Constructing the Constraint-Force Equation

A measure of "deviation" for constraint $k$:

$$ \bar{D}_k(Y_s, t) = 0 \iff \text{constraint } k \text{ is met} $$

$\bar{D}_k$ is a $d_k$-dimensional vector.

$\bar{d}_k$ The number of dimensions of $\bar{D}_k$.

$\bar{D}^{(1)}_k$ The rate of change of $\bar{D}_k$:

$$ \bar{D}^{(1)}_k(Y(t), t) = \frac{d}{dt} \bar{D}_k(Y_s(t)) $$

$\bar{D}^{(1)}_k$ is a $d_k$-dimensional vector.

$\bar{D}^{(2)}_k$ The acceleration of $\bar{D}_k$:

$$ \bar{D}^{(2)}_k(Y(t), \mathcal{F}(t), T(t), t) = \frac{d^2}{dt^2} \bar{D}(Y(t), t) $$

$\bar{D}^{(2)}_k$ will depend linearly on $\mathcal{F}$ and $T$; thus:

$$ \bar{D}^{(2)}_k = \sum_{\text{bodies } i} \left( \Gamma_i^k(Y)^{\beta_i} + \Lambda_i^k(Y)^{\beta_i} \right) + \bar{\beta}_k(Y) $$

where we define:

$\Gamma_i^k$ A $d_k \times 3$ matrix corresponding to the net force on body $i$; we have one such for each body in constraint $k$. If body $i$ is not involved in constraint $k$, $\Gamma_i^k = 0$.

$\Lambda_i^k$ A $d_k \times 3$ matrix corresponding to the net torque on body $i$; we have one such for each body in constraint $k$. If body $i$ is not involved in constraint $k$, $\Lambda_i^k = 0$.

$\bar{\beta}_k$ The part of $\bar{D}^{(2)}_k$ independent of $\mathcal{F}$ and $T$; a $d_k$-dimensional vector.

$\mathcal{F}_i$ The net non-constraint force on body $i$.

$\mathcal{T}_i$ The net non-constraint torque on body $i$.

$\mathcal{F}_i^j$ The unknown "constraint force" of constraint $j$. An $f_j$-dimensional vector.

$\mathcal{G}_i^j$ A $3 \times f_j$ matrix. The force on body $i$ due to constraint $j$ is given by $\mathcal{G}_i^j \mathcal{F}_i^j$.

$\mathcal{H}_i^j$ A $3 \times f_j$ matrix. The torque on body $i$ due to constraint $j$ is given by $\mathcal{H}_i^j \mathcal{F}_i^j$.

$\mathcal{F}_c$ The collection of constraint forces in the model; A multidimensional vector. The $j$th element of $\mathcal{F}_c$ is a $f_j$-component vector, given by $\mathcal{F}_c^j = \mathcal{F}_i^j$.

$\mathcal{M}$ A multidimensional matrix. The $[k,j]$th element of $\mathcal{M}$ is a $d_k \times f_j$ matrix, given by

$$ \mathcal{M}_{kj} = \sum_{\text{bodies } i} \left( \Gamma_i^k \mathcal{G}_i^j + \Lambda_i^k \mathcal{H}_i^j \right) $$

$\mathcal{M}_{kj}$ corresponds to the influence of the $j$th constraint-force on the $k$th constraint.

$\mathcal{B}$ A multidimensional vector. The $k$th element of $\mathcal{B}$ is a $d_k$-component vector, given by

$$ \mathcal{B}_k = \sum_{\text{bodies } i} \left( \Gamma_i^k \bar{\beta}_i^k + \Lambda_i^k \bar{\beta}_i^k \right) + \bar{\beta}_k + \frac{2}{\tau_k} \bar{D}^{(1)}_k + \frac{1}{\tau_k^2} \bar{D}_k $$

$\mathcal{B}_k$ corresponds to the deviation of the $k$th constraint, as well as the influence of motion and non-constraint forces on the constrained bodies.

Figure 3.6: Quantities associated with the constraint-force calculation. $Y_s$, $\mathcal{F}$, and $T$ are the state, net force, and net torque in the model (Eqn. A.5, Appendix A). $Y_s$ is the spatial state of the model (Eqn. 3.1). Derivations of these quantities for various constraints are given in Appendix C.3.
Chapter 4

Solving the Constraint-Force Equation

To simulate a model with Dynamic Constraints, we do a standard numerical integration of the equations of classical rigid-body motion, as discussed in Appendix A. During the course of the simulation, we will have to compute the net force and torque on each body in the model, at arbitrary times, with the model in an arbitrary state. To compute the net forces and torques, we will have to set up and solve the constraint-force equation $\mathbf{M}\mathbf{F} + \mathbf{B} = 0$.

4.1 Setting Up The Equation

The procedure to set up and solve the constraint-force equation, and to compute the net forces in the model, is outlined in Fig. 4.1. Fig. 3.6 summarizes the various terms that were defined in Ch. 3.

We are given the functions $\tilde{\mathcal{B}}(\mathbf{Y}, t)$, $\tilde{\mathcal{B}}(1)(\mathbf{Y}, t)$, $\mathcal{C}(\mathbf{Y}, t)$, $\mathcal{A}(\mathbf{Y}, t)$, and $\mathcal{B}(\mathbf{Y}, t)$ for each constraint in the model, as well as functions $\mathcal{G}(\mathbf{Y}, t)$ and $\mathcal{H}(\mathbf{Y}, t)$ for each constraint/body pair. Additionally, we know how to compute the external forces and torques in the model.

Thus, at any instant of time $t$, with the bodies in the model in state $\mathbf{Y}$, we can construct $\mathbf{M}$ and $\mathbf{B}$ as defined in Fig. 3.6. We then solve $\mathbf{M}\mathbf{F} + \mathbf{B} = 0$, to get the constraint forces. The constraint forces are combined with the external forces and torques to yield the net forces and torques on all the bodies.

4.2 Solving The Equation

Fig. 4.1 outlines the procedure to set up Eqn. 3.18, as well as solve it and compute the net force and torque on each body.

In step 3 of Fig. 4.1, we call a standard linear-system solver to solve Eqn. 3.18. There are many well-known methods for solving linear systems (see [Press et. al. 86], [Ralston and Rabinowitz 78]). We note some characteristics of $\mathbf{M}$ that should be taken into account when choosing a solution method:

- $\mathbf{M}$ is typically sparse. The $[k, j]$th entry in $\mathbf{M}$ is non-zero only if some body is influenced by both constraint $k$ and constraint $j$.

- $\mathbf{M}$ is not necessarily square. A constraint may have $d \neq f$; for example, the "orientation" constraint (Appendix C.3.A) has $d = 1$ and $f = 3$, yielding a matrix which is "wider" than it is "tall."

- $\mathbf{M}$ may be singular, implying that Eqn. 3.18 is overdetermined or underdetermined.

We most often use singular-value decomposition (SVD) to solve Eqn. 3.18, because it robustly handles singularity and near-singularity, as well as non-square systems. However, SVD algorithms typically do not take advantage of sparseness, and are typically relatively slow. The glossary (p. xv) gives a brief description of SVD; see [Press et. al. 86] for a more complete introduction to SVD.  

One should also note that in the course of a simulation, we will have to solve the constraint-force equation repeatedly. Typically, each instance will be "near" the preceding ones; we are thus looking into ways to calculate the SVD quickly, by using a previous decomposition as an approximate initial guess for the new SVD.

---

1 The SVD code given in [Press et. al. 86], which is based on code in the references found there, has a bug in its splitting of the bidiagonal matrix, causing incorrect decomposition in some cases. A matrix that elicits this bug is:

$$
\begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{bmatrix}
$$

We have re-implemented the algorithm in order to fix this bug. Additionally, the NAG Fortran Library [NAG] includes an implementation of SVD that does not suffer from this bug.
4.2.1 Underdetermined Equations

The constraint-force equation (Eqn. 3.18) will sometimes be underdetermined, thus having many solutions. This can occur, for example, when there are several constraints acting on a single body; it may be possible to vary some of the individual constraint forces without affecting the net torque or force on the object. An example is shown in Fig. 4.2a, in which the pair of forces labeled “V” yield the same net force ($= 2F_V$) and torque ($= 0$) as the pair labeled “W”.

There is no difficulty caused by having many solutions to Eqn. 3.18; we could use any solution, since they will all yield identical behavior. We might wish to use the solution which is smallest in magnitude, to avoid numerical difficulties; SVD yields this solution.

4.2.2 Overdetermined Equations

In Fig. 4.2b, the user has specified constraints which can not be met; there is no “correct” constraint force to be applied. In Fig. 4.2c, the specified constraints can be met, but not by moving the constrained point in a straight line; however, Eqn. 3.4 requires that the point move in straight line if the constrained point is initially at rest.

For overdetermined systems, using the least-squares solution for the constraint forces typically yields “reasonable” behavior—the object typically assumes some intermediate configuration, for the case of Fig. 4.2b, or moves along the feasible path, for the case of Fig. 4.2c. SVD returns the least-squares solution for overdetermined systems.

4.2.3 Unbounded Solutions

It is possible for a deviation function $\bar{D}(\mathbf{y})$ to yield an equation $M(\mathbf{y})F + B(\mathbf{y}) = 0$ that in turn results in a solution $F(\mathbf{y})$ with a singularity: near the singularity, $F(\mathbf{y})$ can be unboundedly large, and at the singularity, there is no solution. If the constraint tries to bring the model near the singularity, the force may grow so large that the numerical simulation will fail—even though the solution is valid analytically.

For example, consider the one-dimensional deviation function

$$D(x) = x^2$$

for which the constraint is met when $x = 0$. This

4.2.4 Discontinuous Solutions

It is possible to construct a deviation function $\bar{D}(\mathbf{y})$ such that the resulting constraint-force equation $M(\mathbf{y})F + B(\mathbf{y}) = 0$ can be solved at all points in state space, but that the solution is discontinuous. This can cause difficulty for the numerical simulation.

For example, consider the one-dimensional deviation function

$$\bar{D}(x) = \begin{cases} 0 & x \leq 0 \\ x & x > 0 \end{cases}$$

This constraint is met when $x \leq 0$; it represents an impenetrable wall at $x = 0$. As long as the body is to the left of $x = 0$, the constraint is met, and the least-squares solution gives a constraint-force of 0. If the body crosses over the $x = 0$ boundary, a non-0 constraint force is instantaneously introduced. The instantaneous change in force will likely cause the numerical simulation to fail, or at least to take extremely small steps.

Discontinuous forces arise in a physical model when rigid bodies collide. Appendix D discusses approaches to handling collisions within the dynamic-constraints framework.
4.2. SOLVING THE EQUATION

PROCEDURE TO COMPUTE THE NET FORCE AND TORQUE ON EACH BODY:

; 1. Compute net non-constr forces & torques
for each body i
    \( \vec{F}_N^i = \vec{T}_N^i = 0 \)
for each non-constr force j on body i
    compute force \( \vec{F}_{Nj} \)
    \( \vec{F}_N^i \leftarrow \vec{F}_{Nj} \)
    \( \vec{T}_N \leftarrow \vec{b}_j \times \vec{F}_{Nj} \)
end
for each non-constr torque j on body i
    compute torque \( \vec{T}_{Nj} \)
    \( \vec{T}_N \leftarrow \vec{T}_{Nj} \)
end

; 2. Set up constraint-force equation
initialize \( \mathcal{M} \) to 0
for each constraint k
    compute \( \vec{b}_k \), \( \vec{D}^{(1)}_k \), and \( \vec{D}_k \)
    \( \vec{B}[k] = \vec{b}_k + \frac{2}{7} \vec{D}^{(1)}_k + \frac{1}{7} \vec{D}_k \)
for each body i in constraint-k
    compute \( \Gamma_k^i \) and \( \Lambda_k^i \)
    \( \vec{B}[k] \leftarrow \vec{B}[k] + \vec{\Lambda}_k^i \vec{T}_N \)
for each constraint j acting on i
    \( \mathcal{M}[x,j] \leftarrow \Gamma_k^i \vec{G}_j^i + \Lambda_k^i \vec{H}_j^i \)
end
end

; 3. Solve constraint force equation (Eqn. 8.18)
\( \mathcal{F}_c = \text{solve}(\mathcal{M}, \vec{B}) \); linear-system solver

; 4. Compute net forces and torques.
for each body i
    \( \vec{F}_N^i = \vec{F}_N^i \)
    \( \vec{T}_N^i = \vec{T}_N^i \)
for each constraint j acting on i
    \( \vec{F}_N^i \leftarrow \vec{G}_j^i \mathcal{F}_c[j] \)
    \( \vec{T}_N^i \leftarrow \vec{H}_j^i \mathcal{F}_c[j] \)
end
end

Figure 4.2: Under- and Overdetermined systems. (a) Underdetermined: Forces "V" and "W" yield the same net force. (b) Overdetermined. There is no way to meet both constraints. (c) Overdetermined: Both constraints could be met, but not via the path we have chosen.

Figure 4.1: The procedure to compute the constraint forces and the net force and torque on each body. See discussion in Sec. 4.1. Note that the \([x,j]\)th element of \( \mathcal{M} \) is a \( d_k \times f_j \) matrix, and the \([k]\)th element of \( \mathcal{B} \) is a \( d_k \)-dimensional vector. Rather than implementing \( \mathcal{M} \) as a "nested" array, it can be flattened into a \((\sum_k d_k) \times (\sum_k f_k)\) array; similarly, \( \mathcal{B} \) is formed by concatenating the individual vectors into one \((\sum_k d_k)\)-dimensional vector.
Chapter 5

A Modeling System based on Dynamic Constraints

In this chapter, we provide a brief description of the “Dynamic Constraints” modeling system. This system was used to create the animations shown in Appendix F and [Caltech '87 Demo Reel].

5.1 Overview

Modeling with the “Dynamic Constraints” system consists of instantiating primitive bodies, connecting and controlling them with constraints, and influencing their behavior by explicitly applying forces. The modeling system thus has three libraries:

- **Primitive bodies**: A collection of rigid bodies, such as spheres, rods, tori, and more complex shapes, that are the component elements of models. The modeler specifies the body density, as well as specific parameters such as the length and radius of a rod. Each body type defines the quantities needed for physical simulation, such as the rotational inertia tensor for that body type.

- **External applied forces**: Forces (and torques) that the modeler can introduce into the model, including gravity, springs, and damping forces. Each force has parameters specific to the force, such as damping coefficients or spring constants. Using the terminology of Sec. 3.3.2, these are all “non-constraint” forces.

- **Constraints**: Various types of geometric constraints, such as the “point-to-nail” or “orientation” constraints described in Ch. 1 and derived in Appendix C.3.

It is fairly easy to add new entries to any of these libraries, in order to support new types of bodies, forces, or constraints.

To build a model, the modeler makes instances of objects, and runs the simulation. The modeler may also specify “timelines” of events to take place, such as creating or removing of instances, turning constraints or external forces on or off, or otherwise adjusting parameters.

When the modeler specifies a constraint, the system automatically generates the appropriate constraint forces and torques. These are added to the external applied forces and torques to yield the net forces and torques on the bodies.

5.2 Implementation

We describe here the high-level program structure; details of simulating Newtonian mechanics are given in Appendix A, and the procedure to calculate the constraint forces is given in Sec. 4.2.

Our modeling system is implemented in Common Lisp on Symbolics Lisp Machines, using Symbolics’ object-oriented “Flavors” mechanism. The fundamental object classes we have defined are:

- **rigid-body**: a primitive body in the model. This class defines the functions and state variables needed for the dynamics calculation (see Appendix A), including a list of forces and torques acting on the body. There are subclasses for each type of body in our library; each subclass provides type-specific information, such as the rotational inertia tensor.

- **control-point**: a point on a body, or in space. A point on a body contains a reference to the body, as well as the position of the point in body-coordinates. A point in space defines its position, which can be constant, or a function of time. Forces and constraints are typically created by specifying the control-points at which
CHAPTER 5. A MODELING SYSTEM

...they act.

- **force**: a force being applied to a body. Each force contains a reference to a control point at which it is applied. There are subclasses for each type of force in our library; each subclass provides a function that computes the force.

- **constraint**: any type of dynamic constraint. There are subclasses for each type of constraint in our library. Each subclass provides the quantities needed to determine the constraint force (described in Fig. 3.6). Each constraint also keeps references to the bodies being constrained and associates the appropriate forces with the bodies.

All objects handle a “draw” message, which displays the object in its current state. For debugging a model, we send the “draw” message to all objects, including forces, control points, and constraints; for producing an animation, we send the “draw” message only to bodies.

Some examples of subclasses are:

- **rod**: a subclass of **rigid-body**. This class provides the values specific to rods, e.g. the rotational inertia tensor (see Appendix A). The class also associates two control points with each rod, named “end1” and “end2”, at the ends of the rod, and provides functions to access them.

- **nail**: a control point fixed at a location in space.

- **pt-to-nail**: a subclass of **constraint**. Provides the functions which calculate the terms needed for a “point-to-nail” constraint (see Eqn. 3.2, Eqn. 3.7, Eqn. 3.11).

The addition of new types of bodies, forces, or constraints to the system merely requires the creation of an appropriate new subclass.

Currently, the user-interface is via the lisp environment; for example, the pendulum of Fig. 1.7 could be built via the series of commands:

```
; create bodies and control points
(make rod "upper-rod")
(make rod "lower-rod")
(make nail "nail" 0 0 100)
; specify constraints
(pt-to-pt (end1 "upper-rod") "nail")
(connect (end2 "upper-rod")
          (end1 "lower-rod"))
; add external forces
(gravity-on) ; apply gravity to each body
```

To animate a model once the instances are made, we simply iterate these steps:

- Simulate until end of frame (Appendix A).
- Send “draw” message to objects.

The implementation makes heavy use of a home-grown package of numerical routines, which include linear-system solvers, differential equation solvers, and the like; some useful references are [Press et. al. 86], [Golub and Van Loan 83], [Ralston and Rabinowitz 78], [Boyce and Deprima 77]. We also have embedded into lisp an extension to “Einstein Summation Notation” for mathematical expressions [Barr 83], [Misner, Thorne and Wheeler 73]; this makes it quite simple to create lisp functions by merely typing in the mathematical formulæ using the same notation with which we derive them.
Chapter 6

Conclusion

6.1 Summary

We have developed a technique that facilitates the creation of computer models of dynamic systems composed ultimately of rigid bodies.

The technique, called "Dynamic Constraints" allows models to be built and manipulated through specification of geometric constraints on the rigid bodies' states. The constraints are met by introducing "constraint forces" into the model.

We have developed an inverse dynamics method for derivation of the "constraint-force equation" that is solved to yield the constraint forces: We start by defining a "deviation" function that measures whether a constraint is met, the modeler's request for a constraint is expressed as a desired exponential decay of the "deviation" function. The behavior is described by a second-order differential equation, which we then transform into the linear constraint-force equation.

6.2 Advantages

Several advantages, or otherwise good features, of the dynamic constraints technique are:

- The technique provides for the self-assembly of objects, and allows constraints to be changed and turned on and off over the course of a simulation.

- The technique allows the newtonian simulation to be done in Euclidean coordinates, rather than in state space (as in, e.g., [Armstrong and Green 85], [Isaacs and Cohen 87]).

- The technique has no difficulty with closed kinematic loops (as do, e.g., [Isaacs and Cohen 87], [Gerard and Maciejewski 85]).

- It is easy to add new constraints, of a variety of types.

- The technique is reasonably graceful for over-constrained models.

6.3 Disadvantages

Some of the drawbacks of the technique are:

- It is possible to define constraints that can’t be solved, as discussed in (Sec. 4.2.3).

- The technique tries to meet constraints by moving along straight lines, which can cause unnecessary overdetermination in the equations (Sec. 4.2.2).

- A set of geometric constraints does not always completely specify an object; alternate "isomeric" solutions can exist. See discussion in Appendix E.

- The technique is numerically intensive.

6.4 Future Work

Further work we are interested in pursuing includes:

- Expanding the constraint library.

- Object Intersection. Development of non-interpenetration constraints.

- Flexible bodies. Incorporation of flexible-body simulation with dynamic constraint control [Platt and Barr 88], [Terzopoulos, Platt, Fleischer, and Barr 87].

- Special-case models Direct implementation of the equations of motion for common objects, such as the linked systems of [Isaacs and Cohen 87],...
[Armstrong and Green 85]. Decreasing the number of constraints in the model speeds up the constraint-force calculation.

- *Constraints with inequalities.* A more general class of constraints is those that can be expressed as \( \bar{D}(y, t) \geq 0 \). This would allow constraints such as "make object A be higher than object B".

- *Constraints on velocity or acceleration.*

  We are also looking forward to using the dynamic constraints modeling system as a tool in other research areas, such as molecular biology [Lengyel 87] and robotics.
Appendix A

Simulating Newtonian Mechanics

Fig. A.1 summarizes the equations of motion of a rigid body. A full discussion of rigid-body dynamics can be found in [Fox 67], [Goldstein 80].

A.1 Notes On The Equations Of Motion

We give some comments about the terms defined in Fig. A.1.

- **Mass m**: The mass m is a scalar quantity. m may in general be a function of the state of the system and/or time. For simplicity, in Appendix A.3 and Appendix B.3, we assume the mass of each primitive body is constant.

- **Rotational Inertia Tensor I**: I is a 3 x 3 matrix that determines the rotational behavior of a body, in that it defines the relationship between a body's angular velocity \( \mathbf{\omega} \) and momentum \( \mathbf{L} \). I is defined by:

\[
I = \int_V (\mathbf{r} \times \mathbf{r}) \rho(\mathbf{r}) dV
\]  
(A.1)

where \( \mathbf{r} \) is the radius vector from the center of mass, and \( \rho(\mathbf{r}) \) is the density of the body. Note that for a rigid body with constant mass, \( I_{\text{body}} \) is constant. Note also that in Fig. A.1 we use the inverse \( I^{-1} \) rather than I. Thus \( I_{\text{body}}^{-1} \) can be precomputed for each body; we convert to world coordinates using \( R \):

\[
I^{-1} = R I_{\text{body}}^{-1} R^T
\]  
(A.2)

- **Position of Center of Mass \( \mathbf{z} \)**: \( \mathbf{z} \) is a 3-space vector. For simplicity, we place the origin of the body coordinate system at the center of mass of the body (see Fig. A.2.)

\[\text{State variables of a body:}\]
- \( m \) - Mass of the body
- \( I \) - Rotational inertia tensor of the body
- \( \mathbf{z} \) - Position of the body center of mass
- \( \mathbf{R} \) - Orientation of the body
- \( \mathbf{p} \) - Momentum of the body
- \( \mathbf{L} \) - Angular Momentum of the body

\[\text{auxiliary variables:}\]
- \( \mathbf{\dot{z}} = \frac{1}{m} \mathbf{\dot{p}} \) - Velocity of the body
- \( \mathbf{\omega} = I^{-1} \mathbf{\dot{L}} \) - Angular velocity of the body

\[\text{THE EQUATIONS OF MOTION:}\]
\[
\begin{align*}
\frac{d}{dt} \mathbf{\dot{z}} & = \mathbf{\dot{p}} \\
\frac{d}{dt} \mathbf{\dot{p}} & = \mathbf{F} \\
\frac{d}{dt} \mathbf{\omega} & = \mathbf{\omega} \times \mathbf{R} \\
\frac{d}{dt} \mathbf{L} & = \mathbf{F} \times \mathbf{R}
\end{align*}
\]

where:
- \( \mathbf{\dot{F}} \) = net force on the body, and
- \( \mathbf{\dot{T}} \) = net torque of the body.

Note: \( \mathbf{\omega}^* \) is the dual of \( \mathbf{\dot{z}} \) (see Appendix B.2).

Note: All expressions are in world coordinates.

\[\text{Figure A.1: Summary of the equations of motion of a rigid body.}\]

- **Orientation Matrix R**: R is a 3 x 3 matrix that transforms tensors from body-coordinates to world coordinates (see Fig. A.2). As we numerically integrate R (see Appendix A.3), numerical noise tends to cause R to drift away from a pure rotation, yielding noticeable skewing. This can be alleviated by using a feedback technique, as in [Barr 83]. Alternatively, we can represent the orientation as a quaternion \( \mathbf{q} \). The dynamic behavior of \( \mathbf{q} \) is given
A.2 Canonical O.D.E. Notation: \( \frac{d}{dt} \mathcal{Y} = f(\mathcal{Y}, t) \)

For brevity, we express the collection of equations in Fig. A.1 as an ordinary differential equation (O.D.E.), in canonical form. For a system consisting of single body \( A \), we have:

\[
\frac{d}{dt} Y^A = f(Y^A, F^A, T^A)
\]

(A.4)

where we define

\[
Y^A = \{\vec{z}^A, R^A \vec{p}^A, \vec{L}^A\} \quad \text{— State of body } A
\]

\[
F^A \quad \text{— Net force on } A
\]

\[
T^A \quad \text{— Net torque on } A
\]

For a model consisting of a collection of bodies, we have:

\[
\frac{d}{dt} \mathcal{Y} = f(\mathcal{Y}, \mathcal{F}, \mathcal{T})
\]

(A.5)

where we define

\[
\mathcal{Y} = \{Y^A, Y^B, \ldots\} \quad \text{— State of the bodies}
\]

\[
\mathcal{F} = \{F^A, F^B, \ldots\} \quad \text{Force on the bodies}
\]

\[
\mathcal{T} = \{T^A, T^B, \ldots\} \quad \text{Torques on the bodies}
\]

A.3 Implementation

A.3.1 Data Structures

The data structure for a rigid body should include:

- **Constant state variables:** \( m \) and \( R_{body}^{-1} \). These values are set when the body is created. Note the use of \( R_{body}^{-1} \) as discussed in Appendix A.1.

- **Differential state variables:** \( \vec{v}, \vec{p}, \vec{o}, \) and \( \vec{f} \). These values are initialized when the body is created; thereafter they are computed by O.D.E. integration, as described below. Note the use of \( \vec{Q} \) as discussed in Appendix A.1.

- **Auxiliary variables:** \( \vec{v}, \vec{o}, \) and \( R \). These are computed from the values of the other state variables.

The data structure for a force should include:

- **Force function:** Called to compute the force.

- **Body:** The body to which the force is applied.

- **Radius vector:** \( \vec{r}_{body} \). The point on the body at which to apply the force; a constant vector in body coordinates.

\(^{\text{a}}\)See [Misner, Thorne and Wheeler '73], page 1109.
A.3.2 Computing $\frac{d}{dt} \mathbf{Y}$

The ODE solver (see below) requires us to provide a function $f(\mathbf{Y}, t)$ that computes $\frac{d}{dt} \mathbf{Y}$. We are given an array $\mathbf{Y}$, a time value $t$, and an array $\mathbf{Y}$ in which to store the result. The steps which we follow are:

1. Distribute the values from array $\mathbf{Y}$ into the bodies' state variables.$^3$
2. Compute the bodies' auxiliary variables.
3. Compute the net force and torque on each object, as discussed in Sec. 4.2.
4. Compute the derivatives of each state variable of each body, using the equations of motion in Fig. A.1 and Eqn. A.3. The derivative values are concatenated into array $\mathbf{Y}$.

A.3.3 Solving the O.D.E.

Numerical methods for solving first-order O.D.E.'s are well known; see Appendix A.3.4 for a brief discussion of the choice of solver.

An O.D.E. solver typically has the following features:

- Treats $\mathbf{Y}$ as a single long vector.
- Starts with an initial value of $\mathbf{Y}$ at time $t_0$.
- Determines $\mathbf{Y}$ for $t > t_0$ by integrating $\frac{d}{dt} \mathbf{Y}$.
- The user supplies a function $f(\mathbf{Y}, t)$ which computes $\frac{d}{dt} \mathbf{Y}$.
- Takes a "target" time $t$ at which the value of $\mathbf{Y}$ is desired.

To create an animation, we must compute $\mathbf{Y}$ for each frame, at times $t_0, t_0 + \Delta t, t_0 + 2\Delta t, \ldots$. We thus perform the following steps.

1. Given the initial state of the bodies, at time $t = t_0$. Concatenate the values of differential state variables of all the bodies into a single 1-D array $\mathbf{Y}$.
2. Call the solver with "target" time $t + \Delta t$. The solver fills the array $\mathbf{Y}$ with its values at that time.
3. Distribute the values from array $\mathbf{Y}$ into the state variables of the bodies.
4. Draw the model.
5. Increment $t$ by $\Delta t$, and iterate from step 2.

$^3$Remember that $\mathbf{Y}$ as passed to $f(\mathbf{Y}, t)$ is just a "hypothetical" state—the solver typically explores the state space, calling this function for various values of $\mathbf{Y}$ and $t$, which may not be the actual solution to the O.D.E.

A.3.4 Choosing an O.D.E. Solver

In our experience, we have generally been able to make do with adaptive step-size forward methods, such as an Adams-Bashforth predictor corrector (see [Ralston and Rabinowitz 78]). Using such methods, however, means that we have had to be careful not to create models whose differential equations were too stiff; otherwise the ODE solver would take unacceptably small steps, or even become unstable.

For stiff models, we would have to use implicit techniques, such as Gear's method ([Gear 71]). Unfortunately, implicit techniques generally require the creation of the Jacobian matrix of $\frac{d}{dt} \mathbf{Y}$—this typically involves many evaluations of $\frac{d}{dt} \mathbf{Y}$, each of which can be very expensive. For a stiff system, implicit methods can take much larger steps than forward methods, so despite the added cost per step, the implicit methods might be more practical.

One thing to keep in mind is that, for animation, we want to sample the solution $\mathbf{Y}(t)$ at regular points in time—at the end of each frame. Most differential equation solvers work by creating local (typically polynomial) approximations to the solution. Such solvers may use arbitrary step sizes and step past frame boundaries; we can interpolate back to get the state of the model at the frame boundaries.$^4$

In our experience, during the "easy" parts of a simulation, the solver will step over several frames at a time. Some solvers, such as Bulirsch-Stoer (see [Press et. al. 86]) can reputedly take huge steps, to compute the value of $\mathbf{Y}(t)$ for large $t$, but they don't provide information about the value of $\mathbf{Y}(t)$ in the intervening times. Without the intervening values of $\mathbf{Y}(t)$, the solution is less useful for animation.

Another consideration is that at discontinuities or singularities in $f(\mathbf{Y}, t)$, a unique solution to $\frac{d}{dt} \mathbf{Y} = f(\mathbf{Y}, t)$ is not guaranteed. It is not surprising that numerical differential equation solvers have great difficulty bridging such discontinuities. This issue arises in Sec. 4.2.4 and Appendix D.

$^4$Note that the state of the model at each frame includes the velocities of the objects, allowing for rendering with motion-blur.
Appendix B
Mathematical Details

B.1 Quaternions

We present here a brief overview of quaternions and relevant formulae, using the notation of [Shoemake 85]. Quaternions are used to represent orientations of bodies (Appendix A.1).

B.1.1 Definition

A quaternion is a four-component object, having a scalar part and a vector part. Thus, with

\[ s = \text{a scalar}, \]
\[ \vec{v} = \text{a vector}, \]

we write

\[ q = [s, \vec{v}] \quad (B.1) \]

B.1.2 Quaternion-Quaternion Multiplication

To multiply quaternion \( q_1 \) by quaternion \( q_2 \), the formula is

\[ q_1 = [s_1, \vec{v}_1] \]
\[ q_2 = [s_2, \vec{v}_2] \]

\[ q_1q_2 = [s_1s_2 - \vec{v}_1 \cdot \vec{v}_2, (s_1\vec{v}_2 + s_2\vec{v}_1 + \vec{v}_1 \times \vec{v}_2)] \quad (B.2) \]

B.1.3 Quaternion-Vector Multiplication

To multiply a vector by a quaternion (as in Eqn. A.3), we consider the vector to be a quaternion with zero scalar part:

\[ \vec{b} = \text{a vector} \]
\[ q = [s, \vec{v}], \text{a quaternion} \]

\[ \vec{b}q = [0, \vec{b}][s, \vec{v}] = [s\vec{b} - \vec{b} \cdot \vec{v}, s\vec{v} + \vec{b} \times \vec{v}] \quad (B.3) \]

B.1.4 Quaternion Inverse

The inverse of a quaternion has its vector-part negated, and is divided by the square of the magnitude:

\[ q = [s, \vec{v}] \]
\[ |q|^2 = s^2 + |\vec{v}|^2 = 1 \]

\[ q^{-1} = \frac{1}{|q|^2}[s, -\vec{v}] \]
\[ q^{-1}q = q^{-1}q = [1, 0] = 1 \quad (B.4) \]

B.1.5 Rotation by a Quaternion

A quaternion \( q \) can represent a rotation by \( \theta \) around an axis \( \vec{r} \) (a unit vector):

\[ q = [\cos(\frac{\theta}{2}), \sin(\frac{\theta}{2})\vec{r}] \quad (B.5) \]

We rotate a vector \( \vec{b} \) by:

\[ \text{Rotate}(\vec{b}) = q\vec{b}q^{-1} \quad (B.6) \]

Notice that the magnitude of the quaternion is irrelevant to the rotation; rotations can be represented as points on the unit 4-sphere. Notice also that diametrically opposed points on the 4-sphere represent the same rotation.

B.1.6 Conversion to Rotation Matrix

To convert a normalized quaternion \( q \) to the corresponding rotation matrix \( M \), the formula is\(^1\)

\[ q = [w, (x, y, z)], \text{where } w^2 + x^2 + y^2 + z^2 = 1 \]

\[ M = \begin{bmatrix} 1 - 2y^2 - 2z^2 & 2xy - 2wz & 2xz + 2wy \\ 2xy + 2wz & 1 - 2x^2 - 2z^2 & 2yz - 2wx \\ 2xz - 2wy & 2yz + 2wx & 1 - 2x^2 - 2y^2 \end{bmatrix} \quad (B.7) \]

\(^1\)The matrix given here is the transpose of that in [Shoemake 85]. This matrix is suitable for multiplying on the left, with column vectors; that is, we have \( q\vec{b}q^{-1} = M\vec{b} \)
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B.2 Dual of a vector

The dual of a vector $\vec{b}$ is the antisymmetric matrix $b^*$:

$$b^* = \begin{bmatrix} b_1 \\ b_2 \\ b_3 \end{bmatrix}, \text{ and } b^* = \begin{bmatrix} 0 & -b_3 & b_2 \\ b_3 & 0 & -b_1 \\ -b_2 & b_1 & 0 \end{bmatrix}$$

For any vectors $\vec{\alpha}$ and $\vec{\beta}$, we have the following identities:

$$b^* \vec{\alpha} \equiv \vec{\alpha} \times \vec{b}$$
$$b^* \vec{\beta} \equiv \vec{\beta} \times \vec{b}$$
$$b^* = b^*$$

B.3 Behavior of a Point

Consider a point "P" which is fixed relative to a rigid body (Fig. A.2). We define $\mathbf{b}_{\text{body}}$ to be the vector from the center-of-mass of the body to $P$, expressed in the body's home coordinates; since the point is fixed, $\vec{b}_{\text{body}}$ is constant. We would like to derive expressions for the position, velocity, and acceleration of $P$. We assume that the mass of the body is constant.

We will need to know the derivative of $\mathbf{T}^{-1}$. Remember that since the body is rigid, $\mathbf{T}^{-1}$ is constant:

$$\frac{d}{dt} \mathbf{T}^{-1} = \mathbf{R} \mathbf{T}^{-1} \mathbf{R}^T + \mathbf{R} \mathbf{T}^{-1} \frac{d}{dt} \mathbf{R}^T = \omega^* \mathbf{R} \mathbf{T}^{-1} \mathbf{R}^T + \mathbf{R} \mathbf{T}^{-1} \mathbf{R}^T \omega^*$$

We have substituted $\omega^* \mathbf{R}$ for $\frac{d}{dt} \mathbf{R}$, according to the equations of motion (Appendix A).

We will also need the derivative of $\hat{\omega}$:

$$\frac{d}{dt} \hat{\omega} = \hat{\omega} = \mathbf{T}^{-1} \frac{d}{dt} \hat{L}$$
$$\frac{d}{dt} \hat{\omega} = \mathbf{T}^{-1} \frac{d}{dt} \hat{L} + \mathbf{T}^{-1} \omega^* \hat{L}$$

We can now differentiate $\vec{b}$:

$$\frac{d}{dt} \vec{b} = \frac{d}{dt} (\mathbf{R} \vec{b}_{\text{body}})$$
$$= \mathbf{R} \vec{b}_{\text{body}}$$
$$= \omega^* \mathbf{R} \vec{b}_{\text{body}}$$
$$= \omega^* \vec{b}$$
$$= \vec{\alpha} \times \vec{b}$$

We have again substituted $\omega^* \mathbf{R}$ for $\frac{d}{dt} \mathbf{R}$.

Finally, we can express the position, velocity, and acceleration of point $P$ in terms of the state of the body and the net force and torque on the body:

$$\vec{X}_P = \vec{X}_P$$
$$\vec{v}_P = \vec{v}_P$$
$$\vec{a}_P = \vec{a}_P$$

We have substituted $\omega^* \mathbf{R}$ for $\frac{d}{dt} \mathbf{R}$, according to the equations of motion (Appendix A).

We will also need the derivative of $\hat{\omega}$:

$$\mathbf{T}^{-1} \frac{d}{dt} \hat{L} = \mathbf{T}^{-1} \frac{d}{dt} \hat{L} + \mathbf{T}^{-1} \omega^* \mathbf{R} \hat{L}$$

We have substituted $\mathbf{T}$ for $\frac{d}{dt} \hat{L}$ according to the equations of motion.
Appendix C

Constraint Derivations

C.1 Adding New Constraints

As expected, it has been quite easy to add new types of constraints to the modeling system of Ch. 5 Typically, starting with a twice-differentiable deviation function $\bar{D}(\mathbf{q},t)$, we differentiate and "type in" the resulting equations, as described in Appendix C.2. One must be aware, however, of the "gotchas" that are described in Sec. 4.2.3 and Sec. 4.2.4.

There is some freedom in choosing the forces and torques that solve the constraint equation. In general, an arbitrary force and torque at the center of mass suffices, giving us six degrees of freedom; thus we would have the following definitions:

$$\mathbf{\bar{F}}_c = \begin{bmatrix} F_x \\ F_y \\ F_z \\ T_x \\ T_y \\ T_z \end{bmatrix}$$

\begin{equation}
\mathbf{G} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}
\end{equation}

\begin{equation}
\mathbf{H} = \begin{bmatrix} 0 & b_x & -b_y & 1 & 0 & 0 \\ -b_x & 0 & b_y & 0 & 1 & 0 \\ b_y & -b_x & 0 & 0 & 0 & 1 \end{bmatrix}
\end{equation}

If the force and torque are applied at a point $P$ (not the center of mass) at radius vector $\mathbf{s}$ from the center of mass (see Fig. A.2), then the six degrees of freedom translate to force and torque at the center of mass via:

$$\mathbf{\bar{F}}_c = \begin{bmatrix} F_x \\ F_y \\ F_z \\ T_x \\ T_y \\ T_z \end{bmatrix}$$

$$\mathbf{G} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}
\end{equation}

For some types of constraints, only a constraint force or only a constraint torque is needed to solve the constraint equation; thus three degrees of freedom are needed instead of six. Since solving the constraint-force equation typically takes $O(n^2)$ operations, this can significantly reduce the computation time. If the three degrees of freedom correspond to a force, Eqn. C.2 becomes

\begin{equation}
\mathbf{\bar{F}}_c = \begin{bmatrix} F_x \\ F_y \\ F_z \end{bmatrix}
\end{equation}

\begin{equation}
\mathbf{G} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} - 1
\end{equation}

\begin{equation}
\mathbf{H} = \begin{bmatrix} 0 & b_x & -b_y \\ -b_x & 0 & b_y \\ b_y & -b_x & 0 \end{bmatrix} = b^*
\end{equation}

The constraints in Appendix C.3 each have three degrees of freedom; the "point-to-nail," "point-to-path," and "point-to-point" constraints have $\mathbf{G}$ and $\mathbf{H}$ in the above form.
C.2 Outline of Derivation Process

For each type of constraint, we must derive expressions for the various quantities defined in Fig. 3.6. The steps we follow are:

1. Choose a simple "deviation" measure \( \vec{D} \). \( \vec{D} \) is a function of the positions \( (\vec{X}) \) and orientations \( (\vec{R}) \) of the constrained bodies, and may optionally depend on \( t \).

2. Differentiate \( \vec{D} \), to derive \( \vec{D}^{(1)}(Y, t) \). Substituting \( \vec{v} \) and \( \omega^* \vec{R} \) for \( \frac{d}{dt} \vec{X} \) and \( \frac{d}{dt} \vec{R} \) terms which will arise (see Fig. 3.6).

3. Differentiate again, to derive \( \vec{D}^{(2)}(Y, \vec{F}, \vec{T}, t) \). Replace \( \frac{d}{dt} \vec{F} \) and \( \frac{d}{dt} \vec{T} \) terms with \( \vec{F} \) and \( \vec{T} \), thus giving rise to the linear dependence of \( \vec{D}^{(2)} \) on the forces and torques. Define the \( d \times 3 \) matrices \( \Gamma, \Lambda \), and the \( d \)-vector \( \vec{\beta} \).

4. Decide how to apply constraint forces to meet this constraint. Most often, we apply an arbitrary vector force to some fixed location of the constrained body; in this case, we have \( f = 3 \) degrees of freedom.

5. Write down \( G \) and \( H \) for each body in the constraint. These convert the \( f \) values in the "constraint force" \( \vec{F}_c \) into the actual forces and torques on the bodies.

Often, some of the quantities \( \Gamma, \Lambda, G, \) and \( H \), which are nominally matrices, turn out to be scalar. Scalars can be handled as a special case in the implementation, or scaled identity matrices can be used.

We give examples of the constraint derivations for the constraints illustrated in Ch. 1.

C.3 Examples

C.3.1 "Point-to-Nail" Constraint

We choose \( \vec{D} \) to be the vector from the constrained point, at \( \vec{X}_P \), to the "nail", at \( \vec{X}_0 \) (see Figure C.1).

\[
\vec{D}(Y) = \vec{X}_P(Y) - \vec{X}_0
\]

The differentiation in Appendix B immediately gives us the quantities:

\[
\begin{align*}
\vec{D}(Y) &= \vec{X}_P(Y) - \vec{X}_0 \\
\vec{D}^{(1)}(Y) &= \vec{v}_P(Y) \\
\vec{D}^{(2)}(Y, \vec{F}, \vec{T}) &= \vec{a}_P(Y, \vec{F}, \vec{T}) \\
\Gamma &= \frac{1}{2} \\
\Lambda &= b^*T^{-1} \\
\vec{\beta} &= b^*T^{-1}(\vec{L} \times \vec{\omega}) + \vec{\omega} \times (\vec{\omega} \times \vec{b})
\end{align*}
\]

We apply an arbitrary force to the constrained point. The "constraint force" \( \vec{F}_c \) is used directly as a force on the body, and it contributes \( \vec{F}_c \) to the torque.
We thus have:

\[
\begin{align*}
f & = 3 \\
G & = 1 \\
H & = b^* \\
\end{align*}
\]

C.3.2 “Point-To-Path” Constraint

This constraint is met at a time \( t \) if the constrained point \( \mathbf{P} \) is on the path, at \( \mathbf{X}^{\text{path}}(t) \) (Fig. C.1); it is the same as the “point to nail” constraint, but with a nail that moves. Thus when we differentiate, we keep terms which depend on \( \mathbf{X}^{\text{path}} \), but otherwise the derivation is the same as for the “point-to-nail.”

We have:

\[
\begin{align*}
d & = 3 \\
\mathbf{D}(\mathbf{y}, t) & = \mathbf{X}_P(\mathbf{y}) - \mathbf{X}^{\text{path}}(t) \\
\mathbf{D}^{(1)}(\mathbf{y}, t) & = \mathbf{v}_P(\mathbf{y}) - \frac{d}{dt} \mathbf{X}^{\text{path}}(t) \\
\mathbf{D}^{(2)}(\mathbf{y}, \mathbf{F}, \mathbf{T}, t) & = \mathbf{a}_P(\mathbf{y}, \mathbf{F}, \mathbf{T}) - \frac{d^2}{dt^2} \mathbf{X}^{\text{path}}(t) \\
\Gamma & = \frac{1}{m_1} - 1 \\
\Lambda & = -b^* \mathbf{T}^{-1} \\
\beta & = b^* \mathbf{T}^{-1}(\mathbf{L} \times \mathbf{\omega}) + \mathbf{\omega} \times (\mathbf{\omega} \times b) \\
& \quad - \frac{d}{dt^2} \mathbf{X}^{\text{path}}(t) \\
f & = 3 \\
G & = 1 \\
H & = b^* \\
\end{align*}
\]

Notice the explicit dependence of \( \mathbf{D}, \mathbf{D}^{(1)}, \) and \( \beta \) on \( t \).

C.3.3 “Point-To-Point” Constraint

This constraint is met if the two constrained points \( \mathbf{P}_1 \) and \( \mathbf{P}_2 \) are at the same location (Fig. C.2). We thus define \( \mathbf{D} \) to be the vector separating the two points. The derivation proceeds analogously to that of the “point-to-nail” constraint:

\[
\begin{align*}
d & = 3 \\
\mathbf{D}(\mathbf{y}) & = \mathbf{X}_P(\mathbf{y}) - \mathbf{X}_P(\mathbf{y}) \\
\mathbf{D}^{(1)}(\mathbf{y}) & = \mathbf{v}_P(\mathbf{y}) - \mathbf{v}_P(\mathbf{y}) \\
\mathbf{D}^{(2)}(\mathbf{y}, \mathbf{F}, \mathbf{T}) & = \mathbf{a}_P(\mathbf{y}) - \mathbf{a}_P(\mathbf{y}) \\
\Gamma & = -\frac{1}{m_1} - 1 \\
\Lambda & = -b^* \mathbf{T}^{-1} \\
\beta & = \frac{1}{m_2} - 1 \\
\end{align*}
\]

To be in keeping with Newton’s third law, the two bodies must exert equal and opposite forces on each other. We apply an arbitrary force, \( \mathbf{F} \), to one of the constrained points, and the negation of that force, \( -\mathbf{F} \), to the other. We thus have:

\[
\begin{align*}
f & = 3 \\
G & = -1 \\
H & = -b^* \\
\end{align*}
\]

C.3.4 “Orientation” Constraint

This constraint is met if a specified unit vector \( \hat{b} \) fixed in the body lines up with a unit vector \( \mathbf{N} \) fixed in the world (see Fig. C.3). We could define \( \theta \) to be the angle between the vectors; it easier, however, if we define \( \theta \) to be 0 when the cosine of the angle (i.e., the dot-product of the vectors) is 1. Thus we have:

\[
\begin{align*}
d & = 1 \\
\mathbf{D}(\mathbf{y}) & = \hat{b}(\mathbf{y}) \cdot \mathbf{N} - 1 \\
\mathbf{D}^{(1)}(\mathbf{y}) & = (\frac{d}{dt} \hat{b}(\mathbf{y})) \cdot \mathbf{N} \\
\mathbf{D}^{(2)}(\mathbf{y}, \mathbf{F}, \mathbf{T}) & = (\frac{d^2}{dt^2} \hat{b}(\mathbf{y})) \cdot \mathbf{N} + (b^* \mathbf{T}^{-1}(\mathbf{L} \times \mathbf{\omega}) + \mathbf{\omega} \times (\mathbf{\omega} \times b) \cdot \mathbf{N} \\
\Gamma & = 0 \\
\Lambda & = \mathbf{N}^T \mathbf{b}^* \mathbf{T}^{-1} \mathbf{N} \\
\beta & = (b^* \mathbf{T}^{-1}(\mathbf{L} \times \mathbf{\omega}) + \mathbf{\omega} \times (\mathbf{\omega} \times b)) \cdot \mathbf{N} \\
\end{align*}
\]

Notice that \( \Lambda \) is a 1 x 3 matrix, and \( \beta \) is a scalar.

We apply an arbitrary pure torque, \( \mathbf{F}_e \), to the body, and no force. We therefore have:

\[
\begin{align*}
f & = 3 \\
G & = 0 \\
H & = 1 \\
\end{align*}
\]

Notice that this constraint is “non-square” — we are applying 3 degrees of freedom to affect a scalar constraint “deviation.”
Appendix D

Object Collision

We would like to incorporate collisions between bodies into our physical model. Bodies should not pass through each other, ghost-like; instead, we would like to detect collisions and cause the objects to interact, e.g. by bouncing or sticking.

We will give a brief discussion of the basic issues involved with object collision, along with brief descriptions of some work we have done. A full discussion of collisions and collision-handling is beyond the scope of this thesis.

D.1 Detecting Collisions

The problem of detecting intersections in a collection of arbitrary bodies is as yet an open research question. A recent work that addresses this problem is [Von Herzen 88].

For our work, we focus on the question of how to handle a collision, given that it has been detected. We assume a "black box" that reports collisions and provides the necessary data such as time and point of collision. In the work we have done so far, we have used simple geometric bodies, and have merely tested every body against every other.

D.2 Handling Collisions

Fig. D.1 examines what happens when a body collides with a wall, and ricochets. If we model the ricochet as an instantaneous change in velocity, we see that the force on the object must be infinite (a delta function).

D.2.1 Via Constraints

It is appealing to write a non-interpenetration constraint, that is zero when a pair of bodies do not intersect, and is non-zero when they do. The constraint described in Eqn. 4.4 is an example of such a constraint. Unfortunately, as discussed in Sec. 4.2.4, such a constraint can cause great difficulty for the numerical differential-equation solver, as it tries to integrate the discontinuous force.

D.3 Via Boundary Layers

Another choice is to create a small (but non-zero) boundary layer around each object; when an object penetrates the boundary layer of another object, a constraint can be turned on to keep the object from penetrating. One can trade off accuracy of the model vs. stiffness of the differential equations by adjusting the size of the boundary layer. Appendix F.5 shows frames from an animation of a donut dropping onto a table; the boundary layer approach was used to keep the donut from penetrating the table.

D.4 Via Impulses

The most appealing way to handle collisions is using the techniques of classical mechanics to calculate the transfer of momentum between bodies via impulses. This can incorporate such parameters as the elasticity of the collision.

In following such an approach, we must recognize that the O.D.E. \( \frac{d}{dt} \mathbf{y} = f(\mathbf{y}, t) \) that is presented in Appendix A does not completely describe the dynamics of the model. Instead, the equation we must solve is a piecewise O.D.E.: It is an O.D.E. until a collision, at which point the state \( \mathbf{y} \) is changed instantaneously in accordance with the impulse calculation, and the result is used as the initial conditions of a new O.D.E.

We have successfully built a piecewise-O.D.E. solver, and have used it, along with the classical impulse equations, to simulate collisions between constrained bodies. [Constrained Dynamics 88] contains some animations using this technique.

When applying impulses to the model, one must be careful not to "break" existing constraints. The constrained impulse calculation turns out to be a
Figure D.1: Collisions. If an objects ricochets off another object, there is a discontinuity in velocity. In attempting to achieve this via a differential equation solver, the force becomes very large, and the solver's step size become very small. (a) A ball bounces off a wall; (b) Graph of horizontal position vs. time (c) Graph of horizontal velocity vs. time (d) horizontal force on the ball vs. time is a delta function.

A variant of the constraint-force equation $\mathcal{M}\ddot{\mathbf{r}} + \mathbf{B} = 0$; a full discussion is beyond the scope of this paper.
Appendix E

Isomers

When specifying objects by connectivity constraints, it is often possible to build “isomers” (see Fig. E.1). Which isomer gets built depends on the initial conditions, the time constants, and the external forces on the bodies.

If there is more than one configuration of the body which satisfies the constraints, we will generally produce isomers. If the model requires a particular isomer, it is best to disambiguate the solution by specifying further constraints.

Currently, there are several ad-hoc techniques which can be used to attempt to coerce the system into assembling the desired isomer: The modeler can adjust the initial placement of the objects, or activate the constraints sequentially, or add “guiding” non-constraint forces. The tower-assembly sequence (Appendix F.3) made use of these techniques. These techniques are not guaranteed to work, however, and may in fact lead the modeler down “garden paths.”

We are examining techniques for meeting constraints involving inequalities; such constraints would greatly aid in disambiguating isomers. An example might be “make sure that object A is above object B”.

![Diagram of isomers](image)

Figure E.1: Alternate “isomeric” solutions to a single set of constraints. (a) The points labeled “D” are to be connected together via “point-to-point” constraints, as are the points labeled “A”, “B”, and “C”. (b) Two different tetrahedra meet the constraints: the “D” points can be connected above or below the other points.
Appendix F

Animation Sequences

This appendix contains frames from various modeling and animation sequences that have been made using the Dynamic Constraints modeling system. Most of the sequences appear on the videotape [Caltech '87 Demo Reel].
F.1 "Rubber Bands"

These frames illustrate attempts to use "rubber bands" to make a compound pendulum, as in Fig. 1.7. The use of "rubber bands" is discussed in Sec. 2.2. Compare with the "Dynamic Constraints" sequence in Appendix F.2. *Left:* A damped "rubber band" meets a "point-to-nail" constraint. *Right:* We connect a second stick to the first; notice that the first point is temporarily pulled away from the nail.
“Rubber bands,” continued. We apply an external “gravity” force to the sticks. Notice that the rubber bands cannot keep the constraints met; the sticks pull apart.
F.2 Dynamic Constraints

These frames illustrate "Dynamic Constraints" being used to make a compound pendulum, as in Fig. 1.7. Compare with the "Rubber Bands" sequence in Appendix F.1. **Left:** The constraint force pulls the end of the stick in a straight line towards the nail. **Right:** Once the point is at the nail, the stick revolves freely; note that the constraint force is radial, providing the necessary radial acceleration allowing the stick to revolve.
Dynamic Constraints, continued. *Left:* A second stick is attached to the first; notice that the first stick stays attached to the nail while the second stick joins it. *Right:* An external "gravity" force is applied to the sticks. The constraint forces adapt to hold the compound pendulum.
F.3 Tower Assembly

Frames from an animation showing the self-assembly of a tower using "point-to-point" and "point-to-nail" constraints. A buoyant force is applied to the legs of the tower, to keep them upright until the constraints are met.
Tower Assembly, continued.
F.4 Linked Chain

Frames from an animation showing the assembly and subsequent motion of a chain between two towers. The links are connected via "point-to-point" constraints. Gravity and damping are applied to the links. *Left:* The links assemble to form the chain. *Right:* The chain jangles.
F.5  Donut Falling onto Table

Frames from an animation testing non-interpenetration constraints; the donut is not allowed to pass through the table. See discussion in Appendix D.
F.6 Pandora's Chain

Frames from an animation of a lively chain. The chain is assembled via "point-to-point" and "point-to-nail" constraints. Torsion springs (see glossary) are placed between the links, to keep the links roughly perpendicular, and to add liveliness. Left: The chain attaches to the hook on the trap door, lifting the door. Right: The resulting system swings.
F.7 Space Station Assembly

Frames from an animation showing self-assembly of a modular space station. The modules are assembled via "orientation," "point-to-point," and "point-to-nail" constraints. The constraint forces that are computed determine the strengths of the rocket thrusts.
F.8 Card House

A cardhouse is assembled using "point-to-point" and "point-to-plane" constraints.
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