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Abstract

An obvious extension of the Kolmogorov–Chaitin notion of complexity is to require that the program which generates a string terminate within a prespecified time bound. We show that given a computable bound on the amount of time allowed for the production of a string from the program which generates it, there exist strings of arbitrarily low Kolmogorov–Chaitin complexity which appear maximally random. That is, given a notion of fast, we show that there are strings which are generated by extremely short programs, but which are not generated by any fast programs shorter than the strings themselves. We show by enumeration that if we consider generating strings from programs some constant number of bits shorter than the strings themselves then these apparently random strings are significant (i.e are a proper fraction of all strings of a given length).

Notation and Definitions

We will be working over the input alphabet $\Sigma = \{0, 1\}$, and we write $\#$ for the blank symbol. We write $s$ to denote a string in $\Sigma^*$ and $\lambda$ to denote the empty string. If $s \in \Sigma^n$ (i.e. $s$ is of length $n$) we write $|s| = n$.

We take $U$ to be a particular implementation of the Universal Turing Machine with input alphabet $\Sigma$ and states $\{q_0, q_1, \ldots, q_K\}$, where $q_0$ is the start state, and $q_1$ is the halt state. $U$ operates on encodings of Turing Machines. We write $\rho(M)$ to denote the encoding of the Turing Machine $M$ and $\rho(M)w$ to denote the binary string $w$ concatenated onto the encoding of $M$. Given $\rho(M)w$ as input, $U$ halts iff $M$ halts on the input $w$, and leaves as output precisely what $M$ leaves. $U$ is further defined not to halt if its input is not a syntactically correct encoding of a Turing Machine. It is convenient to think of $U$ as having an input tape, several work tapes, and an output tape; we remind the reader that this is a convenience which changes nothing, as multi-tape machines are formally equivalent to single-tape machines.

We call a string of the form $\rho(M)w$ a program. For fixed $\rho(M)$, we refer to the various extensions of the encoding to full programs as instances of the encoding. (Note that $\rho(M) = \rho(M)\lambda = \text{the instance of } \rho(M) \text{ with the empty string as input}$.)

Note that $U$ is a Turing Machine, and therefore has an encoding. Further, that encoding can be incorporated into other machines. We use the term simulation to describe the situation of a Turing Machine calculating the action of another Turing Machine on a particular string. Simulations of the action of $U$ are of great importance. We denote the machine which copies its input to its output tape and then halts by $E$ (for Everhalting). The existence of this machine guarantees that every finite binary string is generated by some program.

The status of a Turing Machine computation at any moment can be represented by a quadruple called a snapshot. The quadruple $(q, v, \sigma, w)$ indicates that the machine is in state $q$ with the string $v$ to the left of its head, the string $w$ to the right of its head, the symbol $\sigma$ currently being
scanned, and the rest of the tape blank. If the machine $M$ goes from one snapshot to another in exactly one transition, we write

$$(q, v, \sigma, w) \xrightarrow{t} (q', v', \sigma', w'),$$

and we define $\xrightarrow{t}$ to be the reflexive, transitive closure of $\xrightarrow{t}$. The Kolmogorov–Chaitin complexity of a string $s$ is defined as:

$$K(s) = \min \{ |p| : (q_0, \lambda, \#, p) \xrightarrow{t} (q_1, \lambda, \#, s) \}.$$

We now define the relation $\xrightarrow{t}$ recursively as follows:

(i) $$(q_i, u, \sigma_j, v) \xrightarrow{t} (q_i, u, \sigma_j, v),$$

(ii) $$(q_i, u_1, \sigma_j, v_1) \xrightarrow{t} (q_i, u_2, \sigma_j, v_2)$$

iff $\exists (q_i, u, \sigma_j, v)$ such that $$(q_i, u_1, \sigma_j, v_1) \xrightarrow{t-1} (q_i, u, \sigma_j, v)$$

and $$(q_i, u, \sigma_j, v) \xrightarrow{t} (q_i, u_2, \sigma_j, v_2).$$

Finally, we define the time bounded Kolmogorov–Chaitin complexity:

$$K_{t}(s) = \min \{ |p| : (q_0, \lambda, \#, p) \xrightarrow{t(|s|)} (q_1, \lambda, \#, s) \}.$$

Or,

$$K_{t}(s) = \min \{ |p| : U \text{ given } p \text{ halts within } t(|s|) \text{ steps leaving } s \text{ as output} \}.$$

We always assume that $\tau$ is chosen large enough for $U$ to reduce $\rho(E)$s to $s$ within $\tau(|s|)$ steps.

Observations

Given $n$, the set of all binary strings of length $n$ can be generated in lexicographic order:

$$\begin{align*}
000 \cdots 0, & \quad 000 \cdots 1, \ldots, 111 \cdots 0, 111 \cdots 1. \\
\text{2}^n \text{ strings}
\end{align*}$$

These strings can be used to specify numbers between 1 and $2^n$ in an obvious fashion. The set of binary strings of length $\leq n$ can also be generated:

$$\begin{align*}
\lambda, 0, 1, 00, 01, 10, 11, 000, & \ldots, 111 \cdots 1. \\
\text{2}^{n+1-1} \text{ strings}
\end{align*}$$

$K_{t}(s)$ is computable for any computable $t$. We simply simulate the operation of $U$ on each binary string of length $\leq |s| + |\rho(E)|$ for $\tau(|s|)$ steps of computation and then leave as output the length of the shortest program which generated $s$.

Theorem 1

Let $\tau$ and $\sigma$ be any computable functions, with $\sigma(n) > n$. Then there exist strings $s$ with $|s| = \sigma(t)$ such that $K(s) \leq t$ but $K_{t}(s) \geq \sigma(t)$.
Proof

We construct a Turing Machine M. Call $|\rho(M)| = r$. We will consider all instances of $\rho(M)$ of length $t$ ($t > r$, obviously).

The Turing Machine M:

- Computes $\sigma(t)$ and $\tau(\sigma(t))$. We note that $t$ does not need to be specified as a parameter to the computation: the program remains available on the input tape of U.
- Generates a list $\mathcal{L}$ of all binary strings of length $\sigma(t)$ in lexicographic order.
- Simulates the operation of U on each binary string of length $\leq \sigma(t) - 1$ until it either halts or has computed for $\tau(\sigma(t))$ steps without halting.
- Removes from the list $\mathcal{L}$ every string of length exactly $\sigma(t)$ produced by a simulation. (A simulation must halt to be considered to have produced an output.)
- Prints the $w^{th}$ remaining string. We show below that there are at least $2^{|w|} + 1$ strings in $\mathcal{L}$ not produced by any simulation; hence the $w^{th}$ remaining string exists.
- Halts.

We note that we are simulating U on $2^0 + 2^1 + \cdots + 2^{\sigma(t) - 1} = 2^{\sigma(t) - 1} + 1 = 2^\sigma(t) - 1$ possible programs. Further, the $2^{|w|}$ instances of $\rho(M)$ do not halt within $\tau(\sigma(t))$ steps. Thus each instance of $\rho(M)$ of length $t$ will produce a distinct string of length $\sigma(t)$.

We now have

$$(g_0, \lambda, \#, \rho(M)w) \xrightarrow{\ast}^* (g_1, \lambda, \#, s)$$

where $|s| = \sigma(t)$. Thus $K(s) \leq t$. But by the operation of M, s is not produced within $\tau(\sigma(t))$ steps by any program of length $\leq \sigma(t) - 1$. Thus $K_\tau(s) \geq \sigma(t)$. [1]

Theorem 2

For any fixed $k$ and any computable function $\tau$, there is an $n_0$ such that a constant fraction of all strings of length $n > n_0$ have $K(s) \leq n - k$ but $K_\tau(s) \geq n$.

Proof

Let $\sigma(m) = m + k$. We again call $|\rho(M)| = r$. Since $|w| = t - r$, we have $2^{t-r}$ instances of the encoding $\rho(M)$, each of which produces a string of length $t + k$. Thus $2^{-(r+k)}$ — a fraction independent of $n$ — of all strings of sufficient length can be compressed by $k$ bits if we are patient, but appear maximally random if we require that generating programs run under the time constraint $\tau$. (We require that $n_0 = r$. To see this suffices, take $\sigma(m) = m + 1$, and consider the string produced by $\rho(M)\lambda$.) [1]

Further Observations

Assume that $\tau$ and $\sigma$ can be computed quickly. Then M runs in time $\sim 2^{\sigma(t)\tau(\sigma(t))}$. Thus we can construct M' with $\rho(M')$ only slightly longer than $\rho(M)$ which will perform simulations for enough steps that all instances of $\rho(M)$ will halt. This machine prints strings which are even worse than those found by M, and prints almost as many strings as M.

Conclusions

All "real" computing is done under time constraints. This result says that there are strings which have a very strong pattern, and that that structure is in principle accessible, but which have such bad time complexity that they seem totally random to human beings. These strings
have hidden order, but the order is so well hidden that no amount of computation limited in advance is sufficient to determine that they are not random.
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