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Abstract

There are inclusion and exclusion algorithms for many \#P problems. By imposing a hierarchy on the inclusion and exclusion formula's terms, we develop general reductions for inclusion and exclusion algorithms. We outline sufficient steps to tailor the general reductions to specific problems, and we illustrate this process by applying it to algorithms for several \#P problems. We test the reductions on the problem of counting Hamiltonian paths. Within the framework of the general reductions, we develop the concepts of zero sets and vestigial elements, and we present problem decomposition strategies. Also, we show how the reductions can be applied to algorithms that give approximate solutions to \#P problems.
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1 Introduction

1.1 #P Problems

#P problems are the counting problems associated with existence problems that are in NP. For example, determining whether or not a graph contains a Hamiltonian cycle is an NP problem. So counting the Hamiltonian cycles in a graph is a #P problem. The Hamiltonian cycle existence problem is NP-complete [7], meaning that every NP problem is polynomially reducible to Hamiltonian cycle existence. Likewise, the counting problem is #P-complete [20], meaning that every #P problem is polynomially reducible to counting Hamiltonian cycles.

Clearly, if a population can be counted in polynomial time, then the existence of a member of the population can be determined in polynomial time. So polynomial time solutions for #P problems are also solutions for the associated NP problems.

For example, given a graph $G$ with $n$ vertices and adjacency matrix $A$, consider the problem of determining whether or not there is a length $n$ walk from vertex 1 back to itself. Since a candidate walk can be checked for existence in $G$ in time proportional to $n$, the problem is in NP. Hence, counting all length $n$ 1-1 walks is in #P. The counting problem can be solved in polynomial time since $[A^n]_{11}$ is its solution. So the existence problem can also be solved in polynomial time by computing $[A^n]_{11}$. If it is nonzero, then there is a length $n$ 1-1 walk; otherwise there is not.

The NP problems associated with #P-complete problems need not be NP-complete (unless P=NP). Consider the NP problem of determining whether or not a given vertex is on a cycle. This problem is in P because there is a cycle on vertex $i$ if and only if $[A^m]_{ii} > 0$ for some $m \leq n$. But counting the cycles on a vertex is #P-complete [20].

For definitions and in-depth treatment of P, NP, NP-completeness, #P, and #P-completeness, refer to [4].

Algorithms for #P problems return a population size, not a list of the population's members. When the population size is exponential in the size of the input, a listing algorithm must take at least exponential time. Designers of listing algorithms try to achieve minimum computation per member of the population, while designers of counting algorithms try to determine the population size without enumerating the individual members of the population.

For example, consider the population of cycles in a graph. Tarjan's cycle listing algorithm [18] has time complexity $O(n|E||C|)$, where $n$, $|E|$, and $|C|$ are the numbers of vertices, edges, and cycles, respectively. There is a cycle counting algorithm [2] with time complexity $O(2^{n \text{poly}(n)})$. Since there may be $O(n!)$ cycles, the counting algorithm is more efficient for simply determining the number of cycles.
1.2 Inclusion and Exclusion Algorithms

To compare straightforward computation, dynamic programming, and inclusion and exclusion algorithms, consider the calculation of the permanent of an $n \times n$ matrix $A$. Valiant [19] has shown this problem to be $\#P$-complete. By definition:

$$\text{per } A = \sum_{j_1 \ldots j_n} a_{1j_1} \ldots a_{nj_n}$$

(1)

where $j_1 \ldots j_n$ is a permutation of $1 \ldots n$. Straightforward computation requires $O(n! \text{poly}(n))$ time and $O(\text{poly}(n))$ space.

Examine a dynamic programming algorithm for the same problem:

initially $T(\emptyset) = 1$
for $k = 1$ to $n$
  for every $S \subseteq \{1 \ldots n\}$ with $|S| = k$
    $T(S) := \sum_{s \in S} T(S - \{s\}) a_{ks}$

Upon termination, $T(S) = \sum_{s \in S} a_{j_1j_1} \ldots a_{jkjk}$, where $k = |S|$, and $j_1 \ldots j_k$ is a permutation of the elements of $S$. Hence, $T(\{1 \ldots n\})$ is the permanent. By gathering terms, dynamic programming reduces the time complexity to $O(2^n)$. However, the space complexity increases quite a bit. To compute the values of $T(S)$ for the sets $S$ with $k$ elements, the algorithm must store the $C(n, k - 1)$ values $T(S)$ for all $S$ with $k - 1$ elements. This requires $C(n, k) + C(n, k - 1)$ storage locations. So the algorithm has space complexity $O(\binom{n}{k} 2^n) = O(\frac{1}{k!} 2^n)$.

Now examine the inclusion and exclusion algorithm by Ryser [16]:

$$\text{per } A = \sum_{S \subseteq \{1 \ldots n\}} (-1)^{|S|} \left( \prod_{i \notin S} a_{ij} \right)$$

(2)

This algorithm will be fully explained later in this paper; for now just consider its time and space requirements. The parenthesized term is a product of row sums, which can be computed in $O(n^2)$ time and $O(n^2)$ space. There is one such term for every $S \subseteq \{1 \ldots n\}$, so the total time required is $O(2^n \text{poly}(n))$. Since earlier terms are not used to compute later terms, the same space may be reused to compute each term. So the inclusion and exclusion algorithm requires $O(\text{poly}(n))$ space, compared to $O(2^n)$ for the dynamic programming algorithm.

The inclusion and exclusion algorithm can be implemented on a message-passing multicomputer as follows:

1. Load the problem into each processor.
2. Assign each processor a subset of the terms.
3. Have each processor independently compute its terms and sum.

4. Sum over all processors to find the permanent.

The only communication required is to load the problem initially and to sum over all processors at the end. The terms of the inclusion and exclusion algorithm can be computed independently, but the terms of the dynamic programming algorithm are highly interdependent. Consequently, much more synchronization waiting and message passing are necessary to implement the dynamic programming algorithm on a parallel computer.

1.3 Inclusion and Exclusion Algorithms for #P Problems

There are inclusion and exclusion algorithms for many #P problems, including counting vertex colorings [21], computing the matrix permanent [16], counting Hamiltonian paths, counting feasible solutions for sequencing and bin packing [8], and counting satisfying assignments for conjunctive normal form (CNF) expressions [10]. The primary example in this paper is an inclusion and exclusion algorithm to count Hamiltonian paths. As results are developed, they are generalized and then applied to counting vertex colorings, counting CNF satisfiers, and computing the matrix permanent.
2 Inclusion and Exclusion

2.1 Definitions and Notation

Given a universal set $U$, sets $B_1 \ldots B_n$, and some means of counting elements in intersections of set complements $\overline{B_1} \ldots \overline{B_n}$, inclusion and exclusion counts the elements in $B_1 \cap \ldots \cap B_n$.

**Definition 1** $N(R, S) \equiv |(\bigcap_{i \in R} B_i) \cap (\bigcap_{j \in S} \overline{B_j})|$.

$N(R, S)$ counts the members of $U$ that are in every set indexed by $R$ and that are not in any set indexed by $S$. (This is an extension of Karp’s $N(S)$ [8].) Define $N(\emptyset, \emptyset)$ to be $|U|$.

For an illustration and examples of $N(R, S)$, see Figures 1 and 2.

**Theorem 1** (Recursion)

$$\forall r \in R, N(R, S) = N(R - \{r\}, S) - N(R - \{r\}, S \cup \{r\})$$

(3)

**Proof.** Let $\hat{U} \equiv (\bigcap_{i \in R - \{r\}} B_i) \cap (\bigcap_{j \in S} \overline{B_j})$. Then we can rewrite (3):

$$|\hat{U} \cap B_r| = |\hat{U}| - |\hat{U} \cap \overline{B_r}|$$

(4)

$$|\hat{U}| = |\hat{U} \cap B_r| + |\hat{U} \cap \overline{B_r}|$$

(5)

For an illustrated example of the recursion, see Figure 3.

Iterating the recursion to $|R|$ levels produces the formula:

$$N(R, S) = \sum_{A \subseteq R} (-1)^{|A|} N(\emptyset, S \cup A)$$

(6)

Applying this formula to $N(\{1 \ldots n\}, \emptyset)$ gives the inclusion and exclusion formula:

$$N(\{1 \ldots n\}, \emptyset) = \sum_{S \subseteq \{1 \ldots n\}} (-1)^{|S|} N(\emptyset, S)$$

(7)

$$|B_1 \cap \ldots \cap B_n| = \sum_{S \subseteq \{1, \ldots, n\}} (-1)^{|S|} \left| \bigcap_{k \in S} \overline{B_k} \right|$$

(8)

where $\bigcap_{k \in \emptyset} \overline{B_k} \equiv U$.

For a different proof of inclusion and exclusion, see [22]. A more general inclusion and exclusion result is given by H. J. Ryser in [16].
B1 is the set of people who wear hats.
B2 is the set of people who wear eyeglasses.
B3 is the set of people who wear bow ties.

Figure 1: A Set System to Illustrate $N(R, S)$
Examples of $N(R,S)$:

$N(R,\emptyset)$:
$N((1,2,3),\emptyset)$ is the size of the intersection of B1, B2, and B3.
This is the number of people who wear hats, eyeglasses, and bow ties.
$N((1,2,3),\emptyset) = \{\text{hat}, \text{hat}, \text{eyeglasses}, \text{bow tie}\} = 4$

$N((1,2),\{1\})$ is the size of the intersection of B1 with B2.
This is the number of people who wear hats and eyeglasses.
$N((1,2),\{1\}) = \{\text{hat}, \text{hat}, \text{eyeglasses}, \text{bow tie}\} = 6$

$N(\emptyset,S)$:
$N(\emptyset,(1,2,3))$ is the size of the intersection of the complements of B1, B2, and B3.
This is the number of people who wear neither hats, nor eyeglasses, nor bow ties.
$N(\emptyset,(1,2,3)) = \{\text{none}, \text{none}, \text{none}, \text{none}\} = 4$

$N(\emptyset,(1,3))$ is the size of the intersection of the complements of B1 and B3.
This is the number of people who wear neither hats nor bow ties.
$N(\emptyset,(1,3)) = \{\text{none}, \text{none}, \text{none}, \text{none}\} = 8$

$N(R,S)$:
$N((1),(2))$ is the size of the intersection of B1 with the complement of B2.
This is the number of people who wear hats and do not wear eyeglasses.
$N((1),(2)) = \{\text{hat}, \text{none}, \text{none}, \text{none}\} = 5$

$N((1,3),(2))$ is the size of the intersection of B1, B3, and the complement of B2.
This is the number of people who wear hats and bow ties and do not wear eyeglasses.
$N((1,3),(2)) = \{\text{hat}, \text{bow tie}, \text{none}, \text{none}\} = 3$

Figure 2: $N(R,S)$ Examples in the Illustrative Set System
The Recursion Formula $N(R,S) = N(R-r,S) - N(R-r,Su[r])$:

$N(\{1,3\},\{2\}) = N(\{1\},\{2\}) - N(\{1\},\{2,3\})$

This is the recursion formula, with "split" element $r=3$.

In our set system, the equation says:
The number of people who wear hats and bow ties and do not wear eyeglasses
is the number of people who wear hats and do not wear eyeglasses,
minus the number of people who wear hats and wear neither eyeglasses nor bow ties.

$|\{\text{\tiny hat}, \text{\tiny bow tie}, \neg \text{\tiny glasses}\}| = |\{\text{\tiny hat}, \neg \text{\tiny glasses}, \neg \text{\tiny bow tie}\}| - |\{\text{\tiny hat}, \text{\tiny bow tie}, \neg \text{\tiny glasses}\}|$

Bounding: $N(Q,T)$ is greater than or equal to $N(R,S)$ if $Q$ is a subset of $R$ and $T$ is a subset of $S$:

$N(\{1\},\{\} \} > N(\{1,2\},\{3\})$.

In our set system, this says:
The number of people who wear hats is greater than or equal to the number of people
who wear hats and eyeglasses and do not wear bow ties.

$|\{\text{\tiny hat}, \neg \text{\tiny glasses}, \neg \text{\tiny bow tie}\}|$ is greater than $|\{\text{\tiny hat}, \text{\tiny glasses}\}|$.  

Figure 3: Recursion and Bounding
2.2 Counting Hamiltonian Paths

To demonstrate the notation, consider the problem of counting $s$-$t$ Hamiltonian paths in a directed graph with vertex set $V = \{s, t\} \cup \{1 \ldots n\}$. Let $U$ be the set of length $n + 1$ $s$-$t$ walks in $G$. Let $B_i$ be the set of walks that visit vertex $i$. Then $N(R, S)$ is the number of walks that visit every vertex in $R$, visit no vertex in $S$, and visit none, some, or all of the vertices that are neither in $R$ nor $S$. $N(\{1 \ldots n\}, \emptyset)$ is the number of $s$-$t$ Hamiltonian paths.

Use of the inclusion and exclusion formula requires a method to compute $N(\emptyset, S)$ for subsets $S$ of $\{1 \ldots n\}$. Recall that adjacency matrix multiplication counts walks, i.e. if $A$ is the adjacency matrix of $G$, then $[A^{n+1}]_{st}$ is the number of length $n + 1$ $s$-$t$ walks in $G$. Since $N(\emptyset, S)$ is the number of $s$-$t$ walks that do not visit any vertex in $S$, $N(\emptyset, S)$ counts walks in the graph $G(V - S)$ formed from $G$ by destroying all edges to and from vertices in $S$. So to compute $N(\emptyset, S)$, form $A(V - S)$ from $A$ by zeroing all rows and columns corresponding to elements of $S$; then $N(\emptyset, S) = [A(S)^{n+1}]_{st}$. This method is explained with more detail in [1]. Another method to compute $N(\emptyset, S)$ is given in [8].
3 Theorems, Reductions, and the Counting Algorithm

3.1 \( N(R, S) \) Bounding and Symmetry Theorems

Theorem 2 (Nonnegativity) \( N(R, S) \geq 0 \).

Proof. \( N(R, S) \) is the size of a set. \( \Box \)

Theorem 3 (Bounding) \( \forall Q \subseteq R \) and \( T \subseteq S \), \( N(Q, T) \geq N(R, S) \).

Proof. The set counted by \( N(R, S) \) is a subset of the set counted by \( N(Q, T) \):

\[
(\bigcap_{i \in R} B_i) \cap (\bigcap_{j \in S} \overline{B_j})
= [(\bigcap_{i \in Q} B_i) \cap (\bigcap_{j \in T} \overline{B_j})] \cap [(\bigcap_{i \in R \setminus Q} B_i) \cap (\bigcap_{j \in S \setminus T} \overline{B_j})]
\subseteq (\bigcap_{i \in Q} B_i) \cap (\bigcap_{j \in T} \overline{B_j})
\]

\( \Box \)

For an illustration of bounding, see Figure 3.

Theorem 4 (Symmetry) If \( \exists M \subseteq R \) such that \( \forall A, B \subseteq M \) with \( |A| = |B| \), \( N(R - M, S \cup A) = N(R - M, S \cup B) \) then:

\[
N(R, S) = \sum_{i=0}^{\lfloor M \rfloor} (-1)^i C(|M|, i) N(R - M, S \cup A_i)
\]

where \( A_i \) is any size \( i \) subset of \( M \).

Proof. Expand \( N(R, S) \) by \( |M| \) recursions (3), using the elements of \( M \) as the "split" elements \( r \). Collect the resulting terms \( N(R - M, S) \) according to \( |S| \). \( \Box \)

3.2 Reductions

3.2.1 R Subset Reduction

For \( |T| = |S| \), the bounding theorem supplies bounds for \( N(R, S) \) that increase in accuracy and computational expense as \( |Q| \) increases. \( |Q| = 0 \) yields \( N(\emptyset, S) \geq N(R, S) \). \( |Q| = 1 \) yields \( N(\{r\}, S) = N(\emptyset, S) - N(\emptyset, S \cup \{r\}) \geq N(R, S) \) for every \( r \in R \).

By the nonnegativity and bounding theorems, \( N(Q, S) \geq N(R, S) \geq 0 \), so \( N(Q, S) = 0 \) implies \( N(R, S) = 0 \). In this case \( N(R, S) \) need not be computed by (3), so \( O(2^{|R|} \text{poly}(n)) \) time is saved.
3.2.2 Symmetry Reduction

If we can find a set $M$ meeting the conditions of the symmetry theorem, then we save $O((2^{|M|} - (|M| + 1)2^{M^2})polyn(n))$ computation time by using (12) instead of (3) to compute $N(R, S)$. If $|M| = 1$ then the symmetry formula reduces to the recursion formula.

To clarify the use of the symmetry reduction, consider once again the problem of counting Hamiltonian paths. Define $G(V - S)$ to be the graph induced by vertex set $V - S$. To satisfy the conditions of the symmetry theorem, it is sufficient to find $M \subseteq R$ such that $\forall A, B \subseteq M$ with $|A| = |B|$, $G(V - (S \cup A))$ is isomorphic to $G(V - (S \cup B))$ under a vertex mapping that takes $R - M$ to $R - M$. Testing these conditions for all $M \subseteq R$ is prohibitively expensive, so stronger conditions must be imposed.

Let $E_{ij}$ be the automorphism on $G(V - S)$ that swaps vertices $i$ and $j$ and maps each other vertex to itself. We define vertex symmetry function $\text{sym}(i, j)$ to be true iff $E_{ij}$ is adjacency-preserving. Vertex symmetry has the following properties:

- **reflexive** $\text{sym}(i, i)$ holds for all $i$ since $E_{ii}$ is the identity automorphism.
- **symmetric** $\text{sym}(i, j) = \text{sym}(j, i)$ because $E_{ij} = E_{ji}$.
- **transitive** $\text{sym}(i, j)$ and $\text{sym}(j, k)$ implies $\text{sym}(i, k)$ since compositions of adjacency-preserving $E_{ij}'s$ are adjacency-preserving, and $E_{ik} = E_{ij} \circ E_{jk} \circ E_{ij}$.

Thus, vertex symmetry is an equivalence relation, so $\text{sym}(i, j)$ induces a partition of $R$. Let $M$ be the largest vertex set in the partition. By the definition of $\text{sym}(i, j)$, $M$ has the following properties:

1. the graph induced by $M$ is either complete or empty
2. every $v \in V - (S \cup M)$ is either adjacent to every vertex in $M$ or to no vertex in $M$.

Thus, $\forall A, B \subseteq M$, every isomorphism from $G(V - (S \cup A))$ to $G(V - (S \cup B))$ that maps $M - A$ to $M - B$ and maps each other vertex to itself is adjacency-preserving. Since these isomorphisms trivially map $R - M$ to $R - M$, $N(R - M, S \cup A) = N(R - M, S \cup A)$.

For an example of symmetry reduction for counting Hamiltonian Paths, see Figures 4 and 5.

3.2.3 S Subset Reduction

By the bounding theorem, in (12), $N(R - M, S \cup A_1) \geq N(R - M, S \cup A_{i+1})$. So, in computing the symmetry formula, if $N(R - M, S \cup A_1) = 0$ for some $i$, then the remaining terms are all zero. Using this information saves $O((|M| - i)2^{|M^2|}polyn(n))$ computation time.
To compute \( N(R,S) \), i.e. the number of length 10 \( s-t \) walks in the graph that contain every vertex in \( R \) and no vertex in \( S \), we can ignore the vertices of \( S \) and all of their incident edges:

The vertices of \( M \) play symmetric roles in the length 10 \( s-t \) walks in \( G(V-S) \):

Figure 4: Identifying Symmetric \( M \subseteq R \) When Counting Hamiltonian Paths
Moving any single element from M to S gives an isomorphic G(V,S).
\[ N(R,M, S \cup \{5\}) = N(R,M, S \cup \{6\}) = N(R,M, S \cup \{7\}) \]

Moving any pair of elements from M to S gives an isomorphic G(V,S).
\[ N(R,M, S \cup \{5,6\}) = N(R,M, S \cup \{5,7\}) = N(R,M, S \cup \{6,7\}) \]

Applying the recurrence \[ N(R,S) = N(R-\{r\}, S) \cdot N(R-\{r\}, S \cup \{r\}) \]
successively for \(r=5, r=6, \text{ then } r=7 \) gives the formula:
\[ N(R,S) = \sum_{A \subseteq \{5,6,7\}} (-1)^{|A|} N(R-\{5,6,7\}, S \cup A), \text{ where } A \text{ is any subset of } \{5,6,7\}. \]

By symmetry, this is:
\[ N(R,S) = N(R-\{5,6,7\}, S) - 3 N(R-\{5,6,7\}, S \cup \{5\}) + 3 N(R-\{5,6,7\}, S \cup \{6\}) - N(R-\{5,6,7\}, S \cup \{5,6,7\}) \]

Figure 5: Using Symmetry to Count Hamiltonian Paths
3.3 Algorithm

Augmenting the recursion of Theorem 1 with the \(|Q| = 1\) \(R\) subset reduction, the symmetry reduction, and the \(S\) subset reduction produces the algorithm:

\[ N(R, S) \]
\[
\begin{align*}
&\text{function } N(\emptyset, S); \\
&\text{integer } i, value, sum = 0; \\
&\text{set } A, M; \\
&\text{if } (R = \emptyset) \text{ return}(N(\emptyset, S)); (* \text{ base case } *) \\
&\text{for each } r \in R \\
&\quad \text{if } (N(\emptyset, S) - N(\emptyset, S \cup \{r\}) = 0) \text{ return}(0); (* \text{ } R\text{ } \text{subset reduction } *) \\
&\text{M}=\text{largest set in the partition of } R \text{ induced by } sym(); (* \text{ symmetry reduction } *) \\
&\text{for } (i = 0; i \leq |M|; i++) \\
&\quad A=\text{first } i \text{ elements of } M; \\
&\quad value=C(|M|, i) N(R - M, S \cup A); \\
&\quad \text{if } (value = 0) \text{ return}(sum); (* \text{ } S\text{ } \text{subset reduction } *) \\
&\quad sum = sum + value; \\
&\text{return}(sum); \\
\end{align*}
\]

When \(|M| = 1\), i.e. no symmetry is found, any \(r \in R\) can be chosen as the "split" element in the recursion.

In the worst case, none of the reductions are used, so the computation is a depth first traversal of the binary tree induced by the recursion, with root \(N(\{1 \ldots n\}, \emptyset)\), nodes \(N(R, S)\), and leaves \(N(\emptyset, S)\). Assuming that each \(N(\emptyset, S)\) computation and each symmetry search takes \(poly(n)\) time, the worst case time complexity is \(O(2^n poly(n))\).

For the Hamiltonian path problem, partitioning \(R\) by \(sym()\) takes \(O(n|E|)\) time. Also, computing \(N(S)\) requires \(O(n|E|)\) time [8] for each \(S \subseteq \{1 \ldots n\}\). Therefore, the algorithm to count Hamiltonian paths has time complexity \(O(2^n n|E|)\).

Note that the first node to compute values of \(N(\emptyset, S)\) and \(N(\emptyset, S \cup \{r\})\) is the ancestor of all nodes that use these values. By keeping a stack of \(N(\emptyset, S)\) values computed by ancestors of the current node, \(N(\emptyset, S)\) is only computed once for each \(S \subseteq \{1 \ldots n\}\). Since up to \(n + 1\) \(N(\emptyset, S)\) values may be computed in a node and the computation tree has depth \(n\), the stack requires enough space
to store $O(n^2) \cdot N(\emptyset, S)$ values. So the algorithm presented here maintains the polynomial space requirement of the earlier inclusion and exclusion algorithms.
4 Recurrence-Based Reduction Tests on the Hamiltonian Path Problem

4.1 Test

The Hamiltonian path algorithm described was tested on 100 random directed graphs $G_{n,p}$ (with $V = \{s,t\} \cup \{1,\ldots,n\}$ and edge probability $p$) for each $n \in \{4,6,\ldots,18\}$ and $p \in \{0.00,0.05,\ldots,1.00\}$. The results for each $n$ follow the pattern shown in Figure 6.

4.2 Test Results

The algorithm's efficiency varies with $p$. For very low $p$, $G_{n,p}$ is almost always disconnected, and in this case the $R$ subset reduction finds that there are no $s$-$t$ Hamiltonian paths in the first $N(R,S)$ call. As $p$ increases, $G_{n,p}$ is more likely to be connected, and the $S$ subset reduction begins to play a role. Then there is a $p$ range in which $G_{n,p}$ transit from almost surely not having an $s$-$t$ Hamiltonian path to almost surely having one. The effectiveness of the $R$ and $S$ subset reductions decrease during this transition. None of the reductions are very effective in the range of $p$ for which $G_{n,p}$ almost certainly has an $s$-$t$ Hamiltonian path, but very few of the $(n+1)!$ possible $s$-$t$ Hamiltonian paths are present. Finally, for $p$ near 1, $G_{n,p}$ is almost certainly very dense, and the symmetry reduction is highly effective.

4.3 Open Questions

There are several areas for further research related to the algorithms presented here. For the $R$ subset reduction we use $|Q| = 1$, but it is an open question whether the optimal value is some other constant, or depends on $n$, $|R|$, or $|S|$. Our search for symmetric vertices is efficient, but it only examines a few of the possible cases. Is there an efficient method to check for more cases of symmetry? Would less efficient methods be appropriate for highly symmetric graphs? Are real problems more likely to be symmetric than random test problems? Our reduction utilizes symmetry among vertices. In highly symmetric graphs it may be worthwhile to examine symmetry among subgraphs as well.

Pósa [14] shows that the minimum $p$ value for which $G_{n,p}$ is almost surely Hamiltonian decreases to zero as $n$ goes to infinity. Shamir [17] shows that the threshold $p$ range in which $G_{n,p}$ is neither almost surely Hamiltonian nor almost surely non-Hamiltonian decreases to zero as $n$ goes to infinity. These results are validated by Figure 11. The counting algorithm's loss of efficiency trails the increasing probability of $G_{n,p}$ having an $s$-$t$ Hamiltonian path in Figure 6. For large $n$, is the algorithm efficient in the $p$ threshold range? The algorithm's performance in the $p$ threshold range affects its usefulness as a backup algorithm.
Figure 6: Test Results for n=18

Figure 7: N(R,S) Calls Executed
Figure 8: N(R,S) Calls Avoided by R Subset Reduction

Figure 9: N(R,S) Calls Avoided by Symmetry Reduction
Figure 10: N(R,S) Calls Avoided by S Subset Reduction

Figure 11: Graphs with at Least One s-t Hamiltonian Path
for probabilistic detection algorithms (e.g. [5]) that work well when $G_{n,p}$ is either almost surely Hamiltonian or almost surely non-Hamiltonian.
5 Tailoring the Algorithm to Other \#P Problems

To use the algorithm on a given problem:

1. Phrase the problem as the size of the intersection of some sets $B_1, \ldots, B_n$.

2. Develop a method to compute $N(\emptyset, S)$ for each $S \subseteq \{1 \ldots n\}$.

3. Tailor the conditions of the symmetry theorem to structures in the problem.

4. Find a method to efficiently identify symmetric sets in problem instances.

The first two conditions are required to develop any inclusion and exclusion algorithm. The second two conditions are new challenges. Even when it is easy to define symmetric sets for a problem, it may be inefficient to search for all possible cases of symmetry. Instead, it is important to find fast searches that examine many of the most likely occurrences of symmetry. It is not necessary to implement symmetry, i.e. the fourth condition can be trivially satisfied by always taking $M = \{r\}$ for some $r \in R$.

Clearly, the algorithm will have time complexity on the order of $2^{|S|}$ multiplied by the sum of the time required to compute $N(\emptyset, S)$ and the time taken to search for symmetry. Also, the algorithm will require enough space to store the problem, compute $N(S)$, and accumulate the sum of $N(S)$ over $S \subseteq \{1 \ldots n\}$. The algorithms presented here all have time complexity $O(2^{|S|}poly(n))$ and space complexity $O(poly(n))$.

To illustrate the process, we tailor the algorithm to the problems of counting vertex colorings, counting CNF satisfying assignments, and computing the permanent of a 0-1 matrix.

5.1 Vertex Coloring

The original inclusion and exclusion algorithm to count colorings is due to H. Whitney [21]. For a given $k$, an assignment is a labelling of the vertices in $G = (V,E)$ such that each vertex receives one of $k$ colors. A monochrome edge has both incident vertices the same color. An edge that is incident to two vertices with different colors is polychrome. A vertex $k$-coloring is an assignment in which every edge is polychrome.

Let $U$ be the set of all assignments. Label the edges so that $E = \{1 \ldots n\}$.
Let $B_i$ be the set of assignments in which edge $i$ is polychrome. Then $|B_1 \cap \ldots \cap B_n|$ is the number of $k$-colorings of $G$.

By definition, $N(\emptyset, S)$ is the number of assignments in which every edge in $S$ is monochrome. Note that if a pair of vertices is connected by a path of monochrome edges, then the vertices must have the same color. Let $G(S)$ be the
graph induced by edge subset $S$. Then, in the assignments counted by $N(\emptyset, S)$, each connected component of $G(S)$ has all vertices the same color. Since there are $k$ possible colors for each connected component:

$$N(\emptyset, S) = k^{cc(G(S))}$$

(13)

where $cc(G(S))$ is the number of connected components in $G(S)$.

Hence, the number of vertex $k$-colorings of graph $G$ is:

$$\sum_{S \subseteq \{1\ldots n\}} (-1)^{|S|} k^{cc(G(S))}$$

(14)

Examples to illustrate terms and calculations for counting vertex colorings are shown in Figures 13 and 14.

The symmetry requirements are similar to those for the Hamiltonian path algorithm. To use the symmetry reduction, make $M$ the edges of the largest clique such that:

1. All edges in the clique are in $R$

2. If there is an edge in $R$ or $S$ connecting any clique vertex to a vertex $v$, then there are edges in $R$ or $S$, respectively, connecting each clique vertex to $v$.

Let $\hat{E}_{ij}$ be the automorphism on $G$ that swaps vertices $i$ and $j$ and maps each other vertex to itself. Define $sym(i, j)$ to be true iff $\hat{E}_{ij}$ preserves adjacencies by edges in $R$ and also preserves adjacencies by edges in $S$. Similar to the vertex symmetry function for the Hamiltonian path problem, $sym(i, j)$ is an equivalence relation.

Each set of vertices in the partition of $V$ induced by $sym(i, j)$ has exactly one of the following properties:

1. The vertices form a clique of $R$ edges.

2. The vertices form a clique of $S$ edges.

3. The set has no pair of adjacent vertices.

The edges of the $R$ cliques satisfy our conditions for the symmetric set $M$. So choose $M$ to be the edges of the largest $R$ clique among the vertex sets in the partition of $V$ induced by $sym(i, j)$.

Figures 15 and 16 illustrate symmetry in vertex coloring.

5.2 CNF Satisfying Assignments

To count satisfying assignments for a CNF formula with $n$ clauses, let $U$ be the set of all assignments, and let $B_i$ be the set of assignments that satisfy the $i$th
k=4 colors: Red, Green, Blue, and Yellow

An assignment that is not a coloring:

An assignment that is a coloring:

Figure 13: Assignment and Coloring
$N(\{1\},\{2,3,4\})$ is the number of assignments in which edges 2, 3, and 4 are monochromatic. In such assignments, vertices $a$, $b$, $c$, and $d$ share a single color.

$G(\{2,3,4\})$:

Each connected component of $G(\{2,3,4\})$ receives one of the $k$ colors, so $N(\{1\},\{2,3,4\}) = k^2$.

Figure 14: Example Computation of $N(\emptyset, S)$ for Coloring
For the coloring problem, $N(R,S)$ is the number of assignments in which every edge in $R$ is polychrome and every edge in $S$ is monochrome. The other edges are not relevant to the value of $N(R,S)$, so they can be ignored.

The edges of $M$ form a symmetric subset of $R$ with respect to the calculation of $N(R,S)$.

Figure 15: Identifying Symmetric $M \subseteq R$ to Count Colorings
For any element \( m \) of \( M \), \( N(R-M, S \cup \{m\}) \) is the same:

For any two elements \( m1 \) and \( m2 \) of \( M \), \( N(R-M, S \cup \{m1,m2\}) \) is the same:

Figure 16: Using Symmetry to Count Colorings
clause. Then \(|B_1 \cap \ldots \cap B_n|\) is the number of assignments that satisfy the entire formula.

By definition, \(N(\emptyset, S)\) is the number of assignments that do not satisfy any clause indexed by \(S\). \(N(\emptyset, S)\) is zero if both a variable and its negation occur in the clauses indexed by \(S\). Otherwise, \(N(\emptyset, S)\) is \(2^m(S)\), where \(m(S)\) is the number of variables that do not occur in any clause indexed by \(S\). This algorithm was developed by N. Linial and N. Nisan [10].

An example will clarify the terms and calculations. Consider the CNF formula:

\[
(x_1 \lor x_2) \land (x_1 \lor x_3) \land (\overline{x_3} \lor x_4)
\]  
(15)

The assignment \(x_1 = T, x_2 = F, x_3 = F, x_4 = F\) satisfies the formula:

\[
(T \lor F) \land (T \lor F) \land (\overline{F} \lor F)
\]  
(16)

\[
= (T \lor F) \land (T \lor F) \land (T \lor F)
\]  
(17)

\[
= T \land T \land T
\]  
(18)

To satisfy the formula, an assignment must satisfy all 3 clauses. The assignment \(x_1 = T, x_2 = F, x_3 = T, x_4 = F\) does not satisfy the formula because the third clause is not satisfied.

By definition, \(N(\emptyset, \{1, 2\})\) is the number of assignments that satisfy neither the first nor the second clause. Thus, \(N(\emptyset, \{1, 2\})\) is the number of assignments that satisfy:

\[
(x_1 \lor x_2) \land (x_1 \lor x_3)
\]  
(19)

\{DeMorgan's Law\}

\[
(\overline{x_1} \land \overline{x_2}) \land (\overline{x_1} \land \overline{x_3})
\]  
(20)

\[
\overline{x_1} \land \overline{x_2} \land \overline{x_3}
\]  
(21)

The values of \(x_1, x_2,\) and \(x_3\) are determined – they must all be \(F\). However, \(x_4\), which does not occur in the first or second clauses, may take on either value. So \(N(\emptyset, \{1, 2\})\) is \(2^1\).

As an example of the case \(N(\emptyset, S) = 0, N(\emptyset, \{2, 3\})\) is the number of assignments that satisfy:

\[
(x_1 \lor x_3) \land (\overline{x_3} \lor x_4)
\]  
(22)

\{DeMorgan's Law\}

\[
= (\overline{x_1} \land \overline{x_3}) \land (\overline{x_3} \land \overline{x_4})
\]  
(23)

\{\overline{x} \equiv x\}

\[
= (\overline{x_1} \land \overline{x_3}) \land (x_3 \land \overline{x_4})
\]  
(24)
RECURRENCE-BASED REDUCTIONS

\[ \bar{x}_1 \land \bar{x}_3 \land x_3 \land x_4 = F \]  

(25)

No assignment satisfies a false formula, so \( N(\emptyset, \{2, 3\}) = 0 \).

To develop intuition about symmetry in counting CNF assignments, consider the formula:

\[(x_1 \lor x_2) \land (x_1 \lor \bar{x}_3) \land (\bar{x}_3 \lor x_4 \lor x_5) \land (x_1 \lor x_4 \lor x_5) \land (x_2 \lor x_4 \lor x_6) \]  

(26)

\( N(\{3, 4, 5\}, \{1, 2\}) \) is the number of assignments that satisfy neither of the first two clauses and satisfy all of the remaining clauses. So \( N(\{3, 4, 5\}, \{1, 2\}) \) is the number of satisfying assignments of the formula:

\[(\bar{x}_1 \lor \bar{x}_2) \land (x_1 \lor \bar{x}_3) \land (\bar{x}_3 \lor x_4 \lor x_5) \land (x_1 \lor x_4 \lor x_5) \land (x_2 \lor x_4 \lor x_6) \]  

(27)

\{DeMorgan's Law\}

\[= (\bar{x}_1 \land \bar{x}_2) \land (x_1 \land \bar{x}_3) \land (\bar{x}_3 \lor x_4 \lor x_5) \land (x_1 \lor x_4 \lor x_5) \land (x_2 \lor x_4 \lor x_6) \]  

(28)

\[= \bar{x}_1 \land \bar{x}_2 \land x_3 \land (\bar{x}_3 \lor x_4 \lor x_5) \land (x_1 \lor x_4 \lor x_5) \land (x_2 \lor x_4 \lor x_6) \]  

(29)

Note that \( x_1, x_2, \) and \( \bar{x}_3 \), i.e. all of the terms in the clauses of \( S \), must be \( F \) for this formula to be true. But then occurrences of these \( S \) terms in the clauses of \( R \) are irrelevant:

\[= (x_1 = F) \land (x_2 = F) \land (\bar{x}_3 = F) \land (F \lor x_4 \lor x_5) \land (F \lor x_4 \lor x_6) \land (F \lor x_4 \lor x_5) \land (F \lor x_4 \lor x_6) \]  

(30)

\[= (x_1 = F) \land (x_2 = F) \land (\bar{x}_3 = F) \land (x_4 \lor x_5) \land (x_4 \lor x_5) \land (x_4 \lor x_6) \land (x_4 \lor x_6) \]  

(31)

Since the clauses resulting from the third and fourth clauses in the original formula are equal in the \( N(R, S) \) formula, these clauses are symmetric with respect to counting the satisfying assignments of \( N(R, S) \). Thus, \( M = \{3, 4\} \).

If a term occurs in some clause indexed by \( S \), then its occurrences in clauses indexed by \( R \) do not affect the value of \( N(R, S) \). So for each clause indexed by \( R \), remove all variables that occur in the same state of negation in some clause indexed by \( S \). Then make \( M \) the largest set of equal clauses indexed by \( R \).

Requiring one or more of the equal clauses to be satisfied is equivalent to requiring only one of them to be satisfied, so all but one of the equal clauses can be eliminated from \( R \), i.e. \( N(R, S) = N((R - M) \cup \{a\}, S) \) where \( a \in M \).

Instead of using the symmetry formula 12, simply eliminate all but one of the elements of \( M \) from \( R \).

5.3 Permanent of a 0-1 Matrix

The permanent of an \( n \times n \) matrix \( A \) is:

\[ \text{per}(A) = \sum_{j_1 \ldots j_n} a_{1j_1 \ldots a_{nj_n}} \]  

(32)
where \( j_1 \ldots j_n \) is a permutation of \( 1 \ldots n \). Hence, the permanent is the sum of all product terms with exactly one element from each row and exactly one element from each column.

Define a row term to be a set of \( n \) nonzero elements with exactly one element from each row. The number of row terms in matrix \( A \) is the product of the row sums:

\[
\prod_{i=1}^{n} \sum_{j=1}^{n} a_{ij}
\]  

(33)

The permanent is the number of sets of \( n \) elements with exactly one element from each row and exactly one element from each column. Hence, the permanent is the number of row terms that have exactly one element from each column.

Let \( U \) be the set of row terms. Define \( B_i \) to be the set of row terms that contain at least one element from column \( i \). By the pigeonhole principle, the permanent is \( |B_1 \ldots B_n| \).

By definition, \( N(\emptyset, S) \) is the number of row terms that do not contain elements from any of the columns indexed by \( S \). Hence, \( N(\emptyset, S) \) can be computed by zeroing the columns indexed by \( S \) and taking the product of row sums:

\[
N(\emptyset, S) = \prod_{i=1}^{n} \sum_{j \not\in S} a_{ij}
\]  

(34)

Substituting into the formula (7) gives:

\[
\text{per} A = \sum_{S \subseteq \{1 \ldots n\}} (-1)^{|S|} \left( \prod_{i=1}^{n} \sum_{j \not\in S} a_{ij} \right)
\]  

(35)

This algorithm is the work of H. J. Ryser [16].

Since the product of row sums is invariant under permutations of the columns, to use the symmetry reduction, make \( M \) the largest set of equal columns in \( R \).
6 Zero Sets and Vestigial Elements

When the search for symmetry fails, the algorithm is free to choose the split element \( r \in R \) for the recursion \( N(R, S) = N(R - \{r\}, S) - N(R - \{r\}, S \cup \{r\}) \). Some split elements lead to greater reductions in computation than others. Knowledge of the interaction between the recursion and the structure of the problem instance can guide the selection of effective split elements.

6.1 Zero Sets

Consider the graph in Figure 17. Note that every \( s\text{-}t \) walk in \( G \) contains vertex 4, vertex 5, or both. Since \( N(R, S) \) counts \( s\text{-}t \) walks which lack all vertices in \( S \), if \( \{4, 5\} \subseteq S \) then \( N(R, S) = 0 \).

If \( R \) contains vertices 4 and 5, then choosing vertices 4 and 5 as the split elements in the next two recursions yields a reduction as follows:

\[
N(R, S) = N(R - \{4\}, S) - N(R - \{4\}, S \cup \{4\})
\]

(36)

\[
= N(R - \{4, 5\}, S) - N(R - \{4, 5\}, S \cup \{5\}) - N(R - \{4, 5\}, S \cup \{4\}) + N(R - \{4, 5\}, S \cup \{4, 5\})
\]

(37)

\[
N(R - \{4, 5\}, S \cup \{4, 5\}) = 0 \text{ since } \{4, 5\} \subseteq S. \text{ So } N(R, S) = N(R - \{4, 5\}, S) - N(R - \{4, 5\}, S \cup \{5\}) - N(R - \{4, 5\}, S \cup \{4\})
\]

(38)

and \( \frac{1}{4} \) of the computation of \( N(R, S) \) can be avoided. This example motivates the general notion of zero sets. (In the Hamiltonian path algorithm, every vertex cut set that separates \( s \) from \( t \) is a zero set.)

**Definition 2 (Zero Set)** A zero set is a set \( Z \subseteq \{1 \ldots n\} \) such that \( N(\emptyset, S) = 0 \) \( \forall S \supseteq Z \).

**Theorem 5 (Zero Set Reduction)** If \( Z \subseteq S \) is a zero set then \( N(R, S) = 0 \).

**Proof.** All terms in \( N(R, S) = \sum_{A \subseteq R} (-1)^{|A|} N(\emptyset, S \cup A) \) (6) have \( Z \subseteq S \cup A \).
By the definition of a zero set, every term is zero. \( \square \)

6.2 Vestigial Elements

Now consider the graph in Figure (18). Suppose we wish to compute \( N(\{1, 4, 5, 6\}, \{2, 3\}) \) — the number of length 7 \( s\text{-}t \) walks that contain vertices 1, 4, 5, and 6, and that lack vertices 2 and 3. Since \( \{2, 3\} \) is a cut set that isolates vertex 4 from \( s \) and \( t \), no \( s\text{-}t \) walk that lacks vertices 2 and 3 can contain vertex 4. So \( N(\{1, 4, 5, 6\}, \{2, 3\}) = 0 \). In general, if \( S \) contains a vertex cut set that isolates \( s \) or \( t \) from some vertex in \( R \), then \( N(R, S) = 0 \). We call the isolated vertex a vestigial element, and we call its isolating cut set its structure.
Figure 17: A Zero Set in the Algorithm to Count Hamiltonian Paths
4 is a vestigial element with structure \{2,3\}. Vertex cut set \{2,3\} isolates vertex 4 from s.

There are as many s-t walks in G(V-\{2,3\}) as in G(V-\{2,3,4\}). After vertices 2 and 3 are removed from the graph, vertex 4 no longer plays a role in any s-t walks. So \(N(\{1\},\{2,3\})=N(\{1\},\{2,3,4\})\).

Figure 18: A Vestigial Element in the Algorithm to Count Hamiltonian Paths
Definition 3 (Vestigial Element) \( v \in \{1 \ldots n\} \) is a vestigial element with structure \( X \subseteq \{1 \ldots n\} - \{v\} \) if \( N(\emptyset, S) = N(\emptyset, S \cup \{v\}) \) \( \forall S \supseteq X \).

Theorem 6 (Vestigial Element Reduction) If \( v \) is a vestigial element with structure \( X, v \in R, \) and \( X \subseteq S, \) then \( N(R, S) = 0. \)

Proof. By the bounding theorem, \( \forall Q \subseteq R \) and \( T \subseteq S, \) \( N(Q, T) \geq N(R, S). \)

Setting \( Q = \{v\} \) and \( T = S \) gives:

\[
N(R, S) \leq N(\{v\}, S)
\]  

(39)

Apply the recursion to the RHS:

\[
N(R, S) \leq N(\emptyset, S) - N(\emptyset, S \cup \{v\})
\]  

(40)

By the definition of a vestigial element, the RHS is zero. \( \square \)

The next two theorems do not apply directly to the development of \( N(R, S) \) algorithms. However, they relate the notion of vestigial elements to interesting work by other researchers [9, 11, 21].

Theorem 7 (Vestigial Element Cancellation) If \( v \) is a vestigial element with structure \( X, \) then:

\[
\sum_{S \supseteq X} (-1)^{|S|} N(\emptyset, S) = 0
\]  

(41)

Proof. Each \( S \supseteq X \) with \( v \not\in S \) can be paired with \( S \cup \{v\} \supseteq X. \) These pairs cancel in (41) because \((-1)^{|S|}\) and \((-1)^{|S\cup\{v\}|}\) have opposite signs. (This cancellation theorem is the special case of the reduction theorem in which \( R = \{1 \ldots n\} - S. \) \( \square \)

Theorem 8 (Vestigial Element Interference) If \( v_1 \ldots v_K \) are vestigial elements with structures \( X_1 \ldots X_K, \) and \( \forall j < k, v_k \not\in X_j, \) then:

\[
\sum_{(S \supseteq X_1) \wedge \ldots \wedge (S \supseteq X_K)} (-1)^{|S|} N(\emptyset, S) = 0
\]  

(42)

and hence:

\[
|B_1 \cap \ldots \cap B_n| = \sum_{(S \supseteq X_1) \wedge \ldots \wedge (S \supseteq X_K)} (-1)^{|S|} N(\emptyset, S)
\]  

(43)

Proof. Consider a mapping on sets \( S \) such that \( S \supseteq X_1 \vee \ldots \vee S \supseteq X_K: \) Let \( k \) be the minimum index for which \( S \supseteq X_k. \) If \( v_k \in S, S \rightarrow S - \{v_k\}, \) otherwise \( S \rightarrow S \cup \{v_k\}, \) i.e. toggle \( v_k. \)

Since \( \forall j < k, v_k \not\in X_j, \) the mapping is its own inverse. So the mapping partitions the sets into pairs of the form \((S, S \cup \{v_k\})\), where \( S \supseteq X_k. \) Each pair's terms cancel in the sum (42). \( \square \)
6.3 Completers

Definition 4 (Completer) If \( v \) is a vestigial element with structure \( X; c, v \in R; \) and \( X \subseteq S \cup \{ c \} \), then \( c \) is a completer. If \( Z \) is a zero set, \( c \in R, \) and \( Z \subseteq S \cup \{ c \} \), then \( c \) is a completer.

The completer reduction unifies zero set and vestigial element reductions:

Theorem 9 (Completer Reduction) If \( c \) is a completer then \( N(R, S) = N(R - \{ c \}, S) \).

Proof. Apply the recursion (3) with \( r = c \):

\[
N(R, S) = N(R - \{ c \}, S) - N(R - \{ c \}, S \cup \{ c \})
\]

(44)

By the definition of a zero set or a vestigial element, \( N(R - \{ c \}, S \cup \{ c \}) = 0 \).

\( \Box \)

6.4 Using Zero Sets, Vestigial Elements, and Completers

If there is a zero set \( Z \subseteq R \cup S \), then choosing the members of \( Z \cap R \) as successive split elements achieves a reduction after \( |Z \cap R| \) recursions. If there is a vestigial element \( v \in R \) with structure \( X \subseteq R \cup S \), then choosing the members of \( X \cap R \) as successive split elements achieves a reduction after \( |X \cap R| \) recursions.

Ideally, at every level of recursion the algorithm would determine a smallest \( Q \subseteq R \) such that \( N(R - Q, S \cup Q) = 0 \). Then some element of \( Q \) would be chosen as the split element. In practice, determining such a set \( Q \) can be prohibitively expensive, so heuristics are required.

If there is an immediate zero set or vestigial element reduction, then \( N(\emptyset, S) - N(\emptyset, S \cup \{ r \}) = 0 \) for some \( r \in R \). To search for these reductions, the algorithm calculates \( N(\emptyset, S \cup \{ r \}) \) \( \forall r \in R \). However, for some problems it is more efficient to search directly for the vestigial element or zero set required to apply a reduction. For example, to search for an immediate zero set reduction in the algorithm to count Hamiltonian paths, it is faster to search for a cut vertex in \( R \) that separates \( s \) from \( t \) than to calculate \( N(\emptyset, S \cup \{ r \}) \) \( \forall r \in R \) by counting \( s-t \) walks [8]. So if there is a high probability of cut vertices, it is efficient to search for them directly.

Note that if the zero set, vestigial element, and completer reductions do not apply to \( N(R, S) \), then they do not apply to the left child \( N(R - \{ r \}, S) \), but they may apply to the right child \( N(R - \{ r \}, S \cup \{ r \}) \). If the zero set, vestigial element, and completer reductions are applied to the initial node \( N\{1 \ldots n\}, \emptyset \), and the completer reduction is always applied to the right child — making the recursive call \( N(R - \{ r, c_1, \ldots, c_m \}, S \cup \{ r \}) \) where \( c_1 \ldots c_m \) are completers — then the zero set and vestigial element reductions are never used after the initial node. The completer reduction prunes all recursive calls that would result
in vestigial element or zero set reductions. This forward-pruning strategy is very useful when recursive calls have a high cost, e.g. when the algorithm’s recursive calls are implemented as a diffusing computation on a message-passing multicomputer.

6.5 Zero Sets and Vestigial Elements in Specific Problems

6.5.1 Hamiltonian Paths

If a vertex cut set Z separates s from t, then Z is a zero set.

If X is a vertex cut set that separates s from some v ∈ \{1...n\}, then v is a vestigial element with structure X.

To apply the zero set and vestigial element reductions, find the connected component of G(V - S) that contains s. If the component does not contain all vertices in R ∪ \{t\}, then N(R, S) = 0. To apply the completer reduction, remove from R all cut vertices and all vertices that are not in the same connected component as s.

For each vertex cut set X that separates s from some vertex in \{1...n\}, let v be the highest-numbered vertex that is separated from s in G(X). If v < x for some x ∈ X, then throw out cut set X. Arrange the remaining cut sets X_1...X_K in ascending order of v’s. There is no interference among cancellations by the vestigial elements with cut sets X_1...X_K.

6.5.2 Vertex Colorings

Define G(S) to be the subgraph induced by edge set S. Recall that N(∅, S) is determined by the number of connected components in G(S). If Q ⊆ E is a cycle, let v be an edge in Q, and let X = Q - \{v\}. If S ∩ X, then adding or removing v from S does not change the number of connected components in G(S). So v is vestigial with structure X.

If we order all cycles C_1...C_K in ascending order of highest-numbered edges, then the conditions of vestigial element interference theorem are satisfied by assigning the highest-numbered edge in C_i to v_i and setting X_i = C_i - v_i. (The X_i are Whitney's broken cycles [21].)

N(R, S) counts the assignments in which the vertices of each edge in R have separate colors, and every component of G(S) is monochrome. By the vestigial element reduction, if there is an edge in R that connects vertices in the same component of G(S), then N(R, S) = 0. By the completer reduction, if each edge in a set \{v, c_1,..., c_m\} ⊆ R connects the same pair of G(S) components, then edges c_1...c_m are completers, and hence they are redundant.

The N(R, S) recursion, augmented with completer reductions, leads logically to a recursion which reduces a graph coloring problem instance to a pair of simpler instances of the same problem. Let H(R, S) be the graph with one vertex for each connected component in G(S), and an edge between vertices...
if the corresponding $G(S)$ components are connected by an edge in $R$. Then $N(R, S)$ counts the $k$-colorings of $H(R, S)$. By the vestigial element reduction, if $H(R, S)$ has a self-loop, then $N(R, S) = 0$. By the completer reduction, if $H(R, S)$ has multiple edges between a pair of vertices, they can be reduced to a single edge.

To form $H(R - \{r\}, S)$, remove edge $r$ from $H(R, S)$; to form $H(R - \{r\}, S \cup \{r\})$, contract edge $r$ -- combine its vertices to make a single vertex with the union of the original vertices' adjacencies. This is the contraction-deletion formula for graph coloring [15].

The computation is reduced by multiple edges being combined when we take the union of adjacencies. (This is the completer reduction at work.) So choose the split edge $r$ to be the edge shared by the connected vertex pair with the most adjacencies in common.

There are many vertex coloring results that could contribute further to the algorithm. For example, trees have $k(k - 1)^{|V|}$ $k$-colorings, where $|V|$ is the number of vertices in the tree. (Color each parent before its children. There are $k$ choices for the root, $k - 1$ thereafter.) So if $H(R, S)$ is a tree there is no need to continue the recursion [12]. Also, if $H(R, S)$ is disconnected, then the number of $k$-colorings is the product of the numbers of $k$-colorings of its components. So the component colorings can be computed separately. For further discussion, references, and results on coloring, see [15].

### 6.5.3 CNF Satisfying Assignments

Recall that $N(\emptyset, S)$ is zero if both a variable and its negation occur in the clauses indexed by $S$. Otherwise, $N(\emptyset, S)$ is $2^{m(S)}$, where $m(S)$ is the number of variables that do not occur in any clause indexed by $S$.

If $Z$ is a pair of clauses containing a variable and its negation, then $Z$ is a zero set.

Clause $v$ is vestigial with structure $X$ if each variable in $v$ occurs in the same state of negation in some clause in $X$. (If $S \supseteq X$, then adding $v$ to $S$ does not change $N(\emptyset, S)$.)

To apply the completer reduction for zero sets, remove from $R$ any clause containing a term for which the negation is in some clause of $S$. To apply the completer reduction for vestigial elements, remove from $R$ any clause with each of its variables in some clause of $S$.

Consider only those vestigial element and structure pairs in which $v$ follows every clause in $X$. Order $X_1 \ldots X_K$ so that $v_1 \leq \ldots \leq v_K$, and the cancellations associated with vestigial elements $u_1 \leq \ldots \leq u_K$ are non-interfering.

Combining the symmetry and completer reductions with the $N(R, S)$ recursion leads logically to a recursion which counts satisfiers for a CNF expression by counting the satisfiers for a pair of simpler CNF expressions.

Define $K(C, f)$ to be the number of assignments that satisfy CNF $C$, given that there are $f$ free variables -- variables that do not occur in any of the clauses.
of $C$. In general, $K(C, f)$ is $2^f$ times the number of assignments that satisfy $C$. When $C$ contains no clauses, define $K(C, f)$ to be $2^f$.

Consider the CNF instance:

$$C = (x_1 \lor x_2 \lor x_3) \land (\overline{x_1} \lor x_4) \land (x_2 \lor x_3) \land (x_2 \lor x_5 \lor x_6) \land (x_1 \lor x_5 \lor x_6) \tag{45}$$

The number of satisfying assignments is $N(\{1, 2, 3, 4, 5\}, \emptyset) = K(C, 0)$. Using clause 1 as the split element:

$$N(\{1, 2, 3, 4, 5\}, \emptyset) = N(\{2, 3, 4, 5\}, \emptyset) - N(\{2, 3, 4, 5\}, \{1\}) \tag{46}$$

$N(\{2, 3, 4, 5\}, \emptyset)$ is the number of assignments to variables $x_1$ through $x_6$ that satisfy:

$$C' = (\overline{x_1} \lor x_4) \land (x_2 \lor x_5) \land (x_2 \lor x_5 \lor x_6) \land (x_1 \lor x_5 \lor x_6) \tag{47}$$

Since $x_3$ does not occur in $C'$, every assignment to the other variables that satisfies $C'$ still satisfies $C'$ whether $x_3$ is $T$ or $F$. So $x_3$ is the one free variable, and:

$$N(\{2, 3, 4, 5\}, \emptyset) = K(C', 1) \tag{48}$$

$N(\{2, 3, 4, 5\}, \{1\})$ is the number of assignments to variables $x_1$ through $x_6$ that satisfy:

$$\overline{(x_1 \lor x_2 \lor x_3) \land (\overline{x_1} \lor x_4) \land (x_2 \lor x_5) \land (x_2 \lor x_5 \lor x_6) \land (x_1 \lor x_5 \lor x_6)} \tag{49}$$

By DeMorgan's law:

$$= (x_1 \land \overline{x_2} \land \overline{x_3} \land (\overline{x_1} \lor x_4) \land (x_2 \lor x_5) \land (x_2 \lor x_5 \lor x_6) \land (x_1 \lor x_5 \lor x_6)) \tag{50}$$

All satisfying assignments have $x_1 = x_2 = x_3 = F$. So fix their values:

$$= (T \lor x_4) \land (F \lor x_5) \land (F \lor x_5 \lor x_6) \land (F \lor x_5 \lor x_6) \tag{51}$$

Since $(\overline{x_1} \lor x_4)$ contains $x_1$ in the opposite state of negation from the split clause $(x_1 \lor x_2 \lor x_3)$, the term is fixed to be $T$, and thus the whole clause is always $T$ regardless of the value assigned to $x_4$, so the clause can be eliminated from the CNF. (This is a completer reduction). Since $x_4$ can assume either value, and it no longer occurs in the CNF, $x_4$ becomes a free variable.

$$= (F \lor x_5) \land (F \lor x_5 \lor x_6) \land (F \lor x_5 \lor x_6) \tag{52}$$

False terms can be eliminated from the clauses:
By the symmetry reduction, duplicated clauses can be merged:

\[ C'' = (x_5) \land (x_6) \land (x_6 \lor x_6) \]  

(53)

Thus:

\[ N({\{2, 3, 4, 5\}, \{1\}}) = K(C'', 1) \]  

(55)

Note that variables \( x_1, x_2, \) and \( x_3 \) are fixed. Only the variable \( x_4 \) is free.

In general, for any clause \( c \in C: \)

\[ K(C, f) = K(C', f + f') - K(C'', f + f'') \]  

(56)

where \( C' \) is formed by removing clause \( c \) from \( C \), \( f' \) is the number of variables in \( c \) that are not in any other clause of \( C \). \( C'' \) is formed from \( C \) and \( f'' \) is determined by the procedure:

1. Remove clause \( c \) from \( C \).

2. Remove every clause that contains the negation of any term in \( c \). Set \( f'' \) to the number of variables not in \( c \) that this procedure removes from the CNF, i.e. these variables are free.

3. In the remaining clauses, remove every occurrence of any term that also occurs in \( c \). If this leaves empty clauses, remove them.

4. Merge duplicate clauses.

The base case of recursion 56 occurs when \( C \) is the empty CNF. In this case, \( K(C, f) = 2^f \).

Since the recursion results in CNF problems at every level, special properties of CNF problem instances can be used to evaluate the subproblems. For example, if the CNF \( C \) in \( K(C, f) \) can be separated into two sets of clauses that share no variables, then the sets of clauses form two independent CNF expressions. The product of the number of satisfiers of the first expression with the number of satisfiers of the second is the number of satisfiers of the original CNF. For example:

\[ K((x_1 \lor x_2) \land (\overline{x_1} \lor x_3) \land (x_4 \lor \overline{x_5}) \land (x_4 \lor x_6), f) \]  

(57)

\[ = K((x_1 \lor x_2) \land (\overline{x_1} \lor x_3), f) \times K((x_4 \lor \overline{x_5}) \land (x_4 \lor x_6), 0) \]  

(58)

Note that the free variables are not duplicated among the subproblems. Duplicating the free variables would be equivalent to doubling the number of free variables, i.e. the number of satisfiers of the original CNF would be incorrectly multiplied by \((2^f)^2\) instead of \(2^f\).
6.5.4 Permanent

If $Z$ is a set of columns that contains every nonzero element in some row, then $Z$ is a zero set.

Let $C_i$ be the set of columns with nonzero elements in row $i$. By the completer reduction, if one column $r$ of $C_i$ is in $R$ and the rest are in $S$, then $N(R, S) = N(R - \{r\}, S)$. So choose the split element $r$ in (3) to be a column in $C_i \cap R$ for the $C_i \subseteq R \cup S$ with minimum $|C_i \cap R|$.

Any column of zeroes is vestigial, with $X = \emptyset$. If a matrix has a zero column, then its permanent is zero.
7 Problem Decomposition

Suppose we wish to count the s-t Hamiltonian paths in a graph G containing a cut vertex x. If the removal of x leaves s and t in separate components, then form $G_{sx}$ and $G_{xt}$ as shown in Figure 19. The number of s-t Hamiltonian paths in G is the product of the number of s-x Hamiltonian paths in $G_{sx}$ with the number of x-t Hamiltonian paths in $G_{xt}$. Computing the number of Hamiltonian paths in G directly requires $O(2^n \text{poly}(n))$ time. If $G_{sx}$ and $G_{xt}$ each contain about half as many vertices as G, then computing the number of Hamiltonian paths in both $G_{sx}$ and $G_{xt}$ requires $O(2^\frac{n}{2} \text{poly}(\frac{n}{2}) + 2^\frac{n}{2} \text{poly}(\frac{n}{2})) = O(2^\frac{n}{2} \text{poly}(\frac{n}{2}))$. This is roughly the square root of the time required for direct computation!

Decomposition is more complicated for the subproblems generated by the $N(R, S)$ recursion. Recall that $N(R, S)$ is the number of length $n + 1$ s-t walks in $G(V - S)$ that contain every vertex in R. These walks may snake back and forth across the cut vertex, and the length of the subwalks in $G(V - S)_x$ and $G(V - S)_t$ may vary. So $N(R, S)$ cannot be computed by taking the product of a population of s-x walks in $G(V - S)_x$ with a population of x-t walks in $G(V - S)_t$. Instead, the walks of $N(R, S)$ can be counted through partitioning them by (1) the number of occurrences of x, and (2) the total lengths of the subwalks in each of $G(V - S)_x$ and $G(V - S)_t$.

Let $N_{sx}(R_{sx}, S, k, c)$ be the number of length $k$ s-x walks in $G(V - S)_x$ that contain every vertex in $R_{sx}$, and that have $c + 1$ occurrences of vertex x. Let $N_{xt}(R_{xt}, S, k, c)$ be the number of length $k$ x-t walks in $G(V - S)_t$ that contain every vertex in $R_{xt}$, and that have $c + 1$ occurrences of vertex x. Each walk counted by $N_{sx}(R_{sx}, S, k, c)$ consists of an s-x subwalk, followed by c x-x subwalks. Each walk counted by $N_{xt}(R_{xt}, S, k, c)$ consists of a x-x subwalk, followed by an x-t subwalk. Each $N_{sx}$ walk can be combined with each $N_{xt}$ walk to form a set of s-t walks by merging the sequence of c $N_{sx}$ x-x subwalks with the sequence of $c$ $N_{xt}$ x-x subwalks in $C(c + c, c)$ ways. The length of the combined walks is the sum of the lengths of the $N_{sx}$ and $N_{xt}$ walks, and the combined walks contain every vertex in $R_{sx} \cup R_{xt}$, so:

$$N(R, S) = \sum_{k=1}^{n} \sum_{c=1}^{n} \sum_{\ell=1}^{n} C(c + \ell, c) N_{sx}(R_{sx}, S, k, c) N_{xt}(R_{xt}, S, (n+1) - k, \ell)$$

(59)

Further reasoning about the limits of summation yields:

$$N(R, S) = \sum_{k=|R_{sx}|}^{(n+1) - |R_{xt}|} \sum_{c=1}^{\left\lfloor \frac{(n+1) - k}{2} \right\rfloor} \sum_{\ell=1}^{\left\lfloor \frac{(n+1) - k}{2} \right\rfloor} C(c + \ell, c) N_{sx}(R_{sx}, S, k, c) N_{xt}(R_{xt}, S, (n+1) - k, \ell)$$

(60)

$N_{sx}(R_{sx}, S, k, c)$ and $N_{xt}(R_{xt}, S, k, c)$ can be computed recursively:
Figure 19: \( s-t \) Cut Vertex Decomposition of the Hamiltonian Path Problem

Number of \( s-t \) Hamiltonian paths in \( G \) = (Number of \( s-x \) Hamiltonian paths in \( G_{sx} \)) \( \times \) (Number of \( x-t \) Hamiltonian paths in \( G_{xt} \))
\[ \forall r \in R \quad N_{zz}(R_{sz}, S, k, c) = N_{sz}(R_{sz} - \{r\}, S, k, c) - N_{sz}(R_{sx} - \{r\}, S \cup \{r\}, k, c) \]

(61)

and

\[ \forall r \in R \quad N_{st}(R_{st}, S, k, c) = N_{st}(R_{st} - \{r\}, S, k, c) - N_{st}(R_{xt} - \{r\}, S \cup \{r\}, k, c) \]

(62)

The base case occurs when \( R_{sz} = \emptyset \) or \( R_{st} = \emptyset \). Then \( N_{sz} \) or \( N_{st} \) can be computed by an algorithm similar to the algorithm to count \( N(\emptyset, S) \) in the original Hamiltonian path counting problem.

If \( G(V - S) \) has a cut vertex \( x \) that does not separate \( s \) from \( t \), then there is a decomposition similar to 60:

\[ N(R, S) = \sum_{k=|R_{st}|}^{(n+1)-|R_{st}|} \sum_{c=1}^{\lceil \frac{k}{2} \rceil} \sum_{\delta=1}^{\lceil \frac{n+1-k}{2} \rceil} C(c+\delta, c)N_{st}(R_{st}, S, k, c)N_{xz}(R_{sz}, S, (n+1-k) - \delta, \delta) \]

(63)

where \( N_{st} \) and \( N_{xz} \) are analogous to \( N_{sz} \) and \( N_{st} - N_{st} \) counts \( s-t \) walks in the biconnected component containing vertices \( s \) and \( t \), while \( N_{xz} \) counts \( x-x \) walks in the other biconnected component.

Decomposition of the Hamiltonian path counting problem creates new types of subproblems, which introduces the challenges of finding reductions and decompositions for the subproblems. The basic \( N(R, S) \) reductions apply automatically, but identifying symmetries, zero sets, and vestigial elements for the new subproblems requires some thought.

Not all decompositions are so complicated. Since the \( N(R, S) \) recursions for counting vertex colorings and counting CNF satisfiers have been reduced to recursions that yield instances of the original problem as subproblems, decomposition has been reduced to identifying instances which can be partitioned into independent instances of the original problem. For counting vertex colorings, if the graph is disconnected then each component can be colored separately. For counting CNF satisfiers, if the CNF expression can be partitioned into sets of clauses that share no variables, then the satisfiers of the sets of clauses can be computed separately.

For the permanent, decomposition of \( N(R, S) \) instances defined on the original matrix generates \( N(R, S) \) instances defined on submatrices. Consider the matrix:

\[
A = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
\end{bmatrix}
\]  

(64)
\( N(\{1, 4, 5\}, \{3\}) \) is the number of row terms with elements from columns 1, 4, and 5 and with no elements from column 3. Since row terms with elements from column 3 are not counted, \( N(\{1, 4, 5\}, \{3\}) \) is the same if the third column of the matrix is zeroed:

\[
\hat{A} = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
\end{bmatrix}
\]  

(65)

In \( \hat{A} \), every nonzero element in column 1 or 2 is in row 1 or 2. Also, every nonzero element in column 4 or 5 is in row 3, 4, or 5. Define a \( P \) row term to be a set of \( |P| \) nonzero elements that contains one element from each row indexed by \( P \). Every row term in \( \hat{A} \) can be partitioned into a \( \{1, 2\} \) row term with elements only from the first two columns and a \( \{3, 4, 5\} \) row term, with elements only from the last two columns. Thus, \( N(\{1, 4, 5\}, \{3\}) \) is the product of the number of \( \{1, 2\} \) row terms that contain at least one element from column 1 with the number of \( \{3, 4, 5\} \) row terms that contain at least one element from each of the columns 4 and 5. Recall that in the permanent computation, \( N(R, S) \) is the number of row terms that contain elements from every column indexed by \( R \) and that contain no elements from any column indexed by \( S \). Now:

\[
N(\{1, 4, 5\}, \{3\}) = N_1(\{1\}, \emptyset) \times N_2(\{4, 5\}, \emptyset)
\]  

(66)

where \( N_1(\hat{R}, \hat{S}) \) is \( N(R, S) \) restricted to the submatrix induced by row set \( \{1, 2\} \) and column set \( \{1\} \), and \( N_2(\hat{R}, \hat{S}) \) is \( N(R, S) \) restricted to the submatrix induced by row set \( \{3, 4, 5\} \) and column set \( \{4, 5\} \).

To decompose a given \( N(R, S) \) instance, partition the rows into sets \( P_1, \ldots, P_K \) and partition the columns not indexed by \( S \) into the corresponding sets \( Q_1, \ldots, Q_K \), such that for each \( k \), every nonzero element in the rows indexed by \( P_k \) is in one of the columns indexed by \( Q_k \), and every nonzero element in the columns indexed by \( Q_k \) is in one of the rows indexed by \( P_k \). (In the previous example, \( P_1 = \{1, 2\}, Q_1 = \{1, 2\}, P_2 = \{3, 4, 5\}, \text{and } Q_2 = \{4, 5\} \).) The following procedure produces the row partition \( P_1, \ldots, P_K \):

initially \( P = \{\{1\}, \ldots, \{n\}\} \)

for \( c \notin S \)

Merge the sets in \( P \) that index at least one row with a nonzero element in column \( c \).

After the procedure, \( P = \{P_1, \ldots, P_K\} \). (If \( |P| = 1 \), then there is no decomposition.) Partition the columns into \( Q_1, \ldots, Q_K \) as follows:
\[ \forall k \in \{1, \ldots, K\} Q_k = \bigcup_{i \in P_k} \{ j \mid a_{ij} = 1 \land c \notin S \} \quad (67) \]

Define \( N_k(\hat{R}, \hat{S}) \) to be the number of \( P_k \) row terms that contain at least one element from each column indexed by \( \hat{R} \) and that contain no elements from the columns indexed by \( \hat{S} \cup Q_k \). Then:

\[ N(R, S) = \prod_{k=1}^{K} N_k(Q_k \cap R, \emptyset) \quad (68) \]

The standard recursion holds for \( N_k(\hat{R}, \hat{S}) \):

\[ N_k(\hat{R}, \hat{S}) = N_k(\hat{R} - \hat{r}, \hat{S}) - N_k(\hat{R} - \hat{r}, \hat{S} \cup \hat{r}) \quad (69) \]

and the base case is:

\[ N_k(\emptyset, \hat{S}) = \prod_{i \in P_k} \sum_{j \in Q_k - \hat{S}} a_{ij} \quad (70) \]
8 Detection and Bounding Algorithms

The counting algorithm can be altered to solve the detection problem, i.e. to determine whether or not \( N(\{1\ldots n\}, \emptyset) > 0 \). We follow the branch and bound model [13], but we use the method for counting rather than optimization.

The algorithm begins with a single active node representing \( N(\{1\ldots n\}, \emptyset) \). At each step an active node is replaced by an equivalent set of active nodes (branches) or computed \( N(S) \) terms (leaves). Together, the values of the active nodes and the computed \( N(S) \) terms always sum to \( N(\{1\ldots n\}, \emptyset) \). Symmetry is implemented by using a coefficient \( c \) to indicate how many duplicate \( N(R, S) \) terms each active node represents.

At each step we maintain a lower bound \( L \) on \( N(\{1\ldots n\}, \emptyset) \):

\[
L = \sum_{\text{node}(R,S,c)\in \text{active}} cL(R, S) + \sum_{\text{leaf}(S)\in \text{computed}} (-1)^{|S|} N(S) \tag{71}
\]

where \( L(R, S) \) is a lower bound on the contribution of \( N(R, S) \) to \( N(\{1\ldots n\}, \emptyset) \).

In successive applications of the recursion (3) to \( N(\{1\ldots n\}, \emptyset) \), \( N(R, S) \) terms count positively in the sum if \(|S|\) is even and negatively if \(|S|\) is odd. Using the bounds given by the nonnegativity theorem and the bounding theorem with \(|Q|=1\), we obtain:

\[
L(R, S) = \begin{cases} 
0 & \text{if } |S| \text{ is even} \\
-\min_{r \in R} N(S) - N(S \cup \{r\}) & \text{if } |S| \text{ is odd}
\end{cases}
\]

We also maintain an upper bound \( U \):

\[
U = \sum_{\text{node}(R,S,c)\in \text{active}} cU(R, S) + \sum_{\text{leaf}(S)\in \text{computed}} (-1)^{|S|} N(S) \tag{72}
\]

where \( U(R, S) \) is an upper bound on the contribution of \( N(R, S) \) to \( N(\{1\ldots n\}, \emptyset) \):

\[
U(R, S) = \begin{cases} 
\min_{r \in R} N(S) - N(S \cup \{r\}) & \text{if } |S| \text{ is even} \\
0 & \text{if } |S| \text{ is odd}
\end{cases}
\]

If \( L > 0 \) then \( N(\{1\ldots n\}, \emptyset) > 0 \). If \( U = 0 \) then \( N(\{1\ldots n\}, \emptyset) = 0 \). When \( L = U \), \( N(\{1\ldots n\}, \emptyset) \) has been exactly determined.

The branch and bound detection algorithm is:

detect()
{
function \( L(R, S), U(R, S), N\emptyset(S) \);
integer \( c, L, U \);
set \( R, S, A, M, \) active;
\[ L = 0; \ U := U(\{1\ldots n\}, \emptyset); \]
\[ active = \{ node(\{1\ldots n\}, \emptyset, 1) \}; \]

while \( L < U \)
\begin{itemize}
  \item remove some \texttt{node}(R, S, c) from \texttt{active}.
  \item \[ L := L - cL(R, S); \ U := U - cU(R, S); \]
  \item \( M := \text{largest set in the partition of } R \text{ induced by } s() \);
  \item if \( |M| = |R| \) (* Branch to form leaves *)
    \begin{itemize}
      \item for \( (i = 0; i \leq |M|; i++) \)
        \begin{itemize}
          \item \( A = \text{first } i \text{ elements of } M \);
          \item \( c = C(|M|, i) \);
          \item \( L := L + (-1)^{|S|} cN(S \cup A) \);
          \item \( U := U + (-1)^{|S|} cN(S \cup A) \);
        \end{itemize}
    \end{itemize}
  \item else (* Branch to form active nodes. *)
    \begin{itemize}
      \item for \( (i = 0; i \leq |M|; i++) \)
        \begin{itemize}
          \item \( A = \text{first } i \text{ elements of } M \);
          \item \( c = C(|M|, i) \);
          \item \( L := L + cL(R - M, S \cup A) \);
          \item \( U := U + cU(R - M, S \cup A) \);
          \item if \( (L(R - M, S \cup A) < U(R - M, S \cup A)) \)
            \begin{itemize}
              \item insert \texttt{node}(R - M, S \cup A, c) into \texttt{active};
            \end{itemize}
        \end{itemize}
    \end{itemize}
  \end{itemize}
\end{itemize}

if \( L > 0 \) return(true); (* \( N(\{1\ldots n\}, \emptyset) > 0 \) *)
if \( U = 0 \) return(false); (* \( N(\{1\ldots n\}, \emptyset) = 0 \) *)
if \( L > 0 \) return(true); else return(false); (* \( L = U \). Exact count accomplished. *)

In the worst case the detection algorithm mimics the counting algorithm, i.e. every leaf \( N(S) \) is computed. Choosing nodes at random from \texttt{active} can lead to an exponential number of active nodes. However, always choosing an active node with minimum \( |R| \) limits the number of active nodes to \( O(n^2) \).

To observe the algorithm's progress to convergence, return the values of the upper and lower bounds \( U \) and \( L \) after every branching. To stop as soon as \( N(\{1\ldots n\}, \emptyset) \) is known to within \( k \), change "while \( (L < U) \)" to "while \( (U - L \leq 2k) \)"; remove the last three lines of the algorithm, and insert "return ((\( U + L / 2 \))" at the end of the algorithm.
9 Open Questions and Future Directions

9.1 Multicomputer Implementation

It would be interesting to experiment with multicomputer implementations of our recurrence-based algorithms. The recursion formula (3) could be the basis for dynamically allocating work among processors to achieve load balance.

It may be efficient to have a base case with $|R| > 0$, i.e. to stop the recursion and directly compute $N(R,S)$ before $R = \emptyset$. For example, consider the $s$-$t$ Hamiltonian path problem. Recall that $N(R,S)$ is the number of length $n+1$ $s$-$t$ walks in $G(V - S)$. Let $E(V - S)$ be the edges in $G(V - S)$. Define $w(L, x, M)$ to be the number of length $L$ $s$x walks that contain every vertex in $M \subseteq R$. Then $w(n+1, t, R) = N(R,S)$, and we can compute $w(n+1, t, R)$ by the dynamic program:

initially $w(0, s, \emptyset) = 1$
for $L = 1$ to $n+1$
\[ w(L, v, M) := \sum_{u \in E(V - S)} w(L - 1, u, M) \]
\[ \forall v \notin R, \forall M \subseteq R - \{v\} \text{ with } |M| \leq L - 1 \]
\[ w(L, v, M \cup \{v\}) := \sum_{u \in E(V - S)} [w(L - 1, u, M \cup \{v\}) + w(L - 1, u, M)] \]

The algorithm requires $O(2^{|R|}|E(V - S)|n)$ time and $O(2^{|R|}n)$ space. Dynamic programming avoids the $O(2^{|R|})$ recursive calls required for the recurrence-based algorithm, but dynamic programming requires exponential space. The most efficient base case size of $R$ depends on the capabilities of individual processors, the overhead cost of recursive calls, and the problem size.

If reductions are rare, or their tests are expensive, then it may be best to search for them intermittently instead of at every recursive call. The frequency of tests could be some constant, or it could vary dynamically. For example, to test at every third level of recursion, we could test for reductions only if $|R|$ is a multiple of three. Or, in the Hamiltonian path problem, we could test for reductions only when $G(V - S)$ is sparse.

9.2 Symmetry

Symmetry deserves further study. The challenge is to develop efficient tests that examine more cases of symmetry, with emphasis on searching for the most probable symmetries. For example, in our Hamiltonian path algorithm, we test for symmetries in which the underlying automorphism maps many of the vertices to themselves. Intuitively, these seem to be the most likely symmetries. But how likely are they? How unlikely are more complicated symmetries?
When should we expect the search for symmetry to pay off? Obviously, very
dense and very sparse graphs are the most likely to have symmetries. But how
likely? For example, if a graph has just enough edges that it almost surely has
a Hamiltonian cycle, how many symmetric vertices can we expect it to have?

9.3 Combining Recursive Strategies
The $N(R, S)$ recursion splits a CNF instance into smaller CNF instances by
pivoting on some clause. A CNF instance can also be split by pivoting on a
variable – sum the satisfiers for the CNF in which the variable is assigned $T$
and the satisfiers for the CNF in which the variable is assigned $F$. For example,
the number of satisfiers of:

$$(x_1 \lor x_2) \land (\overline{x_1} \lor x_3) \land (x_2 \lor x_4)$$

is the sum of the number of satisfiers in which $x_1 = T$:

$$(T \lor x_2) \land (\overline{T} \lor x_3) \land (x_2 \lor x_4) = (x_2 \land x_4)$$

and the number of satisfiers in which $x_1 = F$:

$$(F \lor x_2) \land (\overline{F} \lor x_3) \land (x_2 \lor x_4) = (x_2 \land x_4)$$

Both recursions yield CNF instances at every level, so either recursion can
be used on the instances generated by the other. Choosing the best recursion
for a given instance is no simple matter. Every clause is a candidate for the
pivot clause, and every variable is a candidate for the pivot variable, so there
are many options. The variable strategy removes the pivot variable from both
instances in the split, and each clause containing the pivot variable is
removed from one of the split instances. The clause strategy produces a less
balanced split. The $N(R - \{r\}, S)$ instance lacks only the pivot clause. The
$N(R - \{r\}, S \cup r)$ instance lacks the pivot clause, lacks every variable in the
pivot clause, and lacks every clause that contains the negation of any term in the
pivot clause. There may be no simple rule to determine the best strategy for a
given instance. It may be useful to use a lookahead procedure – something like a
game tree search. For each instance, several levels of recursion are applied; each
strategy yields a set of CNF instances. The simplest set of CNF instances is
chosen (by some metric), and then the same procedure determines the recursion
strategy for each instance in the set, and so on, until base cases are produced.
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