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I. INTRODUCTION 

The process of lepton-nucleon scattering has proven to 
be an effective tool in probing the structure of nucleons. 
In this process the leptonic part of the interaction can 
be accurately calculated within the framework of quan­
tum electrodynamics, and hence the results can be in­
terpreted solely in terms of the structure of the probed 
nucleons. There are two structure functions F1 and F2 

which parametrize the hadronic vertex in this scattering. 
Naive parton model predictions of the scale independence 
of F1 and F2 at large values of momentum transfer, and a 
simple kinematic relation between F1 and F2 , were con­
sistent with early experiments [1-3]. In more accurate 
later experiments, scaling violations have been observed 
at moderate values of momentum transfer [4,5]. These 
experiments have, however, left open the precise form of 
the relationship between F1 and F 2 . 

The ratio R = CT£/CTT of the longitudinal (CFL) and 
transverse ( CTT) virtual photon absorption cross sections 
is the quantity that expresses the relation between the 
two structure functions in a convenient form. R yields 
information about the spin and the transverse momen­
tum of the nucleon constituents. In a model with spin-
1/2 partons, R is expected to be small, and to decrease 
rapidly with increasing momentum transfer, Q2 • With 
spin-0 partons, R should be large and increase with Q2 • 

Previous measurements [3-5] of R at the Stanford Lin­
ear Accelerator Center (SLAC) indicated that scatter­
ing from spin-1/2 constituents (e.g., quarks) dominates. 
However, in the SLAC kinematic range, the values of 
R were larger than expected, and were consistent with 
a constant value of 0.2. The measurement errors on 
those results left room for speculation about small admix­
tures ofspin-0 constituents in nucleons [6,7] (e.g., tightly 
bound diquarks), and about the unexpectedly large pri­
mordial transverse momentum for quarks. Within the 
framework of quantum chromodynamics (QCD), loga­
rithmic scaling violations [8] occur due to quark-gluon 
interactions. In particular, within QCD, the value of R 
is proportional to the QCD coupling strength a., which 
decreases with increasing Q2 , while the shape at low x is 
sensitive to the gluon distribution. Therefore, good mea­
surements of R, at high Q2 , can provide important con­
straints on the gluon distribution. In addition, at lower 
Q2 target-mass [9-13] and dynamical higher twist effects 
[14], i.e., nonperturbative effects due to binding of quarks 
in a nucleon, yield power-law violations of scaling. These 
effects lead to nonzero contributions to R which decrease 
with increasing Q 2 • Accurate knowledge of R is essen­
tial to test these predictions, and to derive F 2 from cross 
sections, at moderate values of momentum transfer. 

The discovery of the difference in the deep inelastic 
cross sections for iron and deuterium targets [15-18], 
known as the European Muon Collaboration (EMC) ef­
fect, has sparked considerable activity in the theoretical 
study of deep inelastic lepton scattering from nuclear tar­
gets. There are numerous models [19] for the EMC effect, 
built on a variety of ideas. All these models explain the 
change of quark distributions in nuclei compared to those 
in free nucleons. Some of these models involve a swelling 

of nucleons bound in a nucleus, or Q2 rescaling, and oth­
ers involve the presence of tightly bound pions or ~ iso­
bars, or multiquark clusters in nuclei. The least drastic of 
these models attribute the EMC effect to nuclear binding 
corrections alone. To compare the theoretical predictions 
for the structure function ratio with the experimental re­
sults on the cross section ratio, it is important to measure 
the differences in R for various nuclear targets. Some 
models [20] predict a large difference in the quantity R 
for deuterium and iron (RFe- Rv ~ 0.1- 0.15). Others 
[21,22], including those based on QCD, predict a negli­
gible difference (RFe - Rv ~ 0.002). Some authors [23] 
have conjectured that higher twist effects might be dif­
ferent for different nuclei, and yield an atomic mass (A) 
dependence of R. Since R is a sensitive measure of point­
like spin-0 constituents (e.g., tightly bound diquarks) of 
the nucleus, an A dependence of R could alter our view of 
nuclear structure in terms of spin-1/2 quarks and vector 
gluons. 

Since the quality of the previous data was inadequate 
to test such predictions for R, we have made precision 
measurements of deep inelastic electron-nucleon scatter­
ing cross sections from D, Fe, and Au targets, with partic­
u~ar emphasis on the extraction of the ratio R, and pre­
cise absolute normalization of cross sections. The SLAC 
electron beams and the 8 Ge V spectrometer facility were 
used to measure cross sections accurate to ±1% in a large 
kinematic range. Extensive efforts were made in this ex­
periment to reduce systematic effects, especially those 
that contribute to the measurement of R. Radiative cor­
rections to the data were studied carefully using various 
techniques and considerable improvements were made. 
The results from this experiment, previously published 
as letters, have shown that there is a clear kinematic de­
pendence of R [24], and that RA- Rv is consistent with 
zero [25]. The results obtained from these data, and im­
provements made to the radiative correction calculation 
programs, and improvements in the overall normaliza­
tion, have been essential in the reanalysis of entire SLAC 
deep inelastic data sets [26-28]. 

The differential cross section for scattering of an unpo­
larized charged lepton with an incident energy E 0 , final 
energy E', and scattering angle (} can be written in terms 
of the structure functions F 1 and F2 as 

TABLE I. Kinematic range of this experiment. 

X Q2 No. of €min €max Targets 
E points 

0.20 1.0 5 0.49 0.85 D,Fe(6%},Fe(2.6%},Au 
1.5 5 0.48 0.80 D,Fe(6%} 
2.5 3 0.35 0.72 D,Fe(6%) 
5.0 4 0.32 0.57 D 

0.35 1.5 5 0.60 0.84 D,Fe(6%} 
2.5 5 0.51 0.87 D,Fe(6%} 
5.0 4 0.45 0.78 D,Fe(6%} 

0.50 2.5 5 0.42 0.93 D,Fe(6%),Fe(2.6%) 
5.0 4 0.40 0.93 D,Fe(6%) 
7.5 2 0.37 0.74 D 

10.0 3 0.35 0.70 D 
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(1) 

where a is the fine structure constant, M is the nu­
cleon mass, v = Eo - E' is energy of the virtual photon 
which mediates the interaction, Q2 = 4EoE' sin2(8/2) 
is the invariant four-momentum transfer squared, and 
x = Q2 j2Mv is a measure of the longitudinal momen­
tum carried by the struck partons. For simplicity, the 
differential cross section is often denoted just by a. 

and is related to the structure functions by 

Alternatively, one could view this process as virtual 
photon absorption. Unlike the real photon, the virtual 
photon can have two modes of polarization. In terms of 
the cross section for the absorption of transverse (liT) and 
longitudinal (uL) virtual photons, the differential cross 
section can be written as 

where 

d2u [ 2 ( 2)] dO.dE' = f liT(x,Q) +Eli£ x,Q , 

r- aKE' (-2 ) 
- 47r2Q2Eo 1- f. ' 

[ ( Q2 ) 8] -l 
E = 1 + 2 1 + 4M2x2 tan2 2 ' 

K= 2Mv-Q2 

2M 

(2) 

(3) 

(4) 

(5) 

The quantities r and E represent the flux and the degree 
of longitudinal polarization of the virtual photons, re­
spectively. The quantity R is defined as the ratio uL/aT, 

2 U£ F2 ( 4M2x2) FL 
R(x, Q ) = aT = 2xF1 1 + ~ - 1 = 2xF1' 

(6) 

where FL is called the longitudinal structure function. 
The structure functions are expressed in terms of liL and 
aT as 

(7) 

(8) 

and 

(9) 

The kinematic range of this experiment is shown in Ta­
ble I. 

II. EXPERIMENTAL APPARATUS 

A. Upstream beam system 

Electrons from both the Main Injector and the Nu­
clear Physics Injector [29] (NPI) at SLAC [30] were used 

TABLE II. Typical systematic errors on the results. 

Source Uncertainty Error(±) 
(±) Au AR A(uA/uD) A(RA- RD) 

Incident energy 0.1% 0.3% 0.014 0.3% 0.014 
Beam steering 0.003° 0.1% 0.005 0.1% 0.004 
Charge measurement 0.2% 0.2% 0.009 0.1% 0.004 
D target density 0.3% 0.3% 0.014 0.3% 0.014 
Scattered energy 0.05% 0.1% 0.005 
Spectrometer angle 0.002° 0.1% 0.005 
Acceptance vs p 0.1% 0.1% 0.005 
D acceptance vs (J 0.1% 0.1% 0.005 0.1% 0.004 
Detector efficiency 0.1% 0.1% 0.005 
e+;e- background 0.1% 0.1% 0.005 0.1% 0.004 
Total point to point 0.5% 0.025 0.5% 0.021 
Incident energy 0.1% 0.3% 0.014 
Charge measurement 0.5% 0.5% 
Target length 0.8% 0.8% 0.9% 
Scattered energy 0.04% 0.1% 0.005 
Spectrometer angle 0.006° 0.2% 0.009 
Acceptance 1.0% 1.0% 
Rad. corr. £ dep. 1.0% 1.0% 0.025 0.015 
Rad. corr. norm. 1.0% 1.0% 0.5% 
Fe/ Au neutron excess 0.2% 0.2% 
Total normalization 2.0% 0.030 1.1% 0.015 
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in this experiment. The Main Injector is located at the 
beginning of the beam line approximately 2 miles from 
the experimental hall. Utilizing all 30 "sectors" of the 
linac with this injector, electron energies between 5 and 
21 GeV can be achieved with peak currents:::; 40 mA. At 
the lower energies ( < 6 GeV), the peak current is reduced 
due to the effects of beam breakup along the accelera­
tor line. The NPI was installed to provide high current 
beams at these lower energies and is located six sectors 
from the linac exit. It can provide beams of ~ 40 mA 
peak current with energies between 0.65 and 4.5 GeV, 
and was therefore used at beam energies :::; 4.25 Ge V. 
The Main Injector was used at the higher energies. Beam 
pulses were typically 1.6 J.LS in width and were operated 
between 60 and 90 Hz. 

The beam was directed into the "A line" for delivery 
to End Station A (ESA). The energy of the beam was de­
fined in the "A bend," a set of eight identical dipole mag­
nets that bent the beam in a horizontal plane through a 
set of slits. These slits defined the energy spread of the 
beam, which was adjusted to be between 0.1 and 0.5% 
full width, in this experiment. For monitoring purposes, 
an additional identical dipole magnet, in series with the 
others, was maintained separate from the beam line. A 

_aGeV 
Spectrometer 

FIG. 1. Floor plan of the experimental hall 
showing the beam line components, target, 
and the 8 Ge V spectrometer with detectors. 

rotating flip coil, which was located at the nominal beam 
position inside this magnet, continuously monitored the 
field strength. The original calibration of the A-bend op­
tics quoted an absolute calibration uncertainty of ±0.1 %. 
This was confirmed by a recent recalibration [31]. Analy­
sis of elastic peak positions indicated typical fluctuations 
of the central value of the beam energy of ±0.05% with 
typical uncertainty of ±0.03%. Table II shows these and 
other systematic errors. 

Final steering of the beam to the target was accom­
plished by sending the beam through two sets of vertical 
and horizontal bending magnets after it left the A bend. 
The first set of magnets was located ~ 100 m upstream 
of the target; the second set was located ~ 50 m up­
stream. A set of two resonant microwave cavities were 
located immediately following the second set of magnets 
to measure the horizontal and vertical beam position. 
Two secondary emission wire arrays were located in the 
beam path"' 1m upstream of the target (see Fig. 1). An 
LSI-11 microcomputer continuously monitored the beam 
position at the cavity monitors and wire arrays through­
out the experiment. This computer also controlled the 
current in a set of smaller auxiliary coils around the steer­
ing magnets, and maintained the beam along the nominal 

TABLE III. Length measurements for solid and liquid targets are given in units of radiation 
length or centimeters. Thickness of material before and after target is also given. 

Liquid target dimensions 
Component Deuterium Hydrogen Empty replica 
Target length (em) 20.086 19.972 20.045 
Al fl. ow separator ( r.l.) 0.000288 0.000288 0.000288 
Al cell wall ( r .1.) 0.000864 0.000864 0.000864 
Mylar insulation (r.l.) 0.000221 0.000221 0.000221 
Al front end cap (r.l.) 0.000864 0.000864 0.014001 
Al back end cap (r.l.) 0.000864 0.000864 0.014001 
Solid target dimensions 
Target Thickness 
Fe 6.0% (em) 0.1067 
Fe 2.6% (em) 0.0470 
Au 6.0% (em) 0.0198 
Material before/ after target 
Component Thickness 
Before target (r.l.) 0.00103 
After target ( r.l.) 0.00940 
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beam axis continuously throughout the data taking. The 
typical uncertainty was ±0.003° in the incident beam an­
gle, and ±0.1 em in the beam position at the target. 

Two zinc-sulfide (ZnS) roller screens, separated by 
"" 10 m, were located upstream of the target in ESA and 
could be rolled into the beam line at low beam pulse rates 
between data runs. The beam position could he observed 
on these roller screens by the experimenters through re­
mote TV cameras. A ZnS target could also he inserted 
at the target position to allow the beam position to he 
observed. Thus, the experimenters could confirm that 
the beam transport system was operating properly. 

The total amount of incident charge in the beam 
was measured with a set of two identical ferromagnetic 
toroidal charge monitors placed around the beam line 
upstream of the target [32]. Two independent systems 
located in the counting house amplified and analyzed the 
signals from resonant circuits driven by the toroids. One 
of these systems measured the integral of one-half cycle of 
the signal, and the other sampled the peak of the pulse. 
These results were accumulated and periodically stored 
on magnetic tape. 

The toroids were calibrated by sending a pulse of 
charge through a wire that passed through the toroids. 
A capacitor was charged to a nominal voltage with a 
digital-to-analogue converter and was discharged through 
the wire. An additional attenuator circuit was located 
near the toroids and was remotely set to allow for ei­
ther large or small beam currents to be simulated. The 
resulting signal of the toroids was measured and the re­
lationship between the incident charge and signal pulse 
could be determined. Separate calibration systems were 
used for each toroid. This system was used to monitor 
any changes in the toroid system caused by temperature 
fluctuations, drifts in the amplifier gains, and shifts in 
the timing. Calibration measurements were done every 
few hours, between data runs. Comparisons between the 
two toroids indicated run to run fluctuations of ±0.2%. 
Previous comparisons with a Faraday cup [33], as well as 

agreement of the two toroid systems indicate an absolute 
uncertainty of ±0.5%. 

B. Targets 

Liquid hydrogen and deuterium targets, an empty liq­
uid target replica, two iron targets and a gold target, 
were used in this experiment [34]. Table III summarizes 
the dimensions of these targets and materials that were 
used in housing them. 

The cylindrical liquid targets were 20 em in length and 
5.08 em in diameter. Their side walls, entrance, and exit 
windows were made of 0.076 mm aluminum. The empty 
target replica was identical to the full cell, except for 
an additional 1.16 mm of aluminum radiator added to 
both the entrance and exit windows. This empty target 
replica was used to measure end cap contributions to the 
scattering. The additional aluminum was added to make 
the radiation lengths of the empty cells roughly equal to 
that of the full deuterium cell, to increase the scattering 
rate, and to reduce the time needed to measure end cap 
contribution [35]. 

Liquid hydrogen and deuterium at a temperature of 
21 K, and a pressure of 2 atm was pumped continuously 
through the targets. Heat deposited by the beam was 
removed by circulating the liquids through heat exchang­
ers. Contamination levels within the hydrogen were mea­
sured by mass spectroscopy to be ~ 0.16% deuterium; 
and in the deuterium to be ~ 2% hydrogen. A 4 em 
diameter aluminum tube 0.025 mm thick was contained 
within the cells and was used as a flow guide. The liq­
uid went into the target inside this flow guide and exited 
between the flow guide and the outer target wall. Cir­
culation was maintained by fanlike pumps at a flow rate 
"" 1 mfs. During part of the experiment, the flow di­
rection through the 20 em hydrogen cell was accidentally 
reversed. Unfortunately, the hydrogen target was ren­
dered useless in obtaining inelastic data because of an 

TABLE IV. 8 GeV spectrometer transport coefficients used to reconstruct electron kinematics at 
the target. Target quantities are denoted by subscript "t" and spectrometer quantities are denoted 
by subscript "s" in this table. For example, Xt = 4.553 62x. - 4.291858 •... - 0.000 05,P~ + 0.16211. 

Xt 6t 4>t 8t 
x. 4.55362 0.19387 -0.03694 -0.00205 
6. -4.29185 0.02408 0.03954 0.00245 
y. -0.06007 0.00050 -0.02689 -0.34275 
,P. -0.00142 -0.00419 -0.92820 0.00074 
x2 . 0,01756 0.00051 0.01063 -0.00013 
x.o. -0.03237 -0.00103 -0.01993 0.00012 
x.y. -0.00492 0.01485 0.00034 0.00059 
x.,P. 0.00133 -0.00098 0.00056 0.00005 
62 . 0.01543 0.00051 0.00930 0.00000 
6.y. 0.00850 -0.01421 -0.00037 -0.00059 
o.,p. -0.00106 0.00082 -0.00052 -0.00003 
y~ -0.00411 -0.00012 -0.00525 0.00020 
y.,P. -0.00019 0.00003 -0.00083 0.00136 
q,~ -0.00005 0.00001 -0.00009 0.00004 
Offset 0.16211 0.00169 0.00171 0.00044 
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Lead Glass 

H2 Gas Cherenkov 

Wire Chambers 

unknown amount of flow guide aluminum in the electron 
path. It was possible to correct for this problem in the 
elastic scattering data from the hydrogen cell. The ef­
fects of this reversed flow on the elastic hydrogen data 
are discussed in detail elsewhere [32,36]. 

Vapor pressure bulbs and platinum resistors were lo­
cated at the entrance and exit of the flow guides to mea­
sure the temperature. The ingoing and outgoing density 
was calculated from these measurements, and the pres­
sure of the liquid, and was monitored every 10 s. Aver­
age density changes in the deuterium target due to beam 
heating were never more than 0. 7%, and corrections to 
the cross sections were applied to take them into account. 
Local density fluctuations, due to possible boiling along 
the beam axis, were measured by comparing cross sec­
tions taken at both large and small beam currents for 
the same kinematic setting. The variation in cross sec­
tions was less than the statistical errors in these data, 
and it resulted in an uncertainty of ±0.3% at nominal 
beam current and duty cycle (37]. 

The solid targets consisted of two iron targets, of 2.6% 
and 6% radiation lengths, and, a gold target of 6% ra­
diation length. Target thicknesses (see Table III) were 
measured using precision gauges before and after the ex­
periment to an accuracy of ±0.0005 em. Thermocouples 
were connected to the targets to measure the temper­
ature during the data taking. Comparisons were made 
between the cross sections measured with the two iron 
targets to check the accuracy of the external radiative 
corrections. Most of the solid target data was taken with 
the 6% radiation length iron target. 

These targets were mounted on a remotely controlled 
carousel that could be moved vertically and rotated in a 
horizontal plane to place any desired target into the beam 
line. This assembly was contained under vacuum within a 
scattering chamber that was an aluminum cylinder with 
2.54 em thick walls. The beam entered the scattering 
chamber through a 12.7 em circular aperture made of 
0.025 mm aluminum that isolated the chamber vacuum 
from the beam line vacuum. An extended snout attached 
to the scattering chamber allowed for electrons scattering 
at angles 11° < (} < 50° to exit the chamber through a 
thin 0.31 mm exit window. 

FIG. 2. Cross sectional representation of 
our detector package showing Cherenkov 
counter, wire chambers, scintillation coun­
ters, and lead-glass shower counter. 

C. Spectrometer 

After the electrons scattered from the target, they were 
detected in the 8 GeV spectrometer [38] in the ESA (see 
Fig. 1). Electrons were focused and momentum selected 
by a series of three quadrupole and two vertical-bend 
dipole magnets. Immediately after the last magnet was a 
lead-shielded concrete hut in which the particle detectors 
were located. The spectrometer could be rotated around 
the target pivot on a horizontal circular track to allow 
only those electrons which had scattered at the desired 
angle to reach the detectors. 

The energy of the electrons entering the spectrometer 
is given by E' = p(1 + tl.pjp), where p is the central 
momentum setting. The magnets of the spectrometer 
were tuned to focus particles with energy E' and angle 0 
to vertical and horizontal positions, respectively, in the 
detector hut. Central values of 1 :::; p :::; 8 Ge V and 
11.5° < (} < 48° were used in this experiment. The dif­
ferenc; bet-;.,.een the central spectrometer angle and the 
projected horizontal angle is given by !10. The verti­
cal angle with respect to the spectrometer plane is given 

2000 

(/) 1500 
c 
" 8 1000 

500 

100 200 300 

Cherenkov ADC Channel 

FIG. 3. Cherenkov counter spectrum for an elastic scatter­
ing data run, i.e., for electron rich run, is shown. cmin = 50 
is the value of Cherenkov counter cut used to select electrons 
in the analysis. 
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by ¢. Measured positions and angles of tracks in the 
detector were transformed to t::..plp, t::..fJ, and </>, using 
spectrometer optics coefficients given in Table IV. The 
spectrometer had good acceptance in the region ±3.6% 
in t::..pfp, ±6 mr in t::..fJ, and ±28 mr in¢. Calibration and 
acceptance of the spectrometer are discussed in detail in 
Appendix A. 

D. Detectors 

The detector package was designed to detect electrons 
with > 99% efficiency and reject pions to one part in 
105 , in order to avoid large systematic uncertainties due 
to efficiency corrections or pion backgrounds ( 1r I e ratios 
were sometimes as high as 100:1). It was also required 
to measure both the position and angle of the particle 
tracks to ±2 mm and ±1 mr, respectively. These goals 
were achieved with three essential elements: a hydrogen 
gas threshold Cherenkov counter, a set of ten multiwire 
proportional chambers, and a Ph-glass total absorption 
array (see Fig. 2). Three sets of plastic scintillators were 
also included to add to the spatial segmentation of the 
detectors, to serve as fast trigger elements, and to assist 
in pion identification and rejection. 

The Cherenkov counter entrance window was located 
at the end of the last quadrupole magnet of the spec­
trometer. The entrance and exit windows were made 
from thin aluminum sheets. The counter was 3.3 m long 
and was filled with hydrogen at atmospheric pressure. 
A set of four curved mirrors with total area of 53 by 
90 em was located 315 em from the entrance window, 
and was used to focus the Cherenkov radiation onto the 
face of a RCA 8854 phototube located at the top of the 
counter. The mirror was made of 0.64 em backing of 
Lucite with aluminum coating, resurfaced with a layer 
of MgF 2 to eliminate oxidation on the surface. It was 
aligned within the counter with a laser to ensure that 
the Cherenkov light was properly focused onto the pho­
totube face. A wavelength shifter coating was applied to 
the face of the phototube to increase its sensitivity to the 
ultraviolet light. 

Emphasis was placed on eliminating oxygen in the 
counter to allow for the detection of Cherenkov radiation 
emitted by electrons appearing in the ultraviolet part 
of the spectrum. The Cherenkov counter was purged 
weekly by evacuating to < 5 torr, filling with nitrogen, 
evacuating again, and refilling with hydrogen. Leaking of 
oxygen through the outer rim of the phototube face, and 
the rubber 0 ring against which it rested, was limited 
by overpressurizing the Cherenkov chamber hood to 1.5 
atm with nitrogen. 

A Cherenkov counter spectrum for an elastic scatter­
ing data run is shown in Fig. 3. Fitting the spectrum 
to a Poisson distribution indicated that 7.7 photoelec­
trons were typically produced, consistent with the ex­
pected number of 7-9 [32]. Electron detection efficiency 
is expected to be 99.75%, with a threshold below 1 pho­
toelectron peak, based on these photostatistics. An anal­
ysis of events which deposited a large amount of energy 
in the shower counter, but did not require the Cherenkov 
counter in the trigger, indicated an efficiency of~ 99.7%. 

The 1r I e discrimination of the Cherenkov counter was 
measured to be rv 103 :1. 

Following the Cherenkov counter were ten planes of 
multiwire proportional chambers, which are described in 
detail elsewhere [39]. The chambers had an active region 
35 em in height and 93 em in width, and spanned 1.8 m 
in the direction of the particle trajectory. Chambers were 
numbered from one to ten sequentially along the direction 
of the scattered electrons. Even-numbered chambers had 
wires oriented along the horizontal direction to measure 
the vertical track position; they permitted a precise mea­
surement of the particle momenta. Chambers 1, 5, and 9 
had wires oriented at -30° from the vertical; chambers 
3 and 7 were oriented at +30° (viewed along the parti­
cle trajectory). These chambers measured the horizontal 
track position, so that multiple tracks could be identified 
and separated. The spectrometer E' and (J focal planes 
were contained within the chamber area. 

The detection efficiency of the individual wire cham­
bers was measured to be rv 90-95 %. The efficiency of the 
tracking algorithm was derived from these individual ef­
ficiencies to be :2: 99.9%. Analysis of events that clearly 
passed through the central area of the wire chambers 
(determined by taking advantage of spatial segmenta­
tion provided by other detector elements) also indicated 
a tracking efficiency in excess of 99.9%. 

The Ph-glass total absorption counter was segmented 
both in the horizontal direction and along the particle 
trajectory. The first row of six F2-type Ph-glass blocks 
were used as a preradiator (PR) to start the electromag­
netic shower. These blocks had a radiation length of 
3.22 em, and were 32 em tall, 15.8 em wide, and 10.4 
em thick. The maximum particle trajectory angle in the 
spectrometer was ±2.5° from the central axis, so the PR 
row was rotated by 5° around the vertical to eliminate 
the possibility of particles passing through the cracks be­
tween the blocks. XP 2041 phototubes were placed at 
the top of the blocks to detect Cherenkov radiation from 
the electromagnetic showers. 

The next four rows of SF5-type Pb glass (TA, TB, 
TC, TD) were 40 em high, 14.6 em wide, and 14.6 em 
thick. The first three rows had seven blocks, the last 
row had six. Each row was staggered relative to the next 
so that the cracks between the blocks did not overlap. 
Phototubes were placed on the top of each block. Since 
the shower maximum occurred near the first row of these 
blocks, an additional phototube was placed on the bot­
tom of each of these blocks (called TAD) to maximize 
the shower detection efficiency and resolution. The to­
tal thickness of the shower counter was 30.4 radiation 
lengths. The rms resolution of the Ph-glass array was 
found to be 8%/.;Ei. The shower counter gave an addi­
tional7r /e discrimination of 50:1, while still maintaining 
an efficiency for electron detection of~ 99.9%. 

Plastic scintillators were used to detect all minimum 
ionizing particles. A row of six rectangular scintillators 
were placed vertically between wire chambers 7 and 8, 
to provide additional horizontal segmentation. Three 
scintillators were placed horizontally between the shower 
counter rows PR and TA, to provide additional verti­
cal segmentation to the detectors. A final set of three 
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horizontal scintillators were located behind the shower 
counter. These scintillators detected cosmic ray muons 
that were used for shower counter calibration runs. The 
three sets of scintilla tors were labeled SF, SM, and SR, 
respectively (see Fig. 2). 

E. Electronics 

Raw detector signals from the phototubes on the de­
tectors were carried to the electronics in the counting 
house, "' 100 m away by fast heliax cables (for trigger 
components) or regular coaxial cables (for other compo­
nents). Commercially available CAMAC and NIM mod­
ules were used for the electronics. Attenuators were used 
to reduce the signals, from the shower counter rows PR, 
TAU, TAD, and TB, by 50% at E' > 4 GeV to keep 
the signals from saturating the electronics at large mo­
menta, while maintaining reasonable resolution at small 
momenta. 

A simplified schematic of the electronics is shown in 
Fig. 4. The electronic signals were divided using lin­
ear fan-out components. One output of the fan outs 
went to a set of analogue-to-digital converters ( ADC's) to 
record pulse-height information. The other output was 
fed through discriminators to the trigger logic and other 
electronic elements. The outputs of the discriminators 
were set to a width of 20 ns. These pulses were sent to 
scalers, fast latches, and as stop gates to time-to-digital 
converters (TDC's). In addition, the raw signals of in­
dividual components of shower counter layers (PR1-6, 
TAD1-7, etc.) were linearly added together to form sin­
gle pulses, which went to ADC's and discriminators and 
then to scalers, latches, and TDC's. Signals from individ­
ual SF scintillation counters, and time averaged left and 
right signals from SM scintillation counters (see Fig. 2), 
were sent to TDC's and scalers. 

The trigger was designed to fulfill several different pur­
poses. It was necessary that it be more than 99.9% effi­
cient for electrons over the entire range of momenta mea­
sured, 1 ~ E' ~ 8 GeV. Deep inelastic data were taken 
with n/e backgrounds of up to 100:1; thus the trigger 
needed to have a pion rejection of > 99% to keep the 
trigger rate from being dominated by background pion 
events. It was also of interest to have a limited mea-
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surement of the detector response to pions, so that the 
detector performance could be better understood. 

The trigger for the experiment was set up to have 
very high efficiency for electrons, but it also included 
a prescaled sample of pions for background calculation, 
and some random triggers to permit ADC pedestal de­
termination. High efficiency for electron trigger (EL-20; 
20 ns pulse width) was achieved by using two separate 
triggers for low-energy and high-energy electrons. The 
high-energy electron trigger was composed of a three out 
of four coincidence amongst Cherenkov counter, preradi­
ator PR, middle scintillation counter SM, and TAD row 
of shower counter (see Fig. 2). This combination had a 
very high efficiency for high-energy electrons, and was 
not affected by the pion background rate. However, for 
low-energy electrons, the electron shower was sometimes 
contained within the preradiator PR row of lead glass 
itself. To avoid corresponding reduction in efficiency, a 
low-energy electron trigger composed of 2/3 coincidence 
of PR, SF, and SM scintillation counter signals, in associ­
ation with Cherenkov counter, was instituted to give in­
creased efficiency for these energies. A coincidence of SF 
and SM scintillators provided the pion trigger (PION). 
This signal was then prescaled by a factor of 28 and 
included in the trigger. These events were only used 
for studying the detector response to pions. A random 
pulse generator signal (RANDOM) fired approximately 
every 10 s, and was included to monitor the pedestals of 
the ADC's. The coincidence of any of the three trigger 
components (EL-20, prescaled PION, RANDOM) with 
a beam gate generated a pretrigger. Since the data ac­
quisition modules could record only one event for each 
1.6 J.LS beam spill, the pretrigger signal went through a 
circuit which would allow the trigger to fire only once 
per beam pulse. The trigger provided the gates for the 
ADC's, generated start pulses for the TDC's, reset the 
latches, and interrupted the PDP computer to perform 
the event data logging. It also generated a gate signal for 
the wire chambers. 

Additional pulses (EL-40, EL-60, and EL-80) were 
formed that were identical to EL-20 except for longer 
widths ( 40, 60, and 80 ns) in order to measure the effect 
of the electronic dead time on the trigger rate. The ideal 
trigger rate for a pulse width of 0 ns could be deduced 
from an extrapolation of the scaler rates of these pulses. 

Compurwe 

TDCStart 
ADC Gate 
Latch 

<J Fan In/FanOut 

D Discriminator 

DoR 
D LogicUnit 

GG Gate Generator 

FIG. 4. Block diagram 
showing electronics and trigger 
setup for this experiment. 
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Electronics dead time was also measured using scalers of 
313 coincidence of preradiator PR, TAD shower counter, 
and Cherenkov counter signals (PTC-20, PTC-40, PTC-
60, PTC-80), which provided very high purity electron 
signal. Electronics dead time never exceeded 0.5%. The 
effect of limiting the trigger to firing once per 1.6 ms 
beam pulse was measured in various ways. 

F. Data acquisition system 

The data acquisition was performed by a PDP-11104 
computer which acted as a terminator to the UNIBUS 
of a Vax 111780 computer. The PDP collected the data 
from CAMAC, and wrote it to the Vax memory buffer 
directly. The Vax in turn stored the data on magnetic 
tape. Information that needed to be monitored on a 
periodic basis, such as the spectrometer magnets, high 
voltage power supplies, accumulated scaler and toroid 
values, and the target positions, was acquired through 
CAMAC interfaces. The Vax could correct any drifts in 
the spectrometer magnets or high voltage power supplies. 

Information from the beam steering system and the 
toroid accumulators was read by an LSI-11 minicom­
puter. In addition, the LSI steered the beam, cleared the 
toroid electronics, and controlled the toroid calibration 
system. The Vax 11-780 computer would periodically re­
ceive the accumulated information from the LSI-11 and 
record it on magnetic tape. 

III. DATA ANALYSIS 

A. Introduction 

The data were reduced to results reported here in three 
major steps. In the first step electron scattering events 
were identified, and accumulated in llplp, fl(), and c/> 
bins. Cross sections were calculated in the second step, 
including corrections for the spectrometer calibration and 
acceptance (see Appendix A), higher-order radiative pro­
cesses (see Appendix B), dead time, and detector efficien­
cies. The final step was to perform a Rosenbluth sepa­
ration of the cross sections at fixed (x, Q2 ) but different 
E values. The first step was identical for both the elastic 
and inelastic data sets. The analysis and results of the 
inelastic data are presented here while the elastic data 
are presented in the accompanying article [36]. 

B. Event analysis 

The first goal of the event analysis was to determine the 
path the particle took through the detector package. This 
information was extracted primarily from the wire cham­
ber data. The reverse transport coefficients of the spec­
trometer were then used to determine the momentum 
and trajectory of the event at the target pivot. Finally, 
cuts were placed on the pulse heights in the Cherenkov 
and total absorption counters to eliminate background 
pion events. Electron events were then stored in a three­
dimensional histogram Ne(!lpjp, fl(}, cf>). 

1. Track fitting 

In order to find the particle trajectory through the wire 
chambers, all possible tracks between hit wires in differ­
ent pairs of horizontally wired chambers were first calcu­
lated. Tracks that were clearly spurious, i.e., those that 
were far outside of the spectrometer acceptance, were ig­
nored. The other chambers were checked for any wire 
hits within ±4 wires of each of the tracks. This yielded 
the vertical coordinates of all possible tracks. Using this 
information, a similar process was followed with the verti­
cally wired chambers to find all possible tracks in the hor­
izontal direction. Only those tracks that had associated 
hits in at least six chambers, including two horizontally 
wired chambers and two vertically wired chambers, were 
considered. If only one track was found, it was recorded 
as the particle track. 

Sometimes multiple tracks were found in the wire 
chambers. These tracks were mostly due to pions which 
entered the spectrometer in association with the trig­
gered electron during the 100 ns long gate of the wire 
chambers. Some small fraction of them were also due 
to o rays. The pion tracks were purged, and the "best" 
electron track was determined using the energy measure­
ment and segmentation provided by the lead-glass shower 
counter. In the < 0.1% of cases where it was not possi­
ble to eliminate all but one track, one of the remaining 
tracks was chosen at random. 

Coordinates in the spectrometer hut were defined by z 
along the nominal particle trajectory, y the vertical direc­
tion perpendicular to the particle trajectory, and x per­
pendicular to the y-z plane in a left-handed coordinate 
system. The particle track was parametrized in terms 
of its horizontal and vertical position (x andy) at the p 
focus, and its projected slope in the x-z and y-z planes 
( dx I dz and dy I dz). Tracks were then transformed back 
to the scattering point at the target, in terms of the hor­
izontal (flO), vertical (cf>) angles, and fractional momen­
tum (flplp). Second-order reverse transport coefficients, 
obtained by averaging 6 and 8 Ge V data from a dark cur­
rent run were used in this analysis. Those coefficients are 
shown in Table IV. Dark current experiment consisted 
of measuring the well-calibrated electron beams from the 
accelerator directly in the spectrometer. This required 
very low multiplicity electron beam bunches which were 
obtained by turning off the thermionic gun that normally 
supplies the electron bunches for the acceleration. 

2. Electron identification 

Four requirements were placed on each event in order 
for it to pass as a clean electron event. The first was 
that the electron trigger (EL-20) have fired. The trigger 
efficiency for electrons was determined to be > 99.99%. 
One good track in the wire chambers was also required; 
this condition was also satisfied with high efficiency (> 
99.9%). The third requirement was that a pulse be ob­
served from the Cherenkov counter above ADC channel 
50. This provided the principal n/e separation, while 
maintaining good electron efficiency ("' 99.7%). Finally, 



5650 S. DASU et al. 49 

the existence of a large energy deposition in the shower 
counter was required to provide additional 7r I e discrimi­
nation. This cut also had a high efficiency of "' 99. 7%. 

The ADC pulse-height signals from each phototube of 
the shower counter were proportional to the total energy 
deposited in each block. However, the proportionality 
constants were different because of the slightly different 
gains of each phototube. These calibration coefficients 
were determined using an iterative method of minimiz­
ing the shower counter resolution, and normalizing to the 
E' measured by the magnetic spectrometer. Corrections 
were made for the effects of light attenuation in the ver­
tical direction within the lead-glass blocks. 

A spectrum of normalized shower energy, i.e., the ratio 
of shower counter energy to the magnetic spectrometer 
momentum measurement, for the worst case deep inelas­
tic data taken with nle ~ 125, for p = 1.08 GeV jc, 
is shown in Fig. 5 with and without the Cherenkov 
counter threshold cut. The large electron peak at one 
is clearly seen, along with the low-energy pion tail after 
the Cherenkov cut is made. By making a cut of normal­
ized shower energy > 0. 70, it was possible to achieve 7r I e 
discrimination of ~50:1, in addition to the Cherenkov dis­
crimination, while still maintaining an efficiency for elec­
tron events of~ 99.9%. Note that our trigger is biassed 
against pions, and therefore it is not straightforward to 
determine a pion rejection factor from Fig. 5 alone. One 
needs to take into account true 7r I e rates, which were 
measured by scalers. 

After identifying the electron events and determining 
the scattering kinematics, the results were accumulated 
in a three-dimensional histogram Ne(!:::.pjp, !:::.8, ¢). The 
total number of electrons detected in the good acceptance 
region defined by -3.5 < t::.pjp < 3.5%, -6 < !:::.() < 6 
mr and 28 < ¢ < 28 mr, was obtained by summing the 
counts in the event histogram. Small pion contamina­
tion, obtained by extrapolating the low shower energy 
pion tails in Fig. 5 to the region of normalized shower 
energy > 0.7, was then subtracted to obtain the num­
ber of electrons (N!ot) detected in each run. This pion 
subtraction was always less than 0.2%. 
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FIG. 5. Normalized shower energy spectrum with and 
without a cut on the Cherenkov counter pulse height. 
E:f.in = 0. 7 is the value of shower counter cut used to select 
electrons in the analysis. 

3. Spectrometer momentum and angle corrections 

The spectrometer magnetic field was monitored at ev­
ery setting using a NMR probe. The absolute value of 
spectrometer momentum setting was determined through 
floating wire studies. A small correction factor was ap­
plied to account for small point-to-point variation. The 
spectrometer angle setting was also corrected for calibra­
tion determined by surveys of the spectrometer before 
and after the experiment. The spectrometer calibration 
is discussed in detail in Appendix A. 

C. Inelastic cross section calculation 

Cross sections were calculated for each ( x, Q2 , f.) point 
in the next step of the analysis. The measured "experi­
mental" cross section was given by 

(10) 

where N!ot was the total number of electrons detected 
in solid angle t::.n with energy between E' - t::.E' 12 and 
E' + t::.E' /2, Qe was the number of incident electrons, 
nt was the number of target nucleons per unit area, A tot 
was the total momentum and angular acceptance, and 
C's and f.'s were correction factors and efficiencies, re­
spectively. Correction factors were applied for all known 
effects larger than 0.1%. These corrections were due to 
computer dead time (Cc), electronics dead time (Ce), 
kinematic correction (Ck) to adjust the cross section to 
the nominal (x, Q2 ) setting, and variation of cross sec­
tion within the spectrometer acceptance (Ca), i.e., the 
bin centering correction. The quantities fc, <.w, and € 8 

were efficiencies of Cherenkov counter, wire chambers, 
and shower counter, respectively. These, and corrections 
to the deuterium target density ( CH), solid target neu­
tron excess (Cn) are discussed below. 

The number of incident electrons (Qe) was measured 
by the two independent toroid systems discussed earlier. 
The average of the two toroid readings, after corrections 
for any calibration changes, was used in the analysis. 

The values for number of nucleons per unit area, nt, 
were obtained from target thicknesses listed in Table III. 
Fits [40] to liquid D and H density measurements were 
used to obtain the nominal target density. There was 
a 2% hydrogen atomic contamination in the liquid deu­
terium target. A correction factor, 

CH = [ 1-0.0204 ( 1- 1:::) r1 
(11) 

computed using a uniCTp fit to previous data [4], was ap­
plied to deuterium cross section to correct for this pro­
ton excess. The nominal liquid deuterium density was 
corrected for average changes in density, using the mea­
surements of the target temperature and pressure made 
during the running. Local nonuniformity due to beam 
heating was studied in separate data runs as described 
earlier. 
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The total acceptance A tot was given by 

(12) 

where A nom = Ll.O.Ll.E' / E' is the sum over the good ac­
ceptance region of A(Ll.pfp, 6.6, </>). The nominal good 
acceptance Anom was 0.0366 mstr%. The corrections to 
the nominal acceptance, due to target length for the deu­
terium target, Al,orr, and due to the spectrometer mo­
mentum setting, A~orr, are discussed in detail in Ap­
pendix A. The target length correction A [,orr was less 
than 0.4% even at the largest angle. The momentum­
dependent correction A~orr was less than 0.3% at the 
highest momentum. 

Within the spectrometer acceptance, the cross sections 
varied by several percent. A center-of-bin correction fac­
tor Ca was used to obtain the cross section at the central 
setting of the spectrometer. Ca was calculated using a 
fit to old SLAC data [4], and our data binned in Ll.pfp, 
6.9, and</>. The correction factor Ca is given by 

C _ a]r "£ A(Ll.pfp, 6.6, </>) 
a - "£ ap(Ll.pfp, 6.6, </>)A(Ll.pfp, 6.9, </>)' 

(13) 

where A(Ll.pfp, 6.6, </>)is the acceptance function (see Ap­
pendix A), ap(Ll.pfp, 6.9, </>) and a]r are the values ofthe 
fit to the "experimental" cross sections in the bins and 
at the central setting respectively, and the sum runs over 
Ll.pfp, 6.6, and </>. The original fits for Born cross section 
[4] were modified by a parametrization of variation of ra­
diative corrections within the spectrometer to obtain the 
fit to "experimental" cross section. 

Kinematic correction (Ck) was applied to correct the 
cross section for slight offsets in the settings of the spec­
trometer energy and angle compared to the nominal val­
ues, so that all e points had the same (x, Q2). This cor­
rection, obtained using the fit to old SLAC inelastic data 
[4] was typically 0.5%, and was 2% for the worst case. 
The error on the cross section due to this correction is 
estimated to be negligible. 

Computer dead time ( Cc) was determined in three dif­
ferent ways. The first method was to use scalers to de­
termine the fractional number of PR, TAD, and C co­
incidences (PTC) missed by the computer. The second 
method consisted of using the long gate (1.6 MS) ADC 
histogram for the PTC discriminator pulse. The fraction 
of times the ADC pulse was higher than the single-event 
pulse gave the correction to account for the events missed 
by the computer. The third method was to assume Pois­
son statistics for events to occur within a beam spill and 
to estimate probability for multiple events knowing the 
probability for single-event occurrence. All the methods 
yielded the same results within errors of 0.2%, and only 
corrections from the first method were applied to obtain 
final results. These corrections were a maximum of 18%, 
and were the biggest correction to the measured cross 
section. 

Electronics dead time (Ce) was also determined using 
the PTC scalers. The PTC pulses of different gate widths 
(20, 40, 60, and 80 ns) were counted separately, and these 
were extrapolated to 0 ns to estimate the corrections for 
the finite width. These corrections Ce were small, at a 
maximum of 0.5%. 

Efficiency of wire chambers for track reconstruction 
was determined by comparing the number of good elec­
tron tracks reconstructed with potentially good electrons 
defined by the Cherenkov, shower, and scintillators alone. 
This efficiency €10 varied between 99.6% and 100%, and 
was computed run by run and applied to the cross sec­
tion. The efficiencies of Cherenkov and shower coun­
ters were calculated using the data from runs where the 
pion background was small. A run-by-run calculation 
of these efficiencies, to the accuracy required, was not 
possible as it was difficult to identify a clean sample of 
electrons demanding signals from one of these two coun­
ters alone. The efficiencies of the Cherenkov counter Ec 

and the shower counter € 8 with the cuts defined earlier 
were each 99. 7%. 

The data were accumulated in many small runs to re­
duce systematic effects due to any time-dependent fluc­
tuations in incident beam position, angle, energy, charge 
monitors, detector efficiencies, and duty cycle. The cross 
sections obtained at similar kinematic setups were then 
averaged (weighted by the statistical error). The back­
ground from processes other than deep inelastic scatter­
ing, and in the case of the liquid target the background 
from scattering off the target end caps, were subtracted. 

The flux of electrons from processes other than deep 
inelastic is dominated by the charge-symmetric processes 
[41], e.g., 1r0 decays. It was determined by revers­
ing spectrometer polarity and measuring positron yeilds, 
when electrons were incident on the target. Other con­
tributions, in particular noncharge-symmetric decay of 
charged kaons, were estimated to be negligible. In an 
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FIG. 6. The ratios of yields e+ fe- measured in this experi­
ment are plotted versus e, for a sample of (x, Q2 ) points. The 
solid line is a fit e+ /e- data obtained using data from ear­
lier SLAC experiments. For the few kinematic settings where 
positron contribution is expected to be small, positron data 
were not measured in this experiment, and this fit was used 
for subtraction. 
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TABLE V. Cross sections (in nb/sr GeV) for all kinematic points and targets. The statistical and 
point-to-point systematic errors (fractional} are also tabulated. There is an additional normalization 
uncertainty of "' 2%. These cross sections have been radiatively corrected. Radiative correction 
factors which multiply the measured cross sections are also given. 
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2.946x104 

3.644x104 

8.795x104 

1. 785 X 105 

7.593x103 

1.307x104 

2.107x104 

2.614x104 

5.952x104 

2.498x103 

4.791x103 

8.016x103 

1.225x104 

3.011x 103 

5.309x103 

1.375x 104 

3.062x104 

6.363x104 

9.454x102 

1.963x103 

3.749x103 

1.048x104 

4.679x102 

2.554x103 

2.918x 102 

5.580x102 

1.351 X 103 

!J.u ju 
stat syst 

0.009 
0.009 
0.008 
0.008 
0.007 

0.009 
0.006 
0.006 
0.006 
0.006 

0.014 
0.004 
0.007 

0.011 
0.008 
0.007 
0.006 

0.007 
0.007 
0.007 
0.007 
0.013 

0.008 
0.007 
0.007 
0.006 
0.007 

0.010 
0.006 
0.006 
0.006 

0.009 
0.010 
0.009 
0.006 
0.007 

0.013 
0.007 
0.007 
0.005 

0.016 
0.010 

0.012 
0.012 
0.006 

0.005 
0.006 
0.006 
0.006 
0.007 

0.005 
0.006 
0.006 
0.006 
0.006 

0.006 
0.006 
0.006 

0.006 
0.006 
0.006 
0.006 

0.006 
0.006 
0.006 
0.006 
0.007 

0.005 
0.006 
0.006 
0.006 
0.006 

0.005 
0.006 
0.006 
0.006 

0.006 
0.006 
0.006 
0.006 
0.006 

0.006 
0.005 
0.006 
0.006 

0.007 
0.006 

0.007 
0.006 
0.006 

49 
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TABLE V. (Continued). 

Eo E' (} Cr (1' t::.uju 
stat syst 

Fe 6.0 
x=0.20 Q2=1.0 
3.748 1.084 28.728 0.485 0.741 1.035x106 0.013 0.005 
4.006 1.342 24.906 0.559 0.777 1.450x106 0.009 0.005 
4.251 1.586 22.205 0.616 0.804 1.817x 106 0.012 0.005 
5.507 2.843 14.520 0.792 0.886 4.928x106 0.008 0.006 
6.251 3.586 12.124 0.845 0.918 7.519x106 0.007 0.006 

x=0.20 Q2=1.5 
5.507 1.510 24.519 0.476 0.746 6.574x105 0.010 0.005 
6.250 2.253 18.783 0.611 0.815 1.170x106 0.006 0.005 
7.002 3.005 15.343 0.703 0.859 1.865x106 0.006 0.005 
7.498 3.502 13.727 0.748 0.880 2.394x106 0.007 0.006 
8.251 4.254 11.866 0.799 0.908 3.363x106 0.006 0.006 

x=0.20 Q2=2.5 
8.251 1.589 25.220 0.348 0.680 2.050x105 0.016 0.006 
10.243 3.582 14.999 0.606 0.834 6.624x105 0.006 0.005 
11.744 5.083 11.746 0.716 0.885 1.151x106 0.007 0.006 

x=0.35 Q2=1.5 
3.748 1.464 30.304 0.604 0.955 6.217x105 0.010 0.005 
4.007 1.723 26.950 0.660 0.980 8.212x105 0.008 0.005 
4.250 1.966 24.459 0.704 1.000 1.005x 106 0.008 0.005 
5.507 3.223 16.715 0.838 1.07:3 2.424x106 0.008 0.006 
7.002 4.718 12.232 0.907 1.132 5.024x106 0.012 0.006 

x=0.35 Q 2=2.5 
5.501 1.695 30.008 0.506 0.929 2.022x105 0.011 0.005 
6.250 2.443 23.345 0.633 0.988 3.614x105 0.009 0.005 
7.081 3.274 18.900 0.726 1.030 5.829x105 0.007 0.005 
7.498 3.692 17.283 0.761 1.049 7.212x105 0.007 0.005 
9.710 5.904 11.986 0.870 1.117 1.643x105 0.007 0.006 

x=0.35 Q 2=5.0 
10.243 2.630 24.878 0.449 0.933 6.712x104 0.012 0.005 
11.753 4.140 18.447 0.601 1.003 1.305x105 0.008 0.005 
13.320 5.707 14.735 0.704 1.050 2.166x105 0.007 0.005 
15.004 7.391 12.189 0.777 1.083 3.332x105 0.006 0.005 

x=0.50 Q 2=2.5 
3.749 1.084 46.177 0.417 1.011 7.736x104 0.011 0.006 
4.251 1.587 35.447 0.561 1.073 1.339x105 0.010 0.005 
5.502 2.838 23.082 0.758 1.163 3.563x105 0.011 0.005 
7.082 4.418 16.250 0.865 1.235 7.792x105 0.007 0.005 
9.248 6.584 11.630 0.926 1.307 1.645x106 0.007 0.005 

x=0.50 Q2=5.0 
7.084 1.755 36.976 0.401 1.033 2.451 X 104 0.022 0.006 
8.250 2.921 26.331 0.578 1.115 5.090x104 0.011 0.005 
9.710 4.381 19.742 0.712 1.175 9.593x104 0.009 0.005 
13.316 7.987 12.448 0.863 1.271 2.702x104 0.008 0.005 

Fe 2.6 
x=0.20 Q2=1.0 
3.748 1.084 28.728 0.485 0.793 1.020x106 0.014 0.005 
4.006 1.342 24.906 0.559 0.820 1.393x106 0.008 0.005 
4.251 1.586 22.205 0.616 0.841 1.821 X 106 0.008 0.005 
5.507 2.843 14.520 0.792 0.901 4.865x106 0.008 0.006 
6.251 3.586 12.124 0.845 0.924 7.430x106 0.007 0.006 

x=0.50 Q2=2.5 
3.749 1.084 46.177 0.417 0.991 7.566x104 0.007 0.006 
9.248 6.584 11.630 0.926 1.196 1.619x 106 O.D18 0.005 
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TABLE V. 

Eo E' (} 

Gold 
x=0.20 Q2=1.0 
3.748 1.084 28.728 0.485 
4.006 1.342 24.906 0.559 
4.251 1.586 22.205 0.616 
5.507 2.843 14.520 0.792 
6.251 3.586 12.124 0.845 

earlier experiment [41] positron yields with incident elec­
trons, and electron yields with incident positrons were 
measured, and were found to be equal within experimen­
tal uncertainty. We estimate that the "positron" sub­
traction accounts for electrons from processes other than 
deep inelastic scattering to the level of ±5% accuracy. 
This subtraction was a maximum of 13% for the 6% r.l. 
iron target at the lowest (x, Q2 , t:) kinematic setting, but 
was typically < 2%. Positron yields were measured at 
all kinematic settings where the subtraction was greater 
than 0.5%. Where the positron yield was not measured a 
subtraction was made using a fit to such positron yields 
measured in previous experiments at SLAC [4]. Figure 6 
shows the ratio of yields e+ Je- versus E for a sample of 
x, Q2 points, along with the fits. 

The electron scattering contribution from the alu­
minum target end caps was determined using an empty 
target replica. To account for radiative effects as well as 
to increase the counting rate, additional aluminum was 
added at the front and the back of the target end caps, to 
make the total radiation lengths of the replica identical 
to the deuterium target. This subtraction was 1.2% on 
average and was determined to 10% accuracy. 

The cross section after these subtractions and cor­
rections, includes contributions to the scattering from 
higher-order electromagnetic processes. The experimen­
tal cross sections were divided by the radiative correc­
tions (described in detail in the Appendix B), Cr, to 
obtain final Born cross sections at each kinematic set­
ting. Methods of Bardin et al. [42-44], and an improved 
method of Mo and Tsai [45,46], were used to calculate 
the internal radiative corrections. These methods agreed 

(Continued). 

c. b.u / u 
stat syst 

0.753 3.599x106 0.014 0.005 
0.787 4.925x106 0.009 0.005 
0.814 6.416x 106 0.007 0.005 
0.893 1.708x107 0.008 0.006 
0.925 2.624x107 0.006 0.006 

to better than 1%. The external radiative corrections 
were calculated using complete calculation of Tsai. Ex­
perimental tests using radiators of2.6%, 6%, and 12% r.l. 
confirmed the calculations to be better than 1%. Table V 
shows the final cross sections and radiative corrections, 
for all the kinematic points. Both the statistical and 
point-to-point systematic errors are shown. The point­
to-point error was estimated by feeding in the individual 
uncertainties in the kinematic variables to the fit to pre­
vious SLAC cross section data [4]. Typical contributions 
to the uncertainty in cross sections are shown in Table II. 
There is an additional overall normalization uncertainty 
of 1. 7% for the deuterium target, 1.6% for the 6.0% iron 
target, 1.9% for the 2.6% iron target, and 2.9% for the 
gold target. Individual contributions to this uncertainty 
are shown in Table VI. 

Iron and gold cross sections were converted to cross 
section per nucleon by applying a neutron excess correc­
tion Cn, given by 

1 1 + 17n c -- 17p 

n - 2A £ + (1 - £) ~. 
A A <7p 

(14) 

The neutron to proton cross section ratio rJn/rJp(x) = 
1 - 0.8x was obtained from a fit to previous SLAC data 
[4]. Z and A are the number of protons and the number 
of nucleons in the nucleus. These cross sections, used in 
obtaining R, RA- Rn, and rJA/rJn, represent the cross 
section per nucleon, of a hypothetical nucleus (atomic 
mass A) with an equal number (A/2) of protons and 
neutrons. 

TABLE VI. Normalization uncertainties (±) are listed, in percentages, for all targets. Solid 
target neutron excess correction error is relevant only for cross sections per nucleon used in the 
determination of uA / uD. 

Deuterium lron(6.0%) Iron(2.6%) Gold 
Incident energy 0.3 0.3 0.3 0.3 
Charge measurement 0.5 0.5 0.5 0.5 
Target length 0.8 0.5 1.1 2.5 
Scattered energy 0.1 0.1 0.1 0.1 
Spectrometer angle 0.2 0.2 0.2 0.2 
Acceptance 1.0 1.0 1.0 1.0 
Rad. corr. E dep. 1.0 1.0 1.0 1.0 
Rad. corr. norm. 1.0 1.0 1.0 1.0 
Fe/ Au neutron excess 0.0 0.2 0.2 0.4 
Total normalization 1.7 1.6 1.9 2.9 
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IV. RESULTS 

A. R = tT£/trT and F:z extraction 

The values of R and F2 were extracted from cross sec­
tions measured at various values off at fixed (x, Q2 ) by 
making linear fits to ~ = d2 u I dO. dE' If versus f accord­
ing to Eq. (2). The values of~ were weighted by the 
quadratic sum of statistical and point-to-point system­
atic errors in making the linear fits. The values of R are 
insensitive to the absolute normalization of beam flux, 
target length, and spectrometer acceptance. The fits at 
each (x, Q2) point for all targets are shown in Fig. 7. The 
average x2 1 per degree of freedom for these fits is o.7, in­
dicating that the estimate of point-to-point systematic 
uncertainty is conservative. The fits were also made with 
only statistical errors on cross sections to find the indi­
vidual contributions to the error. The values for R and 
F2 , with statistical and systematic errors, obtained for 
all (x, Q2 ) points and targets are shown in Table VII. In 
addition to the point-to-point systematic errors, there is 
an uncertainty of ±0.03 on R primarily due to errors on 
radiative corrections correlated with f (see Table II). 

The results for R plotted in Figs. 8 and 9 were averaged 

for different targets at the same x and Q2 , because the 
values of the differences RA - Rn are consistent with 
zero, as discussed below. Our results at x of 0.2, 0.35, 
and 0.5 show a clear falloff of R with increasing Q2 • The 
agreement with a constant value of R=0.2 is poor. The 
high Q2 results from CDHS [47], BCDMS [48] and EM 
[49] Collaborations, are also plotted in Fig. 8. These 
results reinforce our conclusion that R decreases with 
increasing Q2 • Figure 9 shows R plotted against x, for Q2 

values of 1.5, 2.5, and 5 GeV2 • There is little dependence 
of R on the variable x in this x range. 

1. Comparisons with theory 

In the naive parton model at very high Q2 , R is ex­
pected to be zero. At finite values of Q2 , target mass ef­
fects are taken into account naively by the Callan-Gross 
relation, i.e., R = 4M2 x 2 IQ2 . This naive view has wrong 
x dependence as shown by the dot-dashed curve in Fig. 9. 

In perturbative QCD, to the order 0 8 , hard gluon 
bremsstrahlung from quarks, and photon-gluon interac­
tion effects yield contributions to leptoproduction [8]. 
The QCD structure functions are given by 

F~co(x,Q2) = 'L>~x[qi(x,Q2) +qi(x,Q2)], (15) 

F2CD(x, Q2) = 08~~2 ) x2 [11 ~~ ( ~F~CD(u, Q2) + 4 ~ e~uG(u, Q2)(1- xlu))] , {16) 

D D 
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a2=1.0 1.5 
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3600 

6000 2450 
45000 FIG. 7. The E vs € fits at 

3400 each (x, Q2) point, for every 
-.:- 5800 2400 42500 
~ target are shown. The er-
c: rors on the cross sections in-
~30000 17000 34000 elude both the statistical and 

17000 
point-to-point systematic er-

29000 16000 32000 rors added in quadrature. The 
16000 average x2 per degree of free-

16000 5800 dom is 0.7. 7400 
45000 

15000 
5600 
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5400 

16000 47500 0 0.5 1.0 0 0.5 1.0 

45000 
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TABLE VII. Values of Rand F2 for each (x, Q2 ) point and target are tabulated. Statistical and 
point-to-point systematic errors are shown separately. There is an additional normalization error 
of 0.03 primarily due to radiative corrections. There is an additional 2% normalization error for 
F2. 

Target X Q2 OE F2 ~F2(stat) ~F2(syst) R ~R(stat) ~R(syst) X2/NDF 
D 0.20 1.0 0.36 0.297 0.009 0.007 0.376 0.042 0.031 2.5/3 
D 0.20 1.5 0.32 0.299 0.009 0.008 0.269 0.042 0.030 4.6/3 
D 0.20 2.5 0.37 0.291 0.016 0.010 0.104 0.047 0.027 0.0/1 
D 0.20 5.0 0.25 0.303 0.021 0.016 0.233 0.055 0.040 0.2/2 
D 0.35 1.5 0.30 0.232 0.010 0.008 0.296 0.051 0.040 0.9/3 
D 0.35 2.5 0.36 0.219 0.008 0.007 0.153 0.033 0.025 2.0/3 
D 0.35 5.0 0.33 0.208 0.011 0.009 0.123 0.037 0.028 0.6/2 
D 0.50 2.5 0.51 0.141 0.006 0.005 0.202 0.025 0.018 1.1/3 
D 0.50 5.0 0.46 0.117 0.007 0.007 0.102 0.026 0.022 1.6/2 
D 0.50 7.5 0.37 0.110 0.019 0.011 0.145 0.059 0.029 0.0/0 
D 0.50 10.0 0.35 0.102 0.015 0.013 0.046 0.038 0.028 0.0/1 

Fe 6.0 0.20 1.0 0.36 0.299 0.009 0.007 0.298 0.043 0.027 5.3/3 
Fe 6.0 0.20 1.5 0.32 0.299 0.010 0.008 0.158 0.038 0.027 1.7/3 
Fe 6.0 0.20 2.5 0.37 0.310 0.016 0.010 0.254 0.058 0.033 1.2/1 
Fe 6.0 0.35 1.5 0.30 0.235 0.011 0.007 0.348 0.062 0.038 3.4/3 
Fe 6.0 0.35 2.5 0.36 0.223 0.009 0.006 0.257 0.044 0.029 3.6/3 
Fe 6.0 0.35 5.0 0.33 0.205 0.012 0.008 0.148 0.044 0.026 0.1/2 
Fe 6.0 0.50 2.5 0.51 0.132 0.006 0.004 0.226 0.029 0.017 2.0/3 
Fe 6.0 0.50 5.0 0.46 0.109 0.011 0.006 0.078 0.042 0.020 0.2/2 
Fe 2.6 0.20 1.0 0.36 0.297 0.009 0.007 0.357 0.045 0.030 0.9/3 
Fe 2.6 0.50 2.5 0.51 0.130 0.020 0.006 0.223 0.050 0.020 0.0/0 

Au 0.20 1.0 0.36 0.301 0.008 0.007 0.352 0.043 0.030 1.7/3 

2 pQCD( Q2) _ pQCD _ pQCD 
X 1 X, - 2 L ' (17) 

and 

RQCD( Q2) F2CD 
x' = ~"'-=Q=co=' 

2xF1 

(18) 

where 

(19) 

(20) 

(21) 

(22) 

The quark masses used are me = 1.35 GeV, and mb = 
4.25 GeV. The first and second terms in the integrand 
for F2CD [see Eq. (16)] correspond to the hard gluon 
bremsstrahlung and photon-gluon interaction effects, re­
spectively. The leading Q 2 dependence of the structure 
functions is in a 8 , and is therefore logarithmic. In this 
calculation of FL all kinematic terms of the order M 2 /Q2 

were ignored. The calculation of QCD contributions to 
structure functions requires the knowledge of primordial 
quark [qi(x, Q2 )] and gluon [G(x, Q2 )] distribution func­
tions. The quark and gluon x distributions are extracted 
from muon-nucleon and neutrino-nucleon scattering data 

at a particular Q2 = Q~. Perturbative QCD enables cal­
culation of quark and gluon momentum distributions at 
other Q2 values using Altarelli-Parisi equations [50]. The 
Q2 evolution of these distributions has been parametrized 
by various groups [51-56]. These fits were strictly valid 
only for Q 2 > Q~, where the values of Q~ varied be­
tween 4 and 5 Ge V2 . However, the Q2 dependence of 
the distributions was smooth, so we have extrapolated 
the distributions below the nominal Q2 logarithmically. 
The values of A and the order of a for each fit was the 
same as was used in the extraction of quark distribu­
tions. This value A(nJ) was changed when the quark 
mass thresholds are crossed such that a 8 (Q2 ) is continu­
ous. The Martin-Roberts-Stirling set D (MRS-D) distri­
butions [55] are found to provide best fit to the very high 
Q 2 and low x data from the DESY ep collider HERA. 

As shown by the lightly hashed bands in Figs. 8 and 
9, our data on R are not in agreement, except at low 
x, with this perturbative QCD calculation made using 
various quark distributions. Target mass and higher twist 
effects need to be included as discussed below. These 
QCD contributions to R calculated using various sets of 
quark distributions differ quite substantially at x = 0.2, 
and are compared to our data in Fig. 10. The uncertainty 
in the gluon distribution function is responsible for these 
differences. Note that Morfin-Tong (MT) [53] and MRS 
[54,55] structure functions use the latest data on deep 
inelastic scattering. 

The kinematic effects due to target mass dominate at 
small Q2 and large x. These effects were first calculated 
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R 

R 

R 

• This Expt 
OBCDMS 

oCDHS 
X EMC 

100 

FIG. 8. The values of R at different x (0.2, 0.35, and 0.5), 
averaged over all targets, are plotted versus Q2 , with all sta­
tistical and point-to-point systematic errors added in quadra­
ture. The data from high Q2 CDHS (v-Fe), EMC (wD), and 
BCDMS (!-L-C /H) experiments are also plotted. The lower 
lightly hashed band is the range of perturbative QCD pre­
dictions for R obtained using various standard quark-gluon 
distribution functions. The higher boldly hashed band is 
similarly computed range for QCD including target mass ef­
fects. The dot-dashed line is the prediction of the naive par­
ton model. The dotted line for x=0.5 is the prediction of a 
diquark model. 

in the framework of operator product expansion and mo­
ment analysis [9] by Georgi and Politzer (GP). The struc­
ture functions including these GP target-mass effects are 
given by 

(23) 

and 

F.QTM 
RQTM(x Q2) - 2 k2- 1 (25) 

' - 2xF~™ ' 

where 

R 

R 

0.2 

0 0.4 0.8 
X 

FIG. 9. The values of R at Q2 =1.5, 2.5, and 5 GeV2 are 
plotted against x. The errors shown include all statistical and 
point-to-point systematic errors added in quadrature. The 
lower lightly hashed band is the range of perturbative QCD 
predictions for R obtained using various standard quark-gluon 
distribution functions. The higher boldly hashed band is sim­
ilarly computed range for QCD including target mass effects. 
The dot-dashed line is the prediction of the naive parton 
model. 

Q 

go.2 
a: 

( 
4x2M2)1j2 

k= 1+--Q2 

2x 
€= l+k' 

X= 0.2 - EHLQ-1 <> BCDMS 
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........ MRS 

MT-82 
-- GRV-HJ 
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...... MRS-D 
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(26) 

(27) 

100 

FIG. 10. Our values of R at x = 0.2, plotted versus 
Q2 , are compared with QCD calculations performed using 
various standard quark-gluon distribution functions. The 
quark-gluon distributions are obtained from CERN program 
library PDFLIB and are labeled as in Ref. [56]. The higher 
Q2 data points are from CERN neutrino and muon scattering 
experiments. 
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(28) 

and 

(29) 

Note that the target-mass effects (e scaling) introduce 
M 2 / Q2 terms. The calculations based on this QCD the­
ory including the GP target-mass effects made with vari­
ous parametrizations of the quark distributions are shown 
as a boldly hashed band in Figs. 8, 9, and 11. The target­
mass effects increase R significantly at high x and low Q2 • 

The decrease of R with Q2 and the weak x dependence of 
R, observed in our data, are in agreement with the RQTM 
predictions, but the data are systematically higher than 
the predictions, indicating that there are additional con­
tributions in this kinematic range. The differences be­
tween various quark distributions are noticeable at small 
x. The latest set of quark distributions, MRS-D [55], lies 
in the middle of the range. 

There are several suggestions that at low Q2 other 
nonperturbative effects are significant. There is no com­
plete theoretical treatment of these phenomena but there 
have been several QCD inspired estimates. Some of these 
higher twist effects, including the target-mass and QCD 
contributions, were estimated recently [14]. However, 
these predictions are valid only for large x. 

Alternately, it has been proposed [7] that non­
perturbative effects such as those due to tightly bound 
spin-0 diquarks (Ml, = 10 GeV2) in nuclei dominate for 
1 :=; Q2 :=; 10 Ge V2 . These effects are intertwined with 
quark-gluon interaction effects at low x (x ::; 0.4), but 
are measurable at large x. Our measurements at x=0.5 
are smaller than the predictions as shown by the dotted 
curve in Fig. 8 [7]. 

2. Reanalysis of SLA C data 

Precise understanding of the cross section normaliza­
tions due to the detailed study of spectrometer accep-

~ 
§ 0.2 
a: 

Q2 = 5.0 (GeV/c)2 
EHLQ-1 
DQ-1 
GRV-LO 
Do-NEW 
MT-LO 
MRS 
MT-82 
GRV-HI 
MT-81 
KMRS 
MRS-D 
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0 0.2 0.4 0.6 0.8 1.0 
X 

FIG. 11. Our values of R are compared with QCD calcu­
lations including target-mass corrections. Various curves are 
computed using different quark-gluon distribution functions. 
The quark-gluon distributions are obtained from CERN pro­
gram library PDFLIB and are labeled as in Ref. [56). 

tance, and improvements in the radiative corrections cal­
culation procedure prompted a reanalysis [26,27] of all 
previous SLAC data [1-5,17,18]. The reanalysis proce­
dure involved cross-normalizing several experiments, es­
tablishing systematic errors for each experiment from 
archival data, correcting the data for radiative effects us­
ing our procedure, and then performing combined fits to 
the data [28]. Figure 12 shows the values of R obtained 
by this global analysis plotted versus x, at several values 
of Q2 • These results reconfirm our earlier assertion that 
QCD calculations including the target-mass corrections 
(hatched area in Fig. 12) still fall short of the R data at 
large x, and they can be explained by a modest contribu­
tion from the higher twist effects. At small x the results 
are in better agreement with structure functions with 
large gluon distribution. The reanalysis has also yielded 
F 2 results with improved kinematic range, and has estab­
lished a low Q2 normalization for higher-energy muon ex­
periments. These data are consistent with BCDMS [48] 
and the New Muon Collaboration (NMC) [57] data and 
are inconsistent with EMC [49] data. 

B. RA- Rv and rrA/rrv extraction 

The difference RA - RD was determined by making 
linear fits, weighted by the statistical and point-to-point 
systematic errors, to the ratio of cross sections: 

(30) 

versus E1 = E/(1 + ERD)· Note that ERD is small, and, 
therefore, RA - RD results are independent of absolute 
normalizations of spectrometer acceptance, beam inten­
sity, and energy scale. They are also insensitive to the 
value of RD, target length, changes in acceptance withE, 
offsets in beam energy, spectrometer angle, survey errors, 
long-term charge monitor drifts, and "internal" radiative 
corrections (see Table II). The fits made at different kine­
matic points are shown in Fig. 13. The values of RA- RD 
for all (x, Q2 ) points are shown in Table VIII. The av­
erage x2 per degree of freedom for the goodness of fit 
was 0. 7 indicating that the estimate of systematic un­
certainty is conservative. The results are also plotted 
against x for various Q2 values in Fig. 14. The average 
RA -RD is 0.001±0.018(stat)±0.016(syst), with x2 /NoF 
for agreement with no difference equal to 1.3. The single 
measurement for Au is consistent with Fe results. 

The RA- RD results are consistent with zero, in agree­
ment with models predicting no significant A dependence 
of R in our kinematic range x;::: 0.2 (e.g., QCD). We rule 
out models predicting a large difference RA - RD, and, in 
particular, the speculation that the impulse approxima­
tion fails. Our data indicate that possible contributions 
to R from nuclear higher twist effects and possible spin-
0 constituents in nuclei are not different from those in 
nucleons. The aA/aD measurements are equal to the 
structure function ratios F2A/ F2D and F1A/ F1D in the 
region 0.2 :::; x :::; 0.5 [see Eq. (6)]. 

The results for the ratio a A/ aD averaged over various E 
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points at each (x, Q 2 ) are also shown in Table VIII. The 
overall normalization error(~) in uA/uv of~= ±1.1% 
is dominated by the errors in target length measurement 
and radiative corrections. In the averaging, many point­
to-point systematic errors are reduced by 1/./N., where 
N. is the number oft: points. Figure 15 shows our results 
for UFe/un averaged over Q 2 and t: compared to the data 
from SLAC-E139 (with our improved radiative correc-
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X 

1.2 

FIG. 12. The values of R, ex­
tracted from all previous SLAC 
data (open diamonds), from in­
elastic data of this experiment 
(open circles), and from elastic 
data of this experiment (open 
squares), at several values of 
Q2 , are plotted against x. The 
errors shown include all statis­
tical and point-to-point system­
atic errors added in quadrature. 
The higher Q 2 plots also in­
clude data from BCDMS and 
CDHS. The boldly hashed area 
is the range of QCD calcula­
tions including target-mass ef­
fects. 

tions discussed in Appendix B; ~ = ±1.3%) [58], SLAC­
E87 (~ = ±1.1%) [16], and SLAC-E61 (~ = ±4.2%) 
[18]. There is excellent agreement among all sets of 
SLAC data. In Fig. 15 our data are also compared with 
high-Q2 data from CERN muon experiments BCDMS 
(~ = ±1.5%), and EMC (~ = ±0.8%) [15]. The lower 
Q2 SLAC results are in reasonable agreement with these 
high-Q2 muon scattering results, indicating that any Q 2 
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FIG. 13. The fits to the differential cross 
section ratio uA/uv versus f.'= e/(1 + RD) 
are shown for each (x, Q2 ) point. The er­
rors on the cross section include statistical 
and point-to-point systematic contributions 
added in quadrature. 
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dependence of EMC effect must be small. All experi­
ments show a small rise in O'Fe/ao for x ,...., 0.2, but the 
rise is not as large as in the origninal EMC data [15]. De­
tailed comparisons of the EMC effect results, including 
comparisons of SLAC data to NMC, BCDMS, and EMC 
data and theory, is reported elsewhere [58]. 

V. CONCLUSIONS 

FIG. 14. The results for RA - Rv averaged over € are plot­
ted as a function of x for each Q 2 and target. Statistical and 
systematic errors are added in quadrature. 

We report on results for the following quantities: the 
ratio R = a L / O'T oflongitudinal (a L) and transverse ( O'T) 

virtual photon absorption cross sections, the structure 
functions F1 and Fz, the differences RA - Rv, and the 
cross section ratios a A/ a v, measured in deep inelastic 
electron scattering from targets of deuterium, iron, and 
gold. 
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The results for R obtained at x=0.2, 0.35, and 0.5 show 
a clear falloff with Q2 , in the range 1 ~ Q2 ~ 10 GeV2 . 

The x and Q 2 dependence of the quantity R is incon­
sistent with the naive parton model, and with the per­
turbative quantum chromodynamics predictions. Even 
when effects due to target mass, calculated by Georgi 
and Politzer (GP), are included the perturbative QCD 
calculations are somewhat lower than the data. Modest 
contributions of higher twist terms are necessary to ac­
count for this excess over the target-mass-corrected QCD 
calculations. 

This precision experiment as well as our improvements 
to radiative corrections have been used to renormalize all 
previous SLAC inelastic data. The results for R in this 
enhanced kinematic range reconfirm our assertions that 
small higher twist contributions are needed, in addition 
to target-mass-corrected QCD. The F2 results from this 
reanalysis have established a low Q2 normalization for 
the higher-energy muon scattering experiments. 

FIG. 15. The results for aA/uv are plotted as a function 
of x and are compared to other (a) electron and (b) muon 
experiments. Our data from Fe and Au are each averaged 
over € and Q 2 • Statistical and point-to-point systematic er­
rors are added in quadrature. There is an additional overall 
normalization of 1.1 %. 

The results on the differences RA - Rv are consistent 
with zero, and are in agreement with most models for 
the EMC effect, including those based on quantum chro­
modynamics, which predict negligible difference. These 
results also indicate that there are no significant spin-0 
constituents or higher twist effects in nuclei as compared 
to free nucleons. The measurements of the ratio a A/av 
can now be identified with the structure function ratios 
F2A/ Fzv and FlA/ Fw unambiguously in our kinematic 

TABLE VIII. Values of RA- Rv and a A/uv averaged over € with statistical and point-to-point systematic errors. There is 
an overall normalization of 1.1% in uA /aD. 

Target X Q2 6€' RA -RD 6.RA - RD(stat) 6.RA - RD ( syst) x2 /NnF uAjuD 6.(uA juD)(stat) 6.(uA j uD )(syst) 
Fe 6.0 0.20 1.0 0.23 -0.086 0.057 0.022 5.6/3 1.021 0.006 0.002 
Fe 6.0 0.20 1.5 0.24 -0.124 0.051 0.023 1.3/3 1.028 0.004 0.002 
Fe 6.0 0.20 2.5 0.33 0.144 0.079 0.027 1.0/1 1.022 0.006 0.003 
Fe 6.0 0.35 1.5 0.20 0.042 0.082 0.033 1.6/3 1.000 0.005 0.002 
Fe 6.0 0.35 2.5 0.30 0.102 0.058 0.025 2.8/3 0.993 0.005 0.002 
Fe 6.0 0.35 5.0 0.28 0.024 0.058 0.025 0.5/2 0.980 0.005 0.003 
Fe 6.0 0.50 2.5 0.40 0.021 0.038 0.016 2.5/3 0.932 0.005 0.002 
Fe 6.0 0.50 5.0 0.41 -0.017 0.050 0.020 0.5/2 0.937 0.006 0.003 
Fe 2.6 0.20 1.0 0.23 -0.043 0.059 0.024 0.2/3 1.006 0.005 0.002 
Fe 2.6 0.50 2.5 0.40 0.033 0.062 0.019 0.0/0 0.917 0.009 0.004 

Au 0.20 1.0 0.23 -0.047 0.058 0.024 0.3/3 1.019 0.005 0.002 
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range (0.2:::; x:::; 0.5 and 1:::; Q2 :::; 5 GeV2 ). 

The EMC effect, i.e., the x dependence of the ratio 
F2A / F 2v, is confirmed with very small errors and all 
data (electron and muon scattering) are now in agree­
ment. This ratio is larger than unity in x "' 0.2, and is 
therefore inconsistent with models using nuclear binding 
corrections alone to explain EMC effect. Because the ra­
tio F2A/ F2D is equal to the ratio of quark distribution 
functions, we conclude that the EMC effect is due to a 
nontrivial difference in the quark distribution functions 
between heavy nuclei and deuteron. This is in agreement 
with QCD based models, and some convolution models. 
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APPENDIX A: CALIBRATION AND 
ACCEPTANCE OF THE 8 GeV SPECTROMETER 

Optical properties of the 8 Ge V spectrometer have 
been extensively studied in the past [38,33,59]. Only the 
new results relevant to the analysis of this experiment, 
and, in particular, the results of our recent floating wire 
calibration study [60,28] of the 8 GeV spectrometer are 
discussed here. 

1. Calibration of the 8 Ge V spectrometer 

The central scattering angle of the spectrometer [28,60) 
is calibrated relative to the nominal incident beam line to 
an accuracy of ±0.006°. This uncertainty includes contri­
butions due to survey errors (±0.001 °), uncertainties in 
the nominal beam line ( ±0.001 °), effects originating in 
the noncentral rotation of the spectrometer (±0.002°), 
and uncertainties in the wirefloat determination of the 
optical axis of the spectrometer relative to its own phys­
ical axis (±0.004°). The wirefloat survey study deter­
mined an offset of -0.010°, which has been corrected in 
the analysis. In addition, there is a random uncertainty 
of ±0.004° in setting the spectrometer. 

A correction to the nominal central momentum of the 
spectrometer, up to 0.2%, was determined by measur­
ing the magnetic fields using an NMR, and was applied 
in the analysis (60). An NMR measurement of the field 
was made for every setting of the spectrometer. Care 
was taken to de-Gauss the spectrometer properly when 
changing the spectrometer momentum settings. The cen­
tral momentum was calibrated to ±0.03% by the wire­
float study [60]. Statistical fluctuations in the com-

puter controlled magnet currents contributed an addi­
tional ±0.05% uncertainty. 

2. Acceptance of the 8 GeV spectrometer 

The acceptance of the spectrometer within the region, 
-3.5 <!:ipfp< 3.5%, -6 <6.0< 6 mr, and -28 < 4> < 28 
mr, was partially limited by collimators, and detector 
sizes. However, within the fiducial region of -1 <!:ipfp< 
1%, -2 <6.0< 2 mr, and -10 < 4> < 10 mr, the ac­
ceptance was found to be solely determined by the spec­
trometer optical properties. The nominal acceptance fac­
tor Anom which corrected for the drop in efficiency at 
the edges of the acceptance was determined using the 
transport coefficients in Table IV, and solid target in­
elastic data collected over all the kinematic points in 
this experiment. 'fransport coefficients used were deter­
mined in 1967 using a dark current electron beam from 
the accelerator with the spectrometer set at an angle of 
0° with respect to the beam axis [61]. These dark cur­
rent measurements were performed at several energies of 
the beam. We have reanalyzed these sets of data, and 
have used the average coefficients obtained using 6 and 
8 Ge V data sets. There was no significant momentum 
dependence of these coefficients within the uncertainties 
of those measurements. Since extraction of R is very sen­
sitive to any kinematics dependent systematic errors, the 
transport coefficients were measured to high precision in 
a wirefloat study carried out after this experiment [60). 
These wirefloat measurements were used to obtain both 
absolute calibration of the acceptance and momentum 
dependence of these optics coefficients. Scattering angle 
dependence of the nominal acceptance for long targets 
was studied using a Monte Carlo program. 

a. Determination of acceptance function 

The acceptance function was generated from the deep 
inelastic data from this experiment. 'frajectories of elec­
trons that scattered off the Fe target, at a variety of 
kinematic settings, were kinematically reconstructed us­
ing the transport coefficients in Table IV, and binned 
in histograms of D.pfp, D.(),· and ¢. The expected dis­
tribution of events across the acceptance was generated 
for each kinematic setting from a fit to "experimental" 
cross sections. To obtain an "experimental" cross sec­
tion, we corrected the fit to Born cross sections, reported 
by the previous deep inelastic scattering data [4), for 
the Fermi motion of the nucleons, the expected value of 
R = aL/aT, the EMC effect, radiative corrections, and 
charge-symmetric backgrounds. A histogram of the ex­
pected number of counts in each bin [ N { (tip/ p, 6.(}, 4>)] 
was generated from this model and was normalized to 
the measured histogram [Ne(D.pfp, 6.(}, ¢)] in the cen­
tral region of the acceptance where the efficiency was 
expected, based on Monte Carlo studies, to be equal to 
unity. The normalized model is accurate to better than 
1% within the spectrometer acceptance because, in our 
kinematic domain, the structure functions change little, 
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over the small angle and momentum range of the experi­
ment. Runs in which the cross section had a strong kine­
matic dependence across the acceptance or large back­
ground contributions were excluded. Both of these his­
tograms were then summed over all runs. Averaging over 
many kinematic points reduce the uncertainty to< 0.3%. 
A total of ,...., 106 events were included in this analysis. 
By comparing the two histograms, N[(D..plp, f:l.(), ¢>)and 
Ne(D..plp,D..B,¢>), summed over all runs, the efficiency of 
each bin could be determined. The acceptance function 
was thus defined as 

A(f:l. I f:l.() A..)= Ne(D..plp, f:l.(), ¢>) 
p p, l'l' NF(f:l. I f:l.() A..)" 

e P p, l'l' 
(A1) 

From this acceptance function it was determined 
that data would be included only from the region 
-3.5 <i:l.plp< 3.5%, -6 <i:l.B< 6 mr, and -28 < ¢> < 28 
mr. The one-dimensional projection of the acceptance 
function versus each of these three variables, with these 
cuts applied, is shown in Fig. 16. The small dip in the 
() plot is due to NMR probe obscuring part of the ac­
ceptance. The nominal acceptance of the spectrometer 
Anom in this region was 0.0366 mstr %. 
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FIG. 16. The acceptance function is plotted versus flpjp, 
fl(}, and </J, summed over all other bins. The vertical lines 
indicate the nominal acceptance window in each variable. 

b. Momentum dependence 

The wirefloat study [60] measured all primary first­
order optics coefficients as a function of spectrometer mo­
mentum, p. However, these coefficients were not available 
before the reconstruction of all our data. Therefore, these 
new coefficients were used to calculate a correction fac­
tor A~orr to the nominal acceptance of the spectrometer, 
and were applied to our data in the final stage of anal­
ysis. The correction factor, including a small correction 
to the absolute value of the acceptance, is parametrized 
by 

A;orr = 0.9815 - 0.000 49(p- 4), (A2) 

where 4 Ge V is the weighted mean momentum setting 
of our data. The uncertainty in this slope is ±0.0004 
Ge y-l. The systematic uncertainty of the acceptance is 
±1%, and it is dominated by spectrometer survey uncer­
tainties. 

c. Target length effect 

Angle dependence of the acceptance was not antici­
pated for a zero-length target, based on the surveys of 
the stability of the spectrometer magnets as the spec­
trometer was rotated in angle. However, such an effect 
for an extended target was not ruled out, since events 
that are initiated from the target ends have a reduced ef­
ficiency for reaching the target hut, when the spectrom­
eter is placed at large angles. To determine corrections 
for this effect, acceptance was studied for the long target 
as a function of angle using a Monte Carlo simulation of 
the spectrometer optics. The average of 6 and 8 Ge V 
forward transport coefficients (see Table IV) were used 
in this simulation. One million events generated with 
uniform illumination of the spectrometer front window 
were transported to the spectrometer hut, through all 
the apertures of the spectrometer, when it was set at 
0° - 50°. The total acceptance was determined for each 
of the angle settings. A linear fit to the correction of the 
form 

(A3) 

where L "' 20 em is the length of the target, fitted the 
data well. This correction factor applied to the cross 
section was a maximum of 0.4% at the highest angle of 
46°. The target length effect was also studied with all 
the inelastic data taken from the deuterium target, in a 
procedure similar to the one used for obtaining the ac­
ceptance function described above. Within the errors of 
that measurement it agreed with the Monte Carlo pre­
diction. The systematic error on the cross section due to 
this correction is estimated to be below 0.1% level at this 
highest angle. 

APPENDIX B: RADIATIVE CORRECTIONS 

Cross sections measured in deep inelastic scattering 
experiments have large contributions (up to 30% for our 
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data) from processes other than the Born diagram. How­
ever, these contributions are dominated by higher-order 
lepton-photon interactions and are calculable in the the­
ory of quantum electrodynamics. The cross section for 
the lepton-nucleon inclusive reaction, i.e., where only the 
scattered electron is detected, to the order a 3 in fine 
structure constant, are given by the Feynman diagrams 
as shown in Fig. 17. The differential cross sections for 
these "internal" processes can be expressed in terms of 
the electromagnetic structure functions F 1 and F2 [62]. 
In addition, the soft multiple photon emission process 
shown in Fig. 18 is also important at low Q2 • Correc­
tions due to 1-Z interference and hadronic radiation are 
not discussed in detail here, as they are small in our 
kinematic range. However, these effects are included in 
the procedure that was used. For the case of electron 
scattering, there are also "external" effects, due to low 
momentum transfer bremsstrahlung and ionization reac­
tions, in the process of electron traversal through the 
target material (see Fig. 19). 

The radiative correction factor C,., given by 
O"Born/ u!::, where O"Born is the cross section due to the 
Born diagram and u!:: is the cross section due to the 
sum of all higher-order diagrams in Figs. 17-19. u!:: 
can be symbolically expressed as 

u!:: =external® internal® Born. (B1) 

The convolution program involves integrating over the 
"internal" and "external" bremsstrahlung photon mo­
menta and angles, and the target dimensions. The in­
tegral over the photon momenta require the knowledge 
of the structure functions F1 and F2 over the entire 
kinematic domain from elastic threshold up to the kine­
matic point being calculated (see Fig. 20). For ease 
of parametrization this range is divided into elastic, 
quasielastic, resonance, and deep inelastic regions. The 
model Born cross sections used in these calculations were 
obtained by using fits to previous deep inelastic struc­
ture function measurements made at SLAC [4], and fits 
to global data on nucleon elastic form factors [63]. For 

Born Vacuum 
Polarization 

Bremsstrahlung 

Vertex 
Correction 

FIG. 17. Feynman diagrams of Born and higher-order ra­
diative corrections which were included in both BARDIN and 
MTEXACT procedures for internal correction. 

FIG. 18. The soft multiple photon emission process dia­
gram. 

nudear targets (Fe and Au), we have used nuclear elas­
tic form factors [18]. The quasielastic cross section was 
obtained by smearing the nucleon form factor using a 
simple fit to the quasielastic peak. The percentage devi­
ations from unity of the radiative to Born cross section 
ratio for these regions are represented by llineh llqeh and 
llel· 

It is not practical to exactly compute the multi­
dimensional radiative correction integral represented by 
Eq. (B1). The "internal" part of the radiative cross sec­
tion can be computed "exactly" to the one-loop level. 
However, in the past, in computing the complete multi­
dimensional integral, various degrees of approximation 
have been made, with corresponding losses in preci­
sion. These approximation techniques [45,46] exploit 
the fact that the bremsstrahlung photons are collinear 
to the initial and final electrons, and are called angle 
peaking aproximations. One previously popular method 
[45,46] involved simultaneous evaluation of both "inter­
nal" and "external" contributions by assuming "internal" 
contribution to be represented by an additional radia­
tor. Further reduction in complexity of the integrals was 
achieved by "energy" peaking approximation, which en­
ables separation of the incident and scattered electron 
bremsstrahlung integrals (see Fig. 20). Instead, we have 
chosen to compute the "internal" radiative cross section 
"exactly," and add in "external" contributions computed 
with as few approximations as possible, i.e., 

i+e( • t ) i+e urad approxtma e i ( ) 
O"d= · udexact, 

ra u;ad (approximate) ra 
(B2) 

and the approximation mostly cancelled in the ratio. 
There are two distinct prescriptions for evaluating the 

"internal" cross sections "exactly," one due to Bardin et 
al. [42-44], and, the other due to Mo and Tsai [45,46]. 
These prescriptions differ in the way the infrared diver­
gences are tamed. Since the radiative correction errors 
could significantly effect our results we have undertaken 
an extensive program to study these different methods 
and approximation techniques. 

FIG. 19. The external bremsstrahlung diagram. 
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E' p 

E' s 

Ep max 

Q 

FIG. 20. Radiative correction triangle showing various 
kinematic regions over which integrals needed to be per­
formed. x = A is the line of elastic scattering from the 
nucleus, Q is the region of quasielastic scattering from the 
nucleon, x = 1 is the line of elastic scattering from the nu­
cleus, and A, B, C, D are the regions of inelastic scattering. 
Some approximations were made in evaluating integrals in 
the regions A,B, and C, in the Mo-Tsai scheme. 

1. Peaking approximation method 

The lack of information about F 1 and F 2 in the early 
deep inelastic experiments, and the limitation on numer­
ical computing power, had caused difficulties in accu­
rate evaluation of radiative corrections. Mo and Tsai 
have developed a simplified scheme which involved all the 
peaking approximations mentioned earlier, in addition to 
equivalent radiator method to calculate both "internal" 
and "external" corrections simultaneously [45]. This ap­
proach, here after called MTPEAK, was widely used in 
previous experiments. The corrections calculated in this 
scheme were estimated to be accurate to few percent, and 
were not tolerable for our experiment. MTPEAK [45,46] 
calculations are not described in detail here. We have 
evaluated the corrections in this scheme only to make a 
comparison with other results. 

2. "Internal" corrections 

Bardin et al. [42-44] have calculated all the diagrams in 
Fig. 17 exactly. They have also calculated additional ones 
to include "Y-Z interference, two-photon exchange, and 
hadronic bremsstrahlung. The exact BARDIN calculations 
have the most sophisticated and complete treatment for 
the "internal" radiative corrections and were used in ob­
taining the results for this experiment. However, it was 
realized that an alternative program of computing radia­
tive corrections should be explored to check the BARDIN 
program, since the results presented in this paper de­
pend crucially on radiative corrections. Therefore, we 
have investigated the Mo-Tsai exact prescription for "in­
ternal" bremsstrahlung (64]. This formula was used ear-

lier to calculate quasielastic "internal" contribution for 
the SLAC experiments [18,17], and by the EMC group 
for the muon scattering radiative corrections (15]. How­
ever, the inelastic contribution in the EMC program did 
not yield reasonable results in our kinematic range. We, 
therefore, explored the exact Mo-Tsai scheme carefully, 
and have realized that some improvements needed to be 
made before comparing with the BARDIN results. Our 
exact Mo-Tsai scheme, called MTEXACT, includes some 
additional terms similar to those in the MTPEAK method 
to cancel the infrared divergence in the bremsstrahlung 
diagrams. The BARDIN [42,44] calculations are not de­
scribed in detail here. Only the terms involved in the 
computations and improvements made to the Mo-Tsai 
formalism are discussed. The notation in this section fol­
lows Ref. [46] closely, and is not explained here in detail. 

a. Bardin et al. calculation 

The Bardin et al. formulas for internal corrections are 
given in the Refs. [42-44]. The BARDIN method involved 
the most complete calculation of radiative cross section, 
including the gauge invariant taming of the infrared di­
vergent terms. The "internal" correction in the BARDIN 

program is split into terms 

The "inelastic continuum" contribution from the sum of 
vertex correction and bremsstrahlung diagrams is given 
by tSf, in which the infrared divergence is canceled nat­
urally, without the use of any soft photon cutoff. tS~ 
is the soft photon part of the inelastic correction. This 
term was exponentiated in early versions of the programs 
using the "variant 1" prescription of Shumeiko [65]. How­
ever, for the results presented here exponentiation proce­
dure for soft photon term was not used [66]. The vac­
uum polarization contribution tSvac is described in de­
tail below as it was also used to improve the MTEXACT 

scheme. This contribution was "exponentiated" by tSf! = 
[2/ (1 - tSvac/2) - 2] to include higher-order corrections. 
The term tSf corresponds to the bremsstrahlung correc­
tion from the elastic and quasielastic tails. This term was 
corrected for the effect of the smeared quasielastic cross 
section using the calculations from the MTEQUI method 
discussed below. The hadronic part of the correction 8: 
calculated within the quark-parton model, the higher­
order electromagnetic corrections 8f, and the weak in­
teraction effect tS~ are all typically less than 1% each, in 
our kinematic range [67]. The theoretical uncertainties 
at this stage are from the ad hoc inclusion or exclusion of 
higher-order corrections by the various "exponentiation" 
procedures. Bardin et al. have supplied the FORTRAN 

code to calculate the radiative corrections based on their 
theoretical work. The code was checked carefully by our 
group. The BARDIN calculations are based on better the­
oretical ground, and have become world standard. We, 
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therefore, used them exclusively for our "internal" calcu­
lations. However, comparisons with other exact proce­
dures have been used to estimate systematic errors. 

b. Ezact Mo- Tsai calculation 

Complete formulas for the Mo-Tsai calculations are 
available in Ref. [46]. We have presented in this section 
some of those formulas that have been improved and in­
cluded in our calculations. We have not reproduced the 
long formula for the internal bremsstrahlung, but have 
referred to the equation number in Ref. [46]. 

(1) Vacuum polarization. The contribution from the 
vacuum polarization for electron, muon, and T lepton 
loops can be written as [68] 

where 

1 2a ) 
ovac = - f(xl ' 

1C' 

[(1- Xi)l/2 + 1] 
x ln (1- xi)l/2- 1 ' 

4m2 
X- I 
!- -Q2' 

(B4) 

(B5) 

(B6) 

and m1 is the mass of lepton. Mo and Tsai in their orig­
inal work used only electron loops for the vacuum po­
larization diagram. We have added muon, T and quark 
loops, which together contribute as much as the electron 
loop even at SLAC values of Q 2 • The quark loops in the 
vacuum polarization diagram could also be calculated us­
ing a similar formula if the quark masses were known, 
but we have used a parametrization of hadronic vacuum 
polarization o~c from TASSO Collaboration as used by 
Bardin et al. [69]. The fit to o~ac• with corrections for 
the charges and color factor, summed over all flavors of 
quarks, and was valid for 1 :=:; Q2 :=:; 64 (GeV fc) 2 , and 
was given by 

o;ac = -2( -1.513 X 10-3 

-2.822 x 10-3 ln(l + 1.218Q2) ). (B7) 

With these improvements, the contributions Ovac = o~c + 
o~c are identical for all programs of Mo and Tsai and 
Bardin et al. 

(2) Vertex correction. The nondivergent contribution 
from the vertex correction diagram is given by [70] 

2 2a [ 2 2 ] Overt{Q ) =- -1 + 0.75ln{Q /m ) . 
1C' 

(B8) 

(3) Soft photon contribution. The noninfrared diver­
gent part of the soft photon emission cross section yields 
[70] 

2 Q [7C'2 
( 2 (})] Onis(Q ) =; 6- ~ COS 2 , (B9) 

where <P is the Spence function defined as 

~(x)= ("'-lnll-yldy. 
Jo Y 

(B10) 

(4) Effective structure function. The above three cor­
rections are included in the factor F(Q2 ), 

(Bll) 

and are multiplied to structure functions F1 and F2, or 
to Born cross section O'Born to form effective structure 
functions and cross section. These structure functions are 
then used in the integrals of "internal" bremsstrahlung 
discussed below. 

(5) "Internal" bremsstrahlung. The contribution to 
radiative cross section from the internal bremsstrahlung 
can be written as [Eq. (A.24) of Ref. [46] gives the com­
plete formula for the integrand] 

(B12) 

where A, B, and C depend on (}k, Fb and F2, and are 
weakly varying functions of w. 

The third term in the integrand is infrared divergent. 
However, this divergence is unphysical and is known to be 
canceled, to this order, by the divergent part of the vertex 
correction diagram. Tsai has instead chosen to include, 
in the expression for ub, the multiple soft photon term 
Osoft: 

(B13) 

where 

(B14) 

The structure functions F 1 and F 2 in the expressions for 
A, B, and C were replaced by F(Q2 )F1 and F(Q 2 )F2 to 
include the factorized contributions from vacuum polar­
ization and vertex corrections. The inclusion of the Osoft 
term cancels the infrared divergence, i.e., 

X080ft(w), {B15) 

is a finite integral. Although, the integral is finite, the 
integrand rises sharply as w approaches zero. 

To enable accurate numerical computation of the inte­
grals in this method it is necessary to separate soft and 
hard photons by a cutoff parameter ~. The analytic for­
mula below the cutoff is given by 
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{b. C ( ) tr ( ) tr 

Jo dw-:; ;o E': w 

(B16) 

The value of~ has to be small enough so that the struc­
ture function variation below the cutoff is negligible. Yet, 
it should be large enough so that the numerical integra­
tion above the cutoff is reliable. The best value of ~ for 
our kinematic region was determined to be 10 MeV, and 
it was used in our calculations. It should be noted that C 
depends on angle Ok and, therefore, it was crucial to per­
form the angle integration numerically to get reasonable 
results in this method. 

Above the cutoff, the integral was computed using 
structure function parametrizations for all the physical 
kinematic region. For the quasielastic and elastic radia­
tive tail contributions, the photon energy integral was 

E. and Ep are the electron incident and final energies 
corrected for most probable energy losses ~. and ~P af­
ter passing through a target material before and after 
scattering point, i.e., E. =Eo-~. and Ep = E' + ~P' 
where 

~ = ~ ln s,p s,p - 0.5772 t [ 3 X 109~ E 2 l 
s,p 2 2m2 Z 2 

(B18) 

and 

t - 1 54 10-4 Zts,pXo <,s,p- . X A ' (B19) 

where t.,p is the radiation length of the material before 
and after the scattering point, including the shape of the 
target and the material before and after the scattering 
point, i.e., t. = tb + t and tp = ta + T- t, where tb is the 
material before the target and ta is the material after the 
target. The limits of integration (see Fig. 20) are 

Emax = E~ 
P 1 + E~(AM)- 1 (1- cosO) 

(B20) 

and 

(B21) 

I(E, E- w, t) denotes the probability for an electron of 
energy E to lose an energy w while traversing material 
of radiation lengths t due to bremsstrahlung (Wb) and 
ionization (Wi) losses, and is given by [71] 

first evaluated analytically assuming that the cross sec­
tion is sharply peaked. The Ok integral was then eval­
uated numerically. The continuum radiative cross sec­
tion thus computed is semiexact as the infrared divergent 
term was not canceled correctly by the divergent part in 
the vertex diagram calculation. 

3. "External" corrections 

Significant improvements to "external" radiative cor­
rection have been made by us, over the procedures used in 
earlier experiments. Our procedure involves a complete 
calculation of the Mo-Tsai formula for "external" contri­
butions, without any energy peaking approximation. 

The measured cross section in the deep inelastic scat­
tering experiment including the straggling of electrons in 
the target material (with atomic mass A, atomic number 
Z, and unit radiation lengths x 0 gfcm2 , and thickness T 
in units of x 0 ) is given by [71] 

(B17) 

1 (w)bt 
I(E, E- w, t) = r( 1 + bt) E [Wi + Wb(t)], (B22) 

where 

-4z 
a=l.54x10 A' 

cf>(v) ~ 1- v + 0.75v2 , 

ln(1194Z- 213 ) 

TJ = ln(184.15Z- 113 )' 

(B23) 

(B24) 

(B25) 

(B26) 

(B28) 

and Z is atomic number of material. u;ad(E~, E~) is the 
"internal" radiative cross section. 

The complete calculation of "internal" radiative cross 
section already involved a double integral, and therefore 
the full evaluation of radiative cross section Urad with 
three additional integrations is impractical. In the evalu­
ation of this integral, an equivalent radiator method had 
to be used to estimate O"i at "internal" energies. 



49 MEASUREMENT OF KINEMATIC AND NUCLEAR DEPENDENCE ... 5667 

The equivalent radiator method, used in computing 
these "external" corrections, involved using the shape of 
"external" bremsstrahlung [Eq. (B26)] in including the 
contribution from "internal" bremsstrahlung (Fig. 17). 

The magnitude of "internal" bremsstrahlung was in­
cluded by using two hypothetical radiators each of thick­
ness tr = b-1 (a/7r)[ln(Q2 /m2 ) -1] radiation lengths, one 
placed before and one after the scattering point, i.e., 

T E Emax 

u;~d'(Eo,E',T)[MTEQUI] ~ { ~ { ~ dE~ { p dE~I(Es,E~,t.(t) + tr) Jo JEr:un }Ep 
xF(Q'2 )usorn(E~, E~)I(E~, Ep, tp(t, T) + tr ). (B29) 

We evaluated the complete radiative cross section u;~;, 
i.e., the triple integral in Eq. (B29}, with the above re­
placements in the regions Q and D of Fig. 20. Analytic 
integration was performed in the edges of kinematic re­
gion, i.e., regions A, B, and C in Fig. 20 to avoid di­
vergences, assuming structure functions do not vary very 
much. 

The "internal" contribution u!ad in this method [see 
Eq. (B2)], was evaluated by setting ts,p = 0 and dropping 
the target length integral. For the quasielastic region 
Q, MTEQUI "internal" calculations were done with and 
without a smearing correction to the input cross section. 
The effect of smearing correction was applied to the exact 
BARDIN calculations to obtain final results. The accuracy 
of this technique is evaluated below. 
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FIG. 21. Comparison of BARDIN versus MTPEAK results for 
internal correction for the inelastic region of the radiative cor­
rection triangle (regions A, B, C, and D of Fig. 20). The 
MTPEAK program was considered unacceptable due to these 
large systematic differences in the results within our kinematic 
range. 

4. Comparison of various methods 

The "internal" radiative corrections were calculated for 
all of our kinematic points using the four procedures de­
scribed above. A comparison of these calculations en­
abled an estimation of the systematic error on our re­
sults. 

The differences between MTPEAK and BARDIN internal 
contributions were large and highly f dependent as shown 
in Fig. 21. These values of .Sint were up to 4% off from 
the exact calculations. The peaking approximations are 
indeed expected to fail at small f and x values, where 
hard photon emission becomes significant, and has mo­
tivated our investigations of exact calculations discussed 
above. 

MTEXACT calculations of .Sine! and .Sqel are compared to 
BARDIN results in Figs. 22 and 23, respectively. BARDIN 
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FIG. 22. Comparison of BARDIN versus MTEXACT results 
for internal correction for the inelastic region of the radiative 
correction triangle (regions A, B, C, and D of Fig. 20). This 
favorable comparison at the level of less than 1% provides a 
bound on our systematic error. 
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FIG. 23. Comparison of BARDIN versus MTEXACT results 
for internal correction for the quasielastic region of the radia­
tive correction triangle (region Q of Fig. 20). This favorable 
comparison at the level of less than 0.5% provides a bound 
on our systematic error. 

results, in these comparisons alone, did not include 1-Z 
interference and hadronic terms, as they were not cal­
culated in the MTEXACT program. The results for Oinel 

and Oqel agreed to better than about 1% at all of our 
kinematic points. A systematic error of 1% was assigned 
to account for possible ~:-dependent uncertainties in the 
"internal" corrections. Additional support for the accu­
racy of these calculations comes from the exclusive muon 
scattering experiment, where the bremsstrahlung pho­
tons were detected [72]. 

In order to judge the accuracy of the equivalent radia­
tor method [Eq. (B29)] in estimating the "internal" cor­
rection we have compared it to BARDIN calculation (see 
Fig. 24). The differences observed are expected due to 
the failure of angle peaking approximation. This level of 
accuracy was sufficient because the internal effects cancel 
in Eq. (B2). 

The level of accuracy of the "external" effects 
[Eq. (B29)], computed using this approximation, can be 
directly tested in the experiment by comparing data from 
targets of different radiation lengths. The radiatively cor­
rected cross section ratio O'Fe6 /aFe2.6 from two Fe targets 
of radiation lengths 2.6% and 6% used in the experiments 
averaged over all kinematic points was consistent with 
unity [aFe6/aFe2.6 = 1.017 ± 0.005(stat) ± 0.015(syst)J 
(see Fig. 25). The systematic error is dominated by 
the thickness of the thin target. The average difference 
RFe6 - RFe2.6 was -0.04 ± 0.04 ± 0.02. Since there were 
not enough data from our experiment, additional tests 

0.75 Q2 

0.50 • 2.5 
0 5.0 <tJ+ 

0.25 + 7.5 0 
0 10.0 0 0 • 

0 0 • 
-{).25 

c 
0.4 + 

5 
0:) 

0.2 • 1.5 + 
UJUJ 

0 2.5 + • [ilo 1-z :::;:- + 5.0 <0 
I 0 0 • 
~ • ~ -{).2 

z +0 (b) 

0:) -{).4 a::UJ 
<z 
~-

0 Q2 

• 1.0 .,~~ 0 1.5 
-1 + 2.5 oo+-

0 5.0 

-2 + (c) x=0.2 

-3 0 

0 0.4 0.8 

E 

FIG. 24. Comparison of BARDIN versus MTEQUI results for 
internal correction for the inelastic region of the radiative cor­
rection triangle (regions A, B, C, and D of Fig. 20). This level 
of accuracy of the equivalent radiator program, MTEQUI, is 
considered adequate for computing the amount of "external" 
correction. 

of the calculations were done using data from an earlier 
SLAC experiment [58] E139 which measured cross sec­
tions from targets of 2%, 6%, and 12% radiation lengths. 
The 12% data did not agree with the 2% data at small 
x when MTPEAK radiative corrections were applied [73]. 
However, when these data were radiatively corrected (for 
"external" effects) using MTEQUI method, better agree­
ment was found at all x within errors as shown in Fig. 
10 of Ref. [58]. 

We have assigned a systematic error on the ratio 
O'Fe/ ao of 0.5%, to account for the difference in the radia­
tion lengths of Fe and D targets. The estimate of error on 
RFe- Ro due to "external" corrections is 0.015 assuming 
that the entire error on the ratio is t dependent. 

5. Total radiative correction 

The total radiative correction factor applied to the ex­
perimental cross sections was given by 

(B30) 

Table IX lists ranges of individual contributions to the 
"total" radiative correction 8, 
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FIG. 25. Ratio of cross sections obtained using two iron 
targets differing only in thickness, uFeB / uF•2 ·6 , is plotted ver­
sus ~:. The solid line is the best fit and the dashed line is 
the average value. Except at the lowest 1: point, the errors 
are dominated by the target thickness uncertainty of the thin 
target. Within the accuracy of our data, the ratio is consis­
tent with unity, and, therefore, we see no problems with the 
"external" radiative correction calculation. 

1 
8=- -1, 

Cr 
(B31) 

in our kinematic range. The error on final cross sections 
due to these corrections is estimated to be 1% for possible 
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FIG. 1. Floor plan of the experimental hall 
showing the beam line components, target, 
and the 8 Ge V spectrometer with detectors. 
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FIG. 12. The values of R, ex­
tracted from all previous SLAC 
data (open diamonds), from in­
elastic data of this experiment 
(open circles) , and from elastic 
data of this experiment (open 
squares), at several values of 
Q2

, are plotted against x . The 
errors shown include all statis­
tical and point-to-point system­
atic errors added in quadrature. 
The higher Q 2 plots also in­
clude data from BCDMS and 
CDHS. The boldly hashed area 
is the range of QCD calcula­
tions including target-mass ef­
fects. 
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FIG. 8. The values of Rat different x (0.2 , 0.35, and 0.5), 
averaged over all targets, are plotted versus Q2

, with all sta­
tistical and point-to-point systematic errors added in quadra­
ture. The data from high Q 2 CDHS (v-Fe) , EMC (~t-D) , and 
BCDMS (wC/H) experiments are also plotted. The lower 
lightly hashed band is the range of perturbative QCD pre­
dictions for R obtained using various standard quark-gluon 
distribution functions. The higher boldly hashed band is 
similarly computed range for QCD including target mass ef­
fects. The dot-dashed line is the prediction of the naive par­
ton model. The dotted line for x = 0.5 is the prediction of a 
diquark model. 
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FIG. 9. The values of R at Q2 = 1.5, 2.5, and 5 GeV2 are 
plotted against x. The errors shown include all statistical and 
point-to-point systematic errors added in quadrature. The 
lower lightly hashed band is the range of perturbative QCD 
predictions for R obtained using various standard quark-gluon 
distribution functions. The higher boldly hashed band is sim­
ilarly computed range for QCD including target mass effects. 
The dot-dashed line is the prediction of the naive parton 
model. 


