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Abstract. We describe an algorithm for the numerical computation of the rank-one convex
envelope of a function f : Mm×n → R. We prove its convergence and an error estimate in L∞.
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1. Introduction. A real valued function f defined on the space Mm×n of all
real m× n matrices is said to be rank-one convex if the functions ϕ : R→ R defined
by ϕ(t) = f(F + tR) are convex ∀F, R ∈ Mm×n, rankR ≤ 1. If a given function f
is not rank-one convex, how can one compute the rank-one convex envelope frc of f ,
i.e., the largest function frc ≤ f that is rank-one convex? This is a difficult problem
since, in general, the value of frc for a given matrix F depends on the values of f on
the whole space Mm×n and not just on the values of f on a bounded neighborhood
of F .

The problem of computing the rank-one convex envelope of a function arises, for
example, in the mathematical analysis of models in nonlinear elasticity or homogeni-
zation: The fundamental question here consists in finding a deformation u : Ω ⊂
Rn → Rn which minimizes an energy functional

I(u) =

∫
Ω

W (Du) dx

subject to suitable boundary conditions, e.g., u(x) = Fx on ∂Ω. Here Ω is the
reference configuration of an elastic body and W ≥ 0 is a stored energy density.
In general this problem has no solution (in appropriate Sobolev spaces) if W is not
quasiconvex. Here W is said to be quasiconvex if for affine boundary conditions the
homogeneous deformation is minimizing, i.e.,∫

Ω

W (F +Dϕ)dx ≥
∫

Ω

W (F )dx ∀F ∈Mn×n, ∀ϕ ∈ C∞0 (Ω;Rn)

(see [M], [BJ]). The fundamental theorem in relaxation (see [Da]) states that

min
u∈A

∫
Ω

W qc(Du)dx = inf
u∈A

∫
Ω

W (Du)dx,

where A is a suitable class of functions, e.g., A = {u ∈ W 1,∞(Ω;Rn) : u(x) =
Fx on ∂Ω}. Here W qc is the quasiconvex envelope of W , i.e., the largest quasicon-
vex minorant of W . Therefore we can compute the relaxed or effective energy by
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minimizing the relaxed functional where one replaces W by W qc. However, W qc is
difficult to compute and analytically only known in very special cases where W qc and
W rc coincide (see, e.g., [KS2], [Pi], [LDR]). It is unknown whether this is always
true if, for example, the function W has additional symmetries like those implied by
frame indifference. Since quasiconvexity implies rank-one convexity (the converse is
not true; see [Sv2]) we have W qc ≤W rc ≤W and hence the equalities

min
u∈A

∫
Ω

W qc(Du)dx = inf
u∈A

∫
Ω

W rc(Du)dx = inf
u∈A

∫
Ω

W (Du)dx.

Numerical schemes for the computation of the relaxed energy based on these identities
require approximations of W rc or W qc. This is an extremely complex task since in
the cases of physical interest (n = m = 2 and n = m = 3) these functions are defined
on four- and nine-dimensional matrix spaces, respectively. There are no reasonable
numerical schemes for the computation of the quasiconvex envelope known. Here we
describe a reliable algorithm for the computation of W rc restricted to a grid in Mm×n

and give a rigorous convergence proof. The numerical examples in section 5 show even
better convergence properties than those predicted analytically. Unfortunately it is
unknown whether the discrete function can be extended from the grid to the whole
space preserving suitable convexity properties; see section 3 for a short discussion of
this issue. Thus it remains a challenging problem to combine the numerical rank-one
convexification with the original minimization problem. For numerical methods to
treat the nonconvex problem see the recent survey article [L].

A closely related problem concerns the computation of certain generalized convex
hulls of sets K ⊂Mm×n. Define the quasiconvex hull Kqc of a given set K by

Kqc = {X ∈Mm×n, f(X) ≤ sup
Y ∈K

f(Y ) ∀f : Mm×n → R quasiconvex}

(see [Sv3]); we define the rank-one convex hull Krc and the separately convex hull
Ksc of K analogously. Here we say that f is separately convex if it is convex in
each variable. If K = {X,W (X) = 0}, then Kqc is closely related to the set of
(affine) boundary conditions for the variational problem above for which there exist
Lipschitz continuous functions u with I(u) = 0 (see [DM], [MS]). Again it is, in
general, very difficult to compute the quasiconvex hull of a given set explicitly (see,
e.g., [BJ], [Sv3]). Since Krc ⊂ Kqc, the rank-one convex hull gives an inner bound
for the quasiconvex hull. If K is compact, then Krc = {X, (dist(·,K))rc(X) = 0}.
For further generalization of notions of convexity and convex hulls as well as their
properties see, for example, [MP], [T], and [Z].

In this paper we propose an algorithmA that computes a discrete rank-one convex
envelope fh of f on a given uniform grid Gh ⊂ Mm×n. If f is bounded from below
by a rank-one convex function, we prove that the functions fh converge to frc in the
grid points as the mesh size h tends to zero. The algorithm is based on the idea that
it is possible to compute frc by successively rank-one convexifying f on all rank-one
lines in Mm×n (see [KS2, Section 5C] for a discussion of this and related ideas). One
problem in numerical schemes based on this approach is that given two matrices in
the grid it is difficult to decide whether they lie on a rank-one line or not. This is
due to the fact that the set {detX = 0} is not open in Mm×n and thus not stable
with respect to perturbations. We solve this problem by defining a suitable set Rh of
rank-one matrices with the property that Fh + Rh ∈ Gh for Fh ∈ Gh and Rh ∈ Rh.
It is crucial for the proof of the convergence of the algorithm that the numerical
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scheme performs one-dimensional convexifications only on rank-one lines and not on
“approximate” rank-one lines defined by a condition of the form |detR| < τ , where τ
is a given tolerance. A closely related approach was independently analyzed in [Pl].

The paper is organized as follows: In section 2 we introduce the relevant notation
and recall important facts concerning rank-one convexity. In section 3 we define
the algorithm and state the convergence theorems. The proofs of the theorems are
contained in section 4. We present some numerical examples in section 5.

2. Preliminaries. In this section we recall basic facts concerning rank-one con-
vexity and rank-one convex envelopes of functions f : Mm×n → R.

Definition 2.1.
(i) A function f : Mm×n → R is said to be rank-one convex if

f(λF1 + (1− λ)F2) ≤ λf(F1) + (1− λ)f(F2)

∀F1, F2 ∈Mm×n, rank (F1 − F2) ≤ 1 and λ ∈ [ 0, 1 ].
(ii) The rank-one convex envelope frc of a function f : Mm×n → R is defined by

frc = sup{ g ≤ f, g rank-one convex }.
An equivalent definition of rank-one convexity can be given using the following

property of matrices [Da, Section 4.1.1.3]. The pairs (λi, Fi) ∈ R × Mm×n, i =
1, . . . , N , satisfy the condition HN (we write (λi, Fi) ∈ HN ) if the following holds:

λi ≥ 0,
∑N
i=1 λi = 1, and

(i) N = 1: H1 is always true;
(ii) if N ≥ 2, then, up to a permutation, rank (F1 − F2) ≤ 1 and if

µ1 = λ1 + λ2, G
N−1
1 =

λ1F1 + λ2F2

λ1 + λ2
,

µi = λi+1, G
N−1
i = Fi+1, i = 2, . . . , N − 1,

then (µi, G
N−1
i ) ∈ HN−1. It is convenient to define GNi = Fi, i = 1, . . . , N . Applying

this definition recursively defines matrices Hi = GN−i1 , i = 1, . . . , N − 1. Clearly

HN−1 =
∑N
i=1 λiFi. The geometric interpretation of the definition above is given by

a graph G(λi, Fi) with leaves Fi, inner nodes Hi, and edges that are rank-one lines in
Mm×n; see Figure 2.1. Conversely, any graph of this form defines a set of pairs (λi, Fi)
with the properties above. Removing the edge that contains HN−1 as an inner point
one obtains two disjoint trees with the following properties.

Remark 2.1. If (λi, Fi) ∈ HN with N > 2, then there exists k ∈ {1, . . . , N − 1}
such that, up to a permutation,(

λi
λ1 + · · ·+ λk

, Fi

)
i=1,...,k

∈ Hk,
(

λi
λk+1 + · · ·+ λN

, Fi

)
i=k+1,...,N

∈ HN−k,

and if

µ1 = λ1 + · · ·+ λk, µ2 = λk+1 + · · ·+ λN

and

G1 =
λ1F1 + · · ·+ λkFk
λ1 + · · ·+ λk

, G2 =
λk+1Fk+1 + · · ·+ λNFN

λk+1 + · · ·+ λN
,

then (µi, Gi) ∈ H2.
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Fig. 2.1. Generation of the graph G(λi, Fi), N = 6. The solid and the dotted lines represent
rank-one lines.

Lemma 2.2 (see [Da, Proposition 4.1.4, Theorem 5.1.1]).
(i) A function f : Mm×n → R is rank-one convex if and only if

f
( N∑
i=1

λiFi

)
≤

N∑
i=1

λif(Fi) ∀ (λi, Fi) ∈ HN , ∀N.

(ii) The rank-one convex envelope frc is given by

frc(F ) = inf

{
N∑
i=1

λif(Fi), (λi, Fi) ∈ HN and F =

N∑
i=1

λiFi

}
.

It is not possible to bound the number N in the definition of frc. We denote
by EN (K) the set of all functions for which the rank-one convex envelope can be
computed using no more than N matrices Fi ∈ K.

The next two lemmas show that it is sufficient to use matrices Fi ∈ Br(0) ⊂Mm×n

in the formula for frc in Lemma 2.2 if f is rank-one convex outside of Br(0) = {F ∈
Mm×n : |F | ≤ r} and satisfies an appropriate lower bound on Br(0). This is in the
spirit of results in [Pe1, Lemma 6.3], [Pe2, Section 4], and [Sv1, Lemma 3.1].

Lemma 2.3. Assume that f, grc : Mm×n → R are continuous, grc is rank-one
convex, f ≥ grc on Mm×n, f = grc on Mm×n \Br(0), and that f is rank-one convex
on Br(0). Then f is rank-one convex.

Proof. It suffices to consider rank-one lines that intersect ∂Br(0). Let F1 ∈ Br(0),
F2 ∈Mm×n \Br(0), with rank (F1 − F2) ≤ 1, λ ∈ [ 0, 1 ] and F̄ = λF1 + (1− λ)F2. If
F̄ ∈Mm×n \Br(0), then

f(F̄ ) = grc(F̄ ) ≤ λgrc(F1) + (1− λ)grc(F2)

≤ λf(F1) + (1− λ)f(F2).

If F̄ ∈ Br(0), define F0 = νF1 + (1− ν)F2 ∈ ∂Br(0) and µ by F̄ = µF1 + (1− µ)F0.
We obtain

f(F̄ ) = f(µF1 + (1− µ)F0)

≤ µf(F1) + (1− µ)f(F0)

≤ (µ+ (1− µ)ν)f(F1) + (1− µ)(1− ν)f(F2).

Since (µ + (1 − µ)ν)F1 + (1 − µ)(1 − ν)F2 = F̄ we have µ + (1 − µ)ν = λ and the
result follows. The case that F1, F2 ∈ Mm×n \ Br(0) and F̄ ∈ Br(0) can be handled
similarly.
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Lemma 2.4. Assume that f, grc : Mm×n → R are continuous, f ≥ grc on Mm×n,
f = grc on Mm×n \Br(0) and that grc is rank-one convex. Define f̃ by f̃(F ) = f(F )
if F ∈Mm×n \Br(0) and by

f̃(F ) = inf

{
N∑
i=1

λif(Fi), (λi, Fi) ∈ HN , Fi ∈ Br(0), F =
N∑
i=1

λiFi

}
for F ∈ Br(0). Then f̃ = frc.

Proof. We first show that f̃ and grc satisfy the assumptions of Lemma 2.3. Clearly
f̃ ≥ grc. Using the same arguments as in the proof of Theorem 5.1.1 in [Da] it is easy
to see that f̃ is rank-one convex on Br(0) and hence continuous on Br(0). We finally
check that f̃ is continuous on ∂Br(0). To see this fix F0 ∈ ∂Br(0), ε > 0 and choose
δ > 0 such that |f(F )− f(F0)| < ε if |F − F0| < δ. If G ∈ Bδ(F0) ∩Br(0), then

grc(G) ≤ f̃(G) ≤ f(G) ≤ grc(F0) + ε.

Thus f̃(G)→ f(F0) as G→ F0.
It remains to show that f̃ = frc. By Lemma 2.3 the function f̃ is rank-one convex

and hence f̃ ≤ frc. On the other hand, the formula for frc in Lemma 2.2 for frc

shows that frc ≤ f̃ . This proves f̃ = frc.

3. Discretization and description of the algorithm. In this section we de-
scribe the algorithm for the computation of the rank-one convex envelope of a given
function f on a ball Br(0) ⊂ Mm×n. For 0 < h < 1 and r > 1 denote by G(h, r) the
uniform grid

G(h, r) = {hG : G ∈Mm×n, Gij ∈ Z, i = 1, . . . ,m, j = 1, . . . , n} ∩Br(0).

For each h define a discrete set of rank-one directions Rh,r by

Rh,r = {hR : R = a⊗ b, a ∈ Zm, b ∈ Zn,
√
h |a|,

√
h |b| ≤

√
2r}.

Finally denote by `h,r(F,R), rank (R) = 1, the intersection of the grid G(h, r) with
the rank-one line F + tR,

`h,r(F,R) = {F + tR, t ∈ R} ∩ G(h, r)

and by fh(F,R)(·) the restriction of fh to `h,r(F,R) (which can now be considered as a
function of one variable given at finitely many points). A function fh is called rank-one
convex on G(h, r) if the piecewise affine interpolation P1f

h(F,R) of fh(F,R) is convex
for all rank-one lines `h,r(F,R). It seems to be unknown whether one can extend a
function fh which is rank-one convex on G(h, r) to a rank-one convex function on
Br(0). However, it is easy to see that simple multilinear interpolation does not work.
Consider, for example, the convex function f(X) = (−X11 −X12 −X21 −X22 + 1)+,
where a+ = max{a, 0}. Let fh be its restriction to G(1,∞). Since fh vanishes at all
corners of the four-dimensional unit cube except for zero, the multilinear interpolation
of fh on [ 0, 1 ]4 is given by M(X) = (X11 − 1)(X12 − 1)(X21 − 1)(X22 − 1). Consider
now

m(t) = M
((

1 0
1 0

)
+ t
( −1 1
−1 1

))
= M

((
1− t t
1− t t

))
.

Since m(t) = t2(1−t)2 fails to be convex on [ 0, 1 ] we conclude that M is not rank-one
convex.

We are now in a position to describe the algorithm A as follows.
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1. i := 0; fhi := f |G(h,2r);

2. g := fhi ;
3. ∀F ∈ G(h, 2r),∀R ∈ Rh,r; g := convexify(g, F,R,G(h, 2r));
4. fhi+1 := g; i := i+ 1;
5. if ‖fhi − fhi−1‖∞ > ε goto 2; else stop;

In the description of the algorithm A we use a subroutine convexify(g, F,R,G(h, 2r))
that computes the convexification of g restricted to `h,2r(F,R)(see, e.g., [B, Co]). The
parameter ε is a given precision. The following two theorems describe the properties
of the algorithm A.

Theorem 3.1. Assume that f ≥ grc on Br(0) for some rank-one convex function
grc. Then there exists a rank-one convex function fh : G(h, r) → R such that the
functions fhi defined in A converge to fh.

In the following theorem we consider a sequence G(hi, r) of uniform grids for
hi → 0. We define

qi =
hi+1

hi
, δi =

√
m+ n

√
2r
√
hi

and

q(h0, . . . , hN−1) = max
0≤i≤N−2

qi, δ(h0, . . . , hN−1) =
N−2∑
i=0

(δi + 2rqi).

Theorem 3.2. Assume that f, grc : Mm×n → R are continuous, that grc is
rank-one convex, f ≥ grc on Mm×n, and f = grc on Mm×n \Br(0). Let G(hi, r) be a
sequence of uniform grids for hi ↘ 0 such that G(hi,∞) ⊂ G(hj ,∞) if j ≥ i. Then
fhi = A(f,G(hi, 2r)) converges to frc in the following sense:

lim
i→∞

‖fhi − frc‖∞;G(hj ,r) = 0 ∀j ∈ N.

Moreover, if f ∈ EN (Br(0)) is locally Lipschitz continuous and L is a Lipschitz con-
stant for f on B2r(0), then the following estimate holds for ` ≥ k0 + N − 1 and any
choice of indices k0 ≤ i0 < · · · < iN−1 ≤ `:

‖fh` − frc‖∞;G(hk0
,r) ≤ Lδ(hi0 , . . . , hiN−1

) +
(

sup
B2r(0)

|f |) q(hi0 , . . . , hiN−1
).

An immediate consequence is the following corollary.
Corollary 3.3. Assume that hk = 2−k and that the hypotheses in Theorem 3.2

hold. Suppose in addition that k0 is even and that δ(hk0 , . . . , hk0+N−1) < r. Then the
following estimate holds for ` ≥ N+1

2 k0:

‖fh` − frc‖∞;G(hk0
,r) ≤ (

√
m+ n

√
2rL+ 2r sup

B2r(0)

|f |)(N − 1)
√
hk0

.

Proof. Choose i` = (1 + `
2 )k0 in Theorem 3.2.

We postpone the proofs of the theorems to section 4 and conclude this section
with some remarks concerning generalizations and the necessity of the assumptions
in the theorems.

Remarks.
(1) The lower bound for f is needed in order to avoid fhi ↘ −∞ in the algorithm.
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(2) The assumption f = grc outside Br(0) can be replaced by the assumption
that frc restricted to Br(0) does not depend on the values of f outside Br(0). There
are nontrivial examples of functions which are not rank-one convex outside Br(0), for
which the rank-one convex envelope can be computed on Br(0) with the values of f on
Br(0) only; see section 5 for an example. The lower bound f ≥ grc for some rank-one
convex function grc is not too restrictive; there exist rank-one convex functions with
linear growth at infinity (see [Sv1]).

(3) The fact that frc can be computed locally is crucial for the convergence in
Theorem 3.2. If, e.g.,

grc(t) = ke−t
2

(χ(−∞,−r)(t) + χ(r,∞)(t)) + a(r)t2χ(−r,r)(t)

with a(r) = ke−r
2

/r2and k > 0 then the rank-one convexification of f on (−r, r) can
be any rank-one convex function h with a(r)r2 ≥ h(t) ≥ a(r)t2, but frc ≡ 0.

(4) A uniform estimate ‖fhi − frc‖∞;G(hi,r) ≤ Ch1/3
i has recently been obtained

in [DW].

4. Convergence of the algorithm. In this section we prove the theorems
stated in section 3.

Proof of Theorem 3.1. We first show that fhi ≥ fhi+1 ≥ grc. Clearly fh0 ≥ grc and
fhi ≥ fhi+1. To prove that fhi+1 ≥ grc, it suffices to show that

w̃ := convexify(w,F,R,G(h, 2r)) ≥ grc if w ≥ grc, rankR ≤ 1.

By the rank-one convexity of grc we have P1(w|`h,2r(F,R)) ≥ P1(grc|`h,2r(F,R)) and
the inequality follows directly from the definition of the rank-one convex envelope
since P1(grc|`h,2r(F,R)) is convex. Thus fhi is a monotone decreasing sequence on

G(h, 2r) bounded from below and converges pointwise to a function fh. It remains
to show that fh is rank-one convex. Assume otherwise. Then there exist matrices
F1, F2, F̄ ∈ G(h, r) such that rank (F1−F2) ≤ 1, F̄ = λF1 + (1−λ)F2, λ ∈ [ 0, 1 ], and

fh(F̄ ) = λfh(F1) + (1− λ)fh(F2) + δ, δ > 0.

Choose i large enough such that fhi (X) − fh(X) < δ/3 for X ∈ {F1, F2, F̄}. This
implies

fhi (F̄ ) ≥ fh(F̄ ) ≥ λfhi (F1) + (1− λ)fhi (F2) +
2

3
δ.

The computation of fhi+1 includes the convexification of fhi on `h,r(F̄ , F1 − F2) and
thus decreases the value of fhi (F̄ ) by at least 2

3δ. Consequently,

fh(F̄ ) ≤ fhi+1(F̄ ) ≤ fhi (F̄ )− 2

3
δ ≤ fh(F̄ )− δ

3
,

a contradiction.
The proof of Theorem 3.2 relies on the following two lemmas, which allow us to

construct for a given rank-one tree in Mm×n a rank-one tree supported on the grid
which is close to the given one.

Lemma 4.1. Let hi be a sequence as in Theorem 3.2. Assume that F1, F2 ∈
Mm×n, rank (F1−F2) = 1, |F1|, |F2| < r, F̄ = λF1 +(1−λ)F2 and that F̄h ∈ G(hj , r)
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such that |F̄−F̄h| < δ. Then, for ` ≥ j big enough, there exist Fh1 , F
h
2 ∈ G(h`, r + 3δ),

rank (Fh1 − Fh2 ) ≤ 1, and λh ∈ [ 0, 1 ] such that

|F1 − Fh1 | < 3δ, |F2 − Fh2 | < 3δ, |λ− λh| < δ

and F̄h = λhFh1 + (1− λh)Fh2 .
Proof. By assumption we may choose a ∈ Rm, b ∈ Rn such that F1 − F2 = a⊗ b.

Replacing a by ã = (|b|/|a|)1/2a and b by b̃ = (|a|/|b|)1/2b if necessary, we may assume
that |a| = |b|. Since |a ⊗ b| = |a||b| = |F1 − F2| ≤ 2r we deduce |a|, |b| ≤ √2r. For
k > 0 (k will be chosen later) choose ak ∈ √hk Zm, bk ∈ √hk Zn, such that |ak| ≤ |a|,
|bk| ≤ |b|, and

|ak − a| ≤
√
mhk, |bk − b| ≤

√
nhk.

Clearly

|a⊗ b− ak ⊗ bk| ≤ |a− ak||b|+ |b− bk||ak| ≤ √m+ n
√

2r
√
hk.

For ` ≥ k let p = hk
h`

. Since G(hk,∞) ⊂ G(h`,∞) it follows that p ∈ N. For δλ > 0

given (δλ will be chosen later) we may choose ` big enough such that there exists
q ∈ N with |λ− q

p | < δλ. Let λ` = q
p and define F `1 and F `2 by

F `1 = F̄h + (1− λ`)(ak ⊗ bk),

F `2 = F̄h − λ`ak ⊗ bk.
By construction F `1 , F

`
2 ∈ G(h`, r),

|F `1 − F1| ≤ |F̄ − F̄h|+ |1− λ`||ak ⊗ bk − a⊗ b|+ |λ− λ`||a⊗ b|
≤ δ +

√
m+ n

√
2r
√
hk + 2rδλ(4.1)

and similarly |F `2 − F2| ≤ δ +
√
m+ n

√
2r
√
hk + 2rδλ. Now choose k and `, k ≤ `,

big enough such that |λ− λ`| ≤ δλ := δ
2r and

√
m+ n

√
2r
√
hk ≤ δ. The claim of the

lemma follows with λh = λ`, Fh1 = F `1 and Fh2 = F `2 .
Lemma 4.2. Let G(h0,∞) ⊂ G(h1,∞) ⊂ · · · ⊂ G(hN−1,∞) be a sequence of

nested grids with h0 > · · · > hN−1. Assume that (λα, Fα) ∈ HN , |Fα| < r and that

in addition F̄ =
∑N
α=1 λαFα ∈ G(h0, r). Then there exist (λhα, F

h
α ) ∈ HN such that

Fhα ∈ G(hN−1, r + δ(h0, . . . , hN−1)), F̄ =
∑N
α=1 λ

h
αF

h
α and

|λα − λhα| ≤ q(h0, . . . , hN−1), |Fα − Fhα | ≤ δ(h0, . . . , hN−1).

Proof. The idea is to construct the matrices Fhα recursively, starting from the
average F̄ and going backwards in the definition of the condition HN , until we reach
the original matrices Fα. Using the definitions in section 2 there exist µ2

1, µ
2
2 and

G2
1, G

2
2 such that

F̄ = µ2
1G

2
1 + µ2

2G
2
2.

We now apply Lemma 4.1. Since F̄ ∈ G(h0, r) we can take δ arbitrarily small. In
particular, if we choose k = j in the proof of Lemma 4.1 (see (4.1)) we may fix

µ2,h
1 , µ2,h

2 ∈ (0, 1) and G2,h
1 , G2,h

2 ∈ G(h1, r) such that

|µ2
i − µ2,h

i | ≤ δλ =
h1

h0
= q0,

|G2
i −G2,h

i | ≤
√
m+ n

√
2r
√
h0 + 2rδλ = δ0 + 2rq0,
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for i = 1, 2. Iterating this argument we obtain for 2 ≤ ` ≤ N matrices G`,hi ∈
G(h`−1, r+ δ(h0, . . . , h`−1)) and µ`,hi ∈ (0, 1), 1 ≤ i ≤ `, with the following properties:

|µ`i − µ`,hi | ≤ q`−2,

|G`i −G`,hi | ≤ δ`−3 + q`−3 +
√
m+ n

√
2r
√
h`−2 + 2r

h`−1

h`−2

=

`−2∑
p=1

(δp + 2rqp).

The claim of the lemma follows for ` = N since FNi = GNi .
Lemma 4.3. Assume that (λhα, F

h
α ) ∈ HN and that the matrices Fhα and the

associated matrices Hh
α (see section 2 for the definition) are contained in G(h, r). Let

F̄h =
∑N
α=1 λ

h
αF

h
α . Then fh = A(f,G(h, r)) satisfies

fh(F̄h) ≤
N∑
α=1

λhαf(Fhα ).

Proof. This follows easily by induction using Remark 2.1. Note that the matrices
G1, G2 defined in Remark 2.1 are contained in G(h, 2r) if one splits the graph removing
the edge containing the matrix HN−1.

Proof of Theorem 3.2. Since G(hj , r) contains only finitely many points it suffices
to show that for Fh ∈ G(hj , r) and ε > 0 given there exists k0 ∈ N big enough such
that

fhi(Fh)− frc(Fh) < ε, i ≥ k0.

Let M ≥ supB2r(0) |f |. Using Lemma 2.4 we may choose (λα, Fα) ∈ HN with Fα ∈
Br(0), Fh =

∑N
α=1 λαFα and

frc(Fh) ≥
N∑
α=1

λαf(Fα)− ε̃

2
.

Since f is uniformly continuous on B2r(0) we may choose η ∈ (0, r) such that |F |,
|G| < 2r, |F−G| < η implies |f(F )−f(G)| < ε/2. Fix K = max{2NM, 6r(N−1)ε/η}
and hi0 such that

√
m+ n

√
2r
√
hi0
√
K/(
√
K−√ε) ≤ η/3. Then choose hij for j ≥ 0

such that hij+1
/hij ≤ ε/K. By definition, qij ≤ ε/K and

δ(hi0 , . . . , hiN−1
) =

N−2∑
j=0

√
m+ n

√
2r
√
hij +

N−2∑
j=0

2r
ε

K

=
√
m+ n

√
2r
√
hi0

N−2∑
j=0

(
ε

K

)j/2
+ 2r(N − 1)

ε

K

=
√
m+ n

√
2r
√
hi0

√
K√

K −√ε + 2r(N − 1)
ε

K
≤ 2

3
η.

It follows from Lemma 4.2 and Lemma 4.3 that for k ≥ iN−1

fhk(Fh) ≤
N∑
α=1

λhαf(Fhα )
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=
N∑
α=1

λαf(Fα) +
N∑
α=1

(λhα − λα)f(Fα) +
N∑
α=1

λhα(f(Fhα )− f(Fα))

≤
N∑
α=1

λαf(Fα) +
N∑
α=1

ε

2NM
‖f‖∞;B2r(0) +

N∑
α=1

λhα
ε

2

≤ frc(Fh) + ε.

If f ∈ EN (Br(0)), then there exists for all matrices F ∈ G(hk0
, r) a family of pairs

(λα, Fα) ∈ HN , Fα ∈ Br(0) such that frc(F ) =
∑N
α=1 λαf(Fα). For any choice of

indices k0 ≤ i0 < · · · < iN−1 ≤ ` we may construct (λhα, F
h
α ) ∈ HN such that the

estimates in Lemma 4.2 hold. Then

|fh`(F )− frc(F )| ≤
N∑
α=1

|λα| |f(Fhα )− f(Fα)|+
N∑
α=1

|λα − λhα| |f(Fhα )|

≤ Lδ(hi0 , . . . , hiN−1
) + sup

B2r(0)

|f | qN−2.

This proves the theorem.

5. Numerical experiments. In this section we briefly describe the implemen-
tation of the algorithm and discuss numerical examples. We used a uniform grid in
the cube [−a, a ]4 ⊂ M2×2 with up to 67 points on each of the coordinate axes and
the following sets of rank-one directions,

Rh,k = {hR : R = a⊗ b, a ∈ Zm, b ∈ Zn, |ai|, |bi| ≤ k}
for k = 1, 2, 3. One obtains 16, 64, and 256 directions, respectively. In our implemen-
tation we used a lexicographic ordering of the points on the grid and the rank-one
directions. The discrete function fh defined on G(h, r) was stored as a one-dimensional
vector, which was updated after each one-dimensional convexification. These can be
done with O(n) operations if n is the number of points on `h,r(F,R). The following
method [K] uses the fact that gh := fh(F,R) is not convex at some point xi if〈( xi−1 − xi

gh(xi−1)− gh(xi)

)
,
( 0 −1

1 0

)( xi+1 − xi
gh(xi+1)− gh(xi)

)〉
< 0.

The implementation uses a FIFO stack:
FOR i=1 TO n DO

REPEAT

IF[[stack contains at least two points] AND

[angle(last two points on the stack, x_i)=>PI]]

THEN pop(last element, stack)

ENDIF

UNTIL stack unchanged

push(x_i, stack)

ENDFOR

The stack contains at the end of the computation the points which lie on the convex
envelope of the function. The affine interpolation yields the desired envelope of gh.
All computations were performed on a Silicon Graphics Origin 200 with four 180 MHZ
R10k processors and 1GB memory at the Max Planck Institute for Mathematics in
the Sciences, Leipzig. Our (strictly sequential) code needed, for example, 51 minutes
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Fig. 5.1. The logarithm of the L∞-norm versus the logarithm of the width of the grid for the
modified Kohn–Strang example. The dotted line has slope 1. (The logarithms are with respect to the
base 10.)

for a loop over all matrices and all rank-one directions with m = n = 2, k = 2, and
33 points on the one-dimensional axes. Approximately 75 million one-dimensional
convexifications were performed. Clearly all rank-one lines were considered more than
once during this cycle. However, bookkeeping seems to be more time and memory
consuming than allowing for these additional convexifications.

5.1. The Kohn–Strang example. Our first example arises in the context of
homogenization and has been studied in detail in [KS1], [KS2]. Let

W (ξ) =

{
1 + |ξ|2, ξ 6= 0,

0, ξ = 0.

The rank-one convex envelope can be computed explicitly (see [KS2, Section 5C]) and
is given by

W rc(ξ) =

{
1 + |ξ|2, %(ξ) ≥ 1,
2%− 2D, %(ξ) ≤ 1,

where D = |det (ξ)| and % =
√|ξ|2 + 2D. Since W does not satisfy the assumptions

in Theorem 2.2 (W is not continuous at zero) we define the following modification:

W̃ (ξ) =

{
1 + |ξ|2 if |ξ| ≥ √2− 1,

2
√

2|ξ| if |ξ| ≤ √2− 1.

Then W rc ≤ W̃ ≤ W and therefore W̃ rc = W rc. The proof in [KS2] shows that
W and hence W̃ belong to E2 and Theorem 3.2 guarantees the convergence of the
algorithm. Figure 5.1 shows the L∞-norm of fhi − frc on a uniform grid with hi =
2/Ni, Ni ∈ {5, 9, 17, 25, 33, 41, 49}, Rh = Rh,3, and ε = 10−5 in the algorithm. The
empirical convergence rate (with the error computed on the full grid, not just on a
subgrid as in Theorem 3.2; it is impossible to get reasonable data on a sequence of
properly nested grids) seems to be superlinear and thus much better than predicted.

5.2. A function related to the four gradient problem. The following ex-
ample has been studied by different authors independently (see [AH], [CT], [T]). Let

K̃ =
{

(1, 2), (2,−1), (−1,−2), (−2, 1)
}

= {p1, p2, p3, p4},
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and define q1 = (1,−1), q2 = (−1,−1), q3 = (−1, 1), and q4 = (1, 1). It follows from
the references above

K̃sc = Q∞(0, 1) ∪
4⋃
i=1

[ pi, qi ],

where [ a, b ] = {λa+ (1−λ)b : λ ∈ [ 0, 1 ]} and Q∞ = {(x, y) : |x|, |y| ≤ 1}. Following
[BFJK] we extend this example to M2×2 by defining K = {diag(s, t), (s, t) ∈ K̃}.
This set is of particular interest, since despite the fact that K does not contain any
rank-one direction, Krc is nontrivial. Indeed Krc = {diag(s, t), (s, t) ∈ K̃sc}. Since
rank-one convexity implies separate convexity, the inclusion “⊃” is clear; the other
follows, for example, from the following proposition, Proposition 5.1. Let

d(z) = min{|pi − z|1 : i = 1, . . . , 4} = dist 1(z,K),

where |z|1 = |(x, y)|1 = |x| + |y| is the `1-norm in R2. Define the rectangle P1 =
[ 1, 2 ] × [−1, 2 ] and the sector S1 = {x ≥ 2, −x ≤ y ≤ x} as well as the rotated
rectangles and sectors, Pi = R( i−1

2 π)P1 and Si = R( i−1
2 π)S1. Here R(ϕ) denotes the

rotation of the plane about zero with angle ϕ.
Proposition 5.1. Let Φ : M2×2 → R be given by

Φ(X) = d(X11, X22) +
1

6
(X2

12 +X2
21).

Then

Φrc(X) = dsc(X11, X22) +
1

6
(X2

12 +X2
21).

Moreover, if

p(z) =
1

3
(x− 1)(y + 1)

and

h(z) =

 x− y − 3 if y ≤ −1,
x+ 1

3 (y + 1)− 2 if y ∈ [−1, 2 ],
x+ y − 3 if y ≥ 2,

then

dsc =


0 if z ∈ Q∞(0, 1),
p
(
R(− i−1

2 π)z
)

if z ∈ Pi,
h
(
R(− i−1

2 π)z
)

if z ∈ Si.
Proof. It is easy to see that Φrc(X) ≤ dsc(X11, X22) + 1

6 (X2
12 + X2

21) =: Ψ(X).
A short calculation shows that Ψ is rank-one convex and thus the assertion of the
proposition follows since Φrc is the largest rank-one convex minorant of Φ. The
formula for dsc is obtained by considering d restricted to segments {s} × [−s, s ],
s ≥ 1 and using the high degree of symmetry in the definition of K.

We computed Φrc on a uniform grid in [−4, 4 ]4. This example demonstrates
the sensitive dependence of the quality of the approximation on the position of the
grid. If K is contained in the grid, then the L∞-error is immediately of order 10−5,
while we observe only linear convergence if K is not a subset of the grid points; see
Figure 5.2 and Table 5.1. The first case corresponds to 17, 33, and 65 points on the
coordinate axes, while the latter corresponds to computations with 19, 35, and 67
points, respectively.
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Fig. 5.2. The logarithm of the L∞-norm versus the logarithm of the width of the grid for the
four gradient problem on general meshes which do not contain the zero set of Φ. The dotted triangle
has slope 1. (The logarithms are with respect to the base 10.)

Table 5.1
L∞-norm of the error in computations for the four gradient problem. The tabel shows the

number of grid points on the coordinate axes and the error after one, two and three loops in the
algorithm, respectively. Here a loop means a cycle over all matrices and all rank-one directions. We
used Rh = Rh,2.

Gridpoints Iteration 1 Iteration 2 Iteration 3

17 0.2222222 0.0034294 0.0000423
19 0.4665883 0.3359462 0.3333656
33 0.2222222 0.0037723 0.0000466
35 0.3525501 0.1797479 0.1765110
65 0.2222222 0.0039438 0.0000487
67 0.2877217 0.0909544 0.0909113

5.3. Does rank-one convexity imply quasiconvexity?. This is still a funda-
mental open problem in the calculus of variations if the dimension m of the target
is 2. A counterexample for m ≥ 3 has been given by Šverák in [Sv2]. Our rigorous
convergence proof justifies the following test for m ≥ 2. Guess, for example, on a
triangulation of the unit cube Q a piecewise affine test function which vanishes on
∂Q. Define K = {∇f(x) : x ∈ Q} and

f(X) =

{
0 if X ∈ K,
∞ else.

It is clear that fqc(0) = 0. If the algorithm shows that the numerical approximation
of frc in zero is positive, this could give some evidence that rank-one convexity does
not imply quasiconvexity. Unfortunately, we did not discover any promising examples
in (2 × 2)-matrices. However, we found the following set of eighteen gradients in
(3× 2)-matrices which could lead to a new counter example for m = 3:

( 0 −2
0 1
−1 1

)
,

( −2 0
1 0
1 −1

)
,

( −2 1
0 0
0 1

)
,

( 1 −2
−1 1

0 1

)
,

( 2 0
0 0
1 −1

)
,

( 1 1
0 0
−1 1

)
,

( −2 0
1 1
1 −1

)
,

( −2 0
2 0
1 −1

)
,

( 1 1
−1 2

0 −2

)
,

( 2 0
0 1
−1 −1

)
,

( 1 0
0 0
−1 −1

)
,

( 0 1
−2 2

0 −2

)
,

( −2 2
2 −2
1 0

)
,

( 0 0
0 0
−1 2

)
,

( 2 −2
0 −2
−1 1

)
,

( −2 2
0 −2
0 0

)
,

( 0 0
−2 0

0 2

)
,

( 2 −2
0 −2
1 1

)
.
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Question: Is 0 ∈ Krc? If not, then the rank-one convexification of the distance
function to the set of these matrices is rank-one convex, but not quasiconvex.
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