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Abstract—We report on extended measurements and theory on the recently developed monolithic wavelength demultiplexer consisting of voltage tunable superlattice p–i–n photodetectors in a waveguide configuration. This includes a reduced wavelength spacing, an investigation of the polarization dependence of the crosstalk and bit-error-rate measurements for various crosstalk levels. We show that the device is able to demultiplex and detect two optical signals with a wavelength separation of 20 nm directly into different electrical channels at a data rate of 1 Gbit/s and with a crosstalk attenuation varying between 20 and 28 dB, depending on the polarization. The minimum acceptable crosstalk attenuation at a data rate of 100 Mbits/s is determined to be 10 dB. The feasibility of using the device as a polarization angle sensor for linearly polarized light is also demonstrated. The paper includes a theory for the emission of photogenerated carriers out of the quantum wells since this is potentially a speed limiting mechanism in these detectors. We show that a theory of thermally assisted tunneling by polar optical phonon interaction is able to predict emission times consistent with the observed temporal response.

I. INTRODUCTION

RECENT developments in epitaxial growth techniques with monolayer precision such as molecular beam epitaxy (MBE) [1] and metal-organic chemical vapor deposition (MOCVD) [2] have made possible a new class of optoelectronic devices based on physical phenomena in quantum wells and superlattices [3]. In these materials the carriers are confined to thin semiconductor layers. When the layer thickness approaches the Bohr radius, the electronic system enters the quantum regime and the material exhibits modified electrical and optical properties as compared to bulk material [4]. Among these so-called quantum size effects are the step-like density of states function [5], the structure dependent energy spectrum of allowed states [6], the room temperature excitonic nonlinear [7] and polarization dependent [8] absorption, and the enhanced electroabsorption effect [9]. New and improved optoelectronic devices such as quantum well lasers [10], nonlinear optical elements [11], infrared detectors [12], [13] and electroabsorption devices for optical modulation and detection have been fabricated using these materials.

The enhanced electroabsorption effect in quantum well structures with the electric field applied perpendicular to the plane of the layers originates from a field induced lowering of the ground state energies in the quantum wells [14]. This will shift the band edge to lower photon energies while still retaining the excitonic resonances and consequently a sharp band edge. This effect, known as the quantum confined Stark effect (QCSE) [9], [15], [16], has recently been investigated for high-speed optical modulators [17], [18], self-electrooptic effect devices [19], actively Q-switched quantum well lasers [20], size effect modulation light sources [21], and voltage tunable photodetectors [22], [23]. The latter device is realized by incorporating a superlattice or a multiple quantum well structure in the undoped depletion region of a p–i–n doped detector. When the reverse bias voltage is increased, the electric field increases in the quantum wells and consequently the absorption edge moves to longer wavelengths as predicted by the QCSE. In some recent publications we have briefly demonstrated the feasibility of high-speed detection [23] and monolithic wavelength demultiplexing [24] using such superlattice p–i–n photodetectors (SLPD).

In this paper we present results from extended measurements on the performance of the monolithic wavelength demultiplexer including a reduced wavelength spacing, a polarization-dependent crosstalk, and bit-error-rate degradation due to crosstalk as well as application to polarization sensitive detection. We also present a theory for the emission of photogenerated carriers out of the quantum wells since this is potentially a speed limiting mechanism in SLPD's. We show that a theory of thermally assisted tunneling by polar optical phonon interaction is able to predict emission times consistent with the observed temporal response.

The paper is organized as follows. In Section II we describe the device structure and fabrication. In Section III the characteristics of an individual SLPD are described in detail. This includes the spectral characteristics (Section III-A), the responsivity (Section III-B), and the high-frequency characteristics (Section III-C). In Section IV a theory of thermally assisted tunneling is presented. The performance of the device as a monolithic wavelength demultiplexer is described in Section V. In Section VI we show that the same device can be used to determine the
polarization angle of linearly polarized light. The concluding section, Section VII, summarizes our results.

II. DEVICE STRUCTURE AND FABRICATION

The device structure is shown schematically in Fig. 1. The epitaxial layers were grown by molecular beam epitaxy (MBE) in a RIBER 2300 R&D system with continuous substrate rotation and using solid sources. The substrate temperature was kept at 630°C throughout the growth. The following layers were sequentially grown on an n⁺-GaAs substrate: a 1.0 µm thick n⁺-GaAs buffer layer (4 · 10¹⁸ cm⁻³), a 1.0 µm thick n-Al₀.₂₅Ga₀.₇₅As layer (5 · 10¹⁷ cm⁻³), a 385 Å thick undoped superlattice buffer, a 1.0 µm thick undoped GaAs/Al₀.₆₅Ga₀.₃₅As (100/50 Å) superlattice, a 385 Å thick undoped superlattice buffer, a 1.0 µm thick p-Al₀.₂₅Ga₀.₇₅As layer (5 · 10¹⁷ cm⁻³), and finally a 0.2 µm thick p⁺-GaAs contact layer (1 · 10¹⁹ cm⁻³). The superlattice buffers have seven 20 Å thick GaAs layers and six Al₀.₂₅Ga₀.₇₅As layers with a thickness graded from 50 to 20 Å towards the superlattice. Introduction of a superlattice buffer has been shown to reduce the unintentional doping level in the succeeding layers due to impurity trapping at the buffer layer interfaces [25], [26]. As will be shown in Section III-A, a low doping level in the superlattice is important for the wavelength selectivity of the SLPD. The second superlattice buffer was introduced for symmetry purposes.

After epitaxial growth, separate SLPD’s were defined using proton implantation (120 keV, 5 · 10¹⁴ cm⁻²). The proton energy was adjusted to produce an implantation depth equal to the total thickness of the p-doped layers. This provides electrical isolation between the detectors (>1 GΩ) and reduces the capacitance of the individual diodes to about 0.7 pF. After metallization and lapping, the chip was cleaved into individual two-element edge detectors and mounted for high-speed operation. The final capacitance of each diode, including the submount capacitance, was about 0.9 pF at the operating bias voltage. In Fig. 2 we show a typical current–voltage characteristic of a mounted and bonded detector. The reverse breakdown voltage is 38 V which corresponds to an average electric field of about 400 kV/cm. This is similar to the maximum field at avalanche breakdown for one-sided abrupt junctions in GaAs for the same doping level [27]. The dark current was less than 1 nA at the maximum operating bias voltage of -15 V.

This detector geometry facilitates the fabrication of small area, low capacitance photodetectors suitable for high-speed operation. However, due to the small detector area seen by the incident optical signal, a precise alignment of the focusing lens (and/or optical fiber) and the detector required for efficient coupling. The structure also provides waveguiding perpendicular to the plane of the layers, and therefore compatible with integrated optoelectronics. The device essentially consists of two monolithically integrated and electrically isolated SLPD’s in a waveguide configuration. By applying different reverse bias voltages to the two detectors and thereby tuning the absorption edges to different wavelengths, the device will act as a dual wavelength demultiplexer for two appropriately chosen wavelengths.

III. CHARACTERISTICS OF INDIVIDUAL DETECTORS

A. Spectral Characteristics

The spectral characteristics of a SLPD were studied by illuminating the detector with light from an unpolarized monochromatic light source with a spectral resolution of about 3 nm. The photocurrent was measured as a function of wavelength for different applied reverse bias voltages. All measurements were made at room temperature. Representative photocurrent spectra at the band edge are
shown in Fig. 3. The main features of these spectra are the clearly resolved excitonic resonances and the pronounced redshift with increasing reverse bias voltage. The room temperature excitonic resonances are a consequence of the carrier confinement in the quantum wells which increases the binding energy of the excitons above that for bulk material [28]. The two excitonic peaks at the band edge correspond to the first quantized heavy hole-electron and light hole-electron excitons. Also shown in the figure (by arrows) are the calculated spectral positions of these excitonic resonances under zero field conditions as given by

$$E_{\text{ex}} = E_E + E_{\text{el}} + E_{\text{hl}} - E_B$$  \hspace{1cm} (1)

where $E_E$ is the GaAs bandgap, $E_{\text{el}}$ and $E_{\text{hl}}$ are the electron and (heavy or light) hole ground state energy levels in the quantum well, respectively, and $E_B$ is the excitonic binding energy. The quantized energy levels (or subband energies) $E_n$ can be found by solving the eigenvalue equations

$$\tan \left( \frac{m_e^* E_n L_w^2}{2\hbar^2} \right) = \frac{m_h^* (V_B - E_n)}{m_e^* E_n}$$  \hspace{1cm} (2)

$$\cot \left( \frac{m_e^* E_n L_w^2}{2\hbar^2} \right) = -\frac{m_h^* (V_B - E_n)}{m_h^* E_n}.$$  \hspace{1cm} (3)

Here $L_w$ is the quantum well width, $m_e^*$ and $m_h^*$ are the carrier effective masses in the quantum well and the barrier, respectively, and $V_B$ is the potential barrier height. The latter depends on the band offsets. In this and the following calculations we assume a ratio between the conduction and valence band offsets of 57/43 percent according to Miller et al. [29]. The parameters used in the calculations are summarized in Table I. The excitonic binding energies in the quantum wells ($L_w = 100$ Å, $x = 0.25$) were estimated as 8 and 9 meV for the heavy hole and the light hole exciton, respectively, [30]. As seen in Fig. 3 we obtain a good agreement between the calculated and the measured spectral positions of the excitonic transitions.

The low responsivity observed for the 0 V spectra is due to an incomplete depletion of the undoped region and consequently a reduced internal quantum efficiency. The bias required for full depletion was determined from capacitance versus voltage measurements to be $\approx 2$ V. These data can be used to estimate the background doping level in the superlattice, using the expression for the depletion width for a one-sided abrupt junction [31]

$$W = \frac{2\epsilon_s}{eN_A} \left( V_B - V_0 - \frac{2kT}{e} \right)$$  \hspace{1cm} (4)

where $\epsilon_s$ is the static dielectric constant (Table I), $V_B$ is the built-in voltage, $V_0$ is the applied reverse bias voltage, and $N_A$ is the impurity concentration in the superlattice which is assumed to be $p$-type due to unintentional incorporation of carbon during the MBE-growth [32]. By using an average static dielectric constant for the superlattice, we obtain a doping level of $5 \cdot 10^{15}$ cm$^{-3}$. When the reverse bias voltage exceeds 2 V, the electric field distribution in the superlattice can be found by solving the Poisson equation assuming that the superlattice is fully depleted and taking charge neutrality into account. The result from such a calculation is shown in Fig. 4. Here we notice a nonuniform field distribution through the 1 μm thick superlattice due to the relatively high impurity concentration.

The electric field dependence of the excitonic resonances can be explained by the QCSE [9], [15], [16]. When the reverse bias voltage, and consequently the electric field perpendicular to the superlattice layers is increased, the excitonic resonances are shifted to lower energies. The dominant contribution to this shift is a field induced lowering of the ground state energy levels in the quantum wells. This effect can be approximately described through perturbational calculations [14] (valid in the low-field region), where the energy shift due to an applied electric field $F$ of the ground state energy level in a quantum well of width $L_w$ and with infinite barrier

![Fig. 3. Photocurrent spectra measured under different applied reverse bias voltages. The arrows indicate the calculated heavy hole (hh) and light hole (lh) excitonic transition energies without an external applied field.](image)
The shift is thus proportional to the square of the electric field and to the carrier effective mass, and consequently the heavy hole exciton is shifted more than the light hole exciton for a certain applied field. For high fields the shift is smaller than the field induced ground state lowering, and the field and to the carrier effective mass, and consequently the exciton, due to the confinement and the excitonic resonances with increasing reverse bias.

As the applied electric field is increased, the oscillator strength of the excitonic resonances is also reduced. This is mainly a consequence of the reduced overlap integral between the polarized electron and hole wavefunctions perpendicular to the plane of the layers [16]. An important aspect for the wavelength selectivity of a device based on this electroabsorption effect is the broadening of the excitonic resonances with increasing reverse bias. Under zero-field conditions, the width of the exciton peak originates from interactions with thermal phonons [36]. This is the main broadening mechanism at room temperature. There is also a contribution from variations in the well thickness of the order of one monolayer along the plane of the layers [37]. When an electric field is applied, these broadening mechanisms become more efficient due to the reduced excitonic binding energy and the exciton width increases slightly [38]. At high fields ($>10^5$ V/cm), additional broadening is produced by field induced tunneling of the carriers out of the quantum wells [39]. In the present SLPD, however, the main broadening mechanism is the difference in excitonic transition energies through the superlattice caused by the field inhomogeneity. It is therefore of major importance to reduce the background doping level to obtain a high wavelength selectivity at the band edge.

Our measurement of the photocurrent spectra (using unpolarized light) gives no information on the polarization sensitivity of the detector. It has been shown, however, that the absorption in quantum well waveguides is highly anisotropic [8]. This is a result of quantum mechanical selection rules that govern the optically induced transitions [40]. For incident polarization parallel to the plane of the layers, both heavy hole and light hole excitons are observed. When the incident polarization is perpendicular to the plane of the layers, the heavy hole exciton peak disappears and its strength is transferred to the remaining light hole exciton. This anisotropy is preserved in the presence of large applied electric fields [35]. As we will see later, this causes a polarization dependence of the crosstalk in the wavelength demultiplexer (Section V) and can also be used to operate the device as a polarization angle sensor for linearly polarized light (Section VI).

**B. Responsivity**

The responsivities for the individual SLPD's were measured under conditions similar to those used in the demultiplexing experiment, with the excitation wavelengths resonant with the heavy hole excitons (Fig. 12, Section V). The two detectors were biased at -5 and -15 V, respectively. Two semiconductor lasers continuously operating at 850 and 870 nm, respectively, with the light polarized parallel to the plane of the superlattice layers (TE-polarized) were used. The outputs of the lasers were focused onto the cleaved edge of the detector using two microscope objectives. The responsivities for detectors 1 and 2 were measured to be 0.20 and 0.12 A/W, corresponding to external quantum efficiencies of 30 and 17 percent, respectively.

The measured responsivities can be analyzed by using a general expression for the external quantum efficiency of a waveguide detector, neglecting surface recombination effects [41]

$$\eta_{ext} = \kappa (1 - R) \frac{\Gamma_{\alpha_b}}{\alpha} (1 - e^{-\alpha L}) \eta_{int}$$

(6)

where $$\kappa$$ is the coupling efficiency, which accounts for the difference between the intensity profiles of the incident light and the waveguide mode, $$R$$ is the reflection coefficient at the cleaved edge, $$\Gamma$$ is the optical confinement factor, $$L$$ is the length of the detector, $$\alpha_{\alpha_b}$$ is the interband absorption at the excitation wavelength, and $$\alpha$$ is the loss coefficient of the propagating optical mode given by

$$\alpha = \Gamma_{\alpha_b} + \Gamma \alpha_{fc} + (1 - \Gamma) \alpha_{fc} + \alpha_s$$

(7)
where $\alpha_c$ and $\alpha_{cl}$ is the free carrier absorption in the superlattice and in the cladding layers ($n$- and $p$-AlGaAs), respectively. These latter parameters can be neglected for the doping levels used in the SLPD. The scattering loss in the waveguide, $\alpha_s$, includes lateral spreading of the optical beam propagating along the waveguide due to the absence of any guiding mechanism parallel to the layers. From the saturation behavior of the responsivity when the reverse bias voltage exceeds 2 V, we conclude that the internal quantum efficiency $\eta_{int}$, i.e., the probability that a photogenerated electron-hole pair will be collected in the external contacts, approaches 100 percent at the operating bias voltage. The corresponding responsivity is given by

$$R = \frac{e}{h \nu} \eta_{ext} \quad (8)$$

where $h \nu$ is the photon energy.

The weak absorption close to the band edge in bulk material is in the SLPD compensated for by the excitonic resonances. Absorption coefficients $>10^4 \text{ cm}^{-1}$ have been measured at the heavy hole exciton [42]. Also the longer interaction length in the waveguide detector compared to conventional photodiodes increases the effective absorption. The main losses in the first detector are therefore due to reflection at the cleaved edge, coupling loss resulting from the difference between the intensity profiles of the incident light and the waveguide mode and lateral spreading of the propagating mode. The second detector suffers from additional loss due to crosstalk into the first detector, loss in the region between the detectors, and additional spreading in the plane of the layers. A substantial improvement in responsivities could be achieved by antireflection coating the cleaved edge, by introducing waveguiding parallel to the layers, and by using mode matching optics.

### C. High-Frequency Characteristics

The high-frequency response of a p-i-n photodiode depends on both the circuit bandwidth and on the drift velocity of photogenerated carriers through the depletion region [43]. Speed limitations due to diffusion of carriers generated by absorption outside the fully depleted undoped region (under operating conditions) is eliminated in the SLPD by the use of wide bandgap AlGaAs in the $p$- and $n$-regions. The fact that the carriers in a SLPD are transported through the superlattice layers, perpendicular to the potential barriers, under an applied electric field, naturally raises the question whether this might reduce the effective drift velocity through carrier trapping effects at the interfaces. An understanding of this perpendicular transport phenomenon is therefore of great importance for the design of SLPD’s. Before discussing the transport mechanism we present results from temporal response measurements and consider bandwidth limitations due to parasitic circuit elements.

The detectors were excited with short optical pulses, \( \sim 80 \text{ ps full width at half maximum (FWHM)} \) from semiconductor lasers, incident on the cleaved edge of the device. The excitation wavelengths were resonant with the heavy hole exciton. Fig. 5 shows the results of the measurements. At a bias of $-15 \text{ V}$ [Fig. 5(b)] the pulse response FWHM is 95 ps. This is well explained by considering the combined effect of the optical pulse FWHM and the detector circuit bandwidth. In Fig. 6 we show an equivalent circuit for the mounted and bonded detector. This includes a current source $i$, representing the current induced by the photogenerated carriers drifting through the undoped region, the junction capacitance $C_j$ ($0.7 \text{ pF}$ at the operating bias voltage), the series resistance $R_s$ (3 $\Omega$), the bonding wire inductance $L_s$ (1 nH), the submount capacitance $C_p$ (0.2 pF), and the load resistance $R_L$ (50 $\Omega$). The 3 dB bandwidth of this circuit is 6.1 GHz. It
an output pulse with a FWHM of about 2.7 GHz. If we assume an 80 ps FWHM Gaussian current pulse, produced by the incident optical pulse, we obtain an output pulse with a FWHM of about 90 ps after being filtered through the equivalent circuit. This is in good agreement with the observed response of 95 ps FWHM, taking the risetime of the sampling head into account. We therefore conclude that any bandwidth limiting effect due to a reduced effective drift velocity was not observed under this bias condition. At a bias voltage of -5 V [Fig. 5(a)], however, the response is not limited by the optical pulse FWHM or the circuit bandwidth. The observed response is asymmetric with a slower trailing edge and a FWHM of 150 ps. As we have reported earlier [23], the pulse response FWHM continuously increases with further decreased bias voltage, and is in the ns-range at 0 V bias. We believe this is a result of an electric field dependent effective drift velocity perpendicular to the superlattice layers.

IV. Theory of Phonon Assisted Tunneling

The dominant perpendicular transport mechanism in a superlattice is strongly dependent on the prevailing conditions [44]. In the low field limit, transport proceeds by miniband conduction if the mean free path of the carriers appreciately exceeds the superlattice period [45]. In our particular device, however, the energy drop across a superlattice period, due to the applied electric field (average fields larger than 50 kV/cm), exceeds the miniband width and the miniband breaks up in a ladder of localized quasi-bound states [46]. The states of the superlattice are no longer Bloch waves, but are localized in the wells along the direction perpendicular to the layers. Also effects such as intralayer and interlayer fluctuations, alloy disorder, and the unavoidable presence of phonon scattering tend to disturb the coherence of the wavefunction and the formation of extended Bloch states. In this case the conduction may proceed by phonon-assisted tunneling between adjacent layers (hopping conduction) [47]. Both calculations [48] and conductivity measurements [49] have, however, confirmed the very low mobility for this transport mechanism inconsistent with the fast temporal response of the SLPD. We therefore believe that the photogenerated carriers are emitted out of the quantum wells to the continuum of states above the potential barriers and subsequently travel a mean free path before being recaptured by one of the wells. The mean free path may be several superlattice periods due to the reduced carrier thermalization in two-dimensional systems [50] and the large energy gained by the carriers between collisions.

Next we show that the time constants for such an emission process can satisfactorily explain the observed temporal response of the SLPD. We present a theory for thermally assisted tunneling of carriers out of the quantum wells at high electric fields (>50 kV/cm). The thermal interaction with the lattice is accounted for by polar optical phonon scattering, which is the dominant scattering mechanism in polar semiconductors such as GaAs at room temperature [51]. Recently reported experiments on the temperature-dependent characteristics of similar structures support a phonon assisted transport mechanism [52], [53].

We start the analysis by considering the electric field dependent tunneling of confined carriers through the potential structure. The model potential used in the tunneling calculations is shown in Fig. 7. We consider a quasi-bound carrier in energy level number \( s \) with the corresponding energy \( E_s \), associated with the quantization perpendicular to the superlattice layers. \( E_s \) is calculated using (2) and (3). The electric field induced change of the energy levels was found to have a negligible effect on the tunneling probabilities and is therefore neglected in the theory presented here. The band parameters used in the calculations are summarized in Table I. We approximate the carrier wavefunction perpendicular to the layers with that valid for infinite potential barriers

\[
k = s \frac{\pi}{L_w}.
\]

The carrier confined in the well can be regarded as oscillating back and forth with a corresponding velocity \( \frac{\hbar k}{m^*} \) and therefore colliding with one of the barriers with a collision frequency

\[
f = s \frac{\hbar \pi}{2 L_w m^*}.
\]

Each time the carrier strikes the right barrier it has a certain probability \( T_p \) for tunneling through the potential structure. The escape probability per unit time is then given by

\[
P = f T_p.
\]

Finally, we can define a tunneling lifetime as the inverse of the escape probability per unit time

\[
\tau = \frac{1}{2 L_w^2 m^* \frac{T_p}{\hbar \pi s}}.
\]

The tunneling probability is evaluated using the transfer matrix technique in the effective mass approximation [54]. As a model potential we use the square potential profile, indicated by the dashed line in Fig. 7. This simplifies the calculations considerably through the use of plane wave functions for the carrier in each region \( m \). We consider tunneling from region 1 to region \( n \) as illustrated in the figure with the corresponding carrier wavefunctions

\[
\Psi_1 = e^{ik_1 z} + Re^{-ik_1 z};
\]

\[
\Psi_n = Te^{ik_n z};
\]

where \( R \) and \( T \) are the reflection and transmission amplitudes, respectively. \( \Psi_1 \) describes the incident and reflected wave at the right barrier in region 1. \( \Psi_n \) is the transmitted carrier wavefunction in region \( n \). The transmission through the structure is then described by a \((2 \times 2)\) matrix.
Fig. 7. Model potential used in the tunneling lifetime calculations.

The 2×2-matrix which is the product of matrices obtained by matching the wavefunctions and their derivatives divided by the effective masses \([55]\) at each of the \(n-1\) interfaces

\[
\begin{bmatrix} T & 0 \\ 0 & R \end{bmatrix} = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} 1 \\ -1 \end{bmatrix}
\]  

(15)

where

\[
\begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} = \prod_{m=1}^{n-1} \begin{bmatrix} 1 & \frac{m_m n_n}{m_m k_m} e^{i(k_m - k_m + 1)2\pi} \\ \frac{m_m n_n}{m_m k_m + 1} e^{i(k_m + k_m + 1)2\pi} \\ 1 & \frac{m_m n_n}{m_m k_m} e^{i(k_m + k_m + 1)2\pi} \\ \frac{m_m n_n}{m_m k_m + 1} e^{i(k_m - k_m + 1)2\pi} \end{bmatrix}
\]  

(16)

\(k_m = \sqrt{\frac{2m_m^*(E_m - V_m)}{\hbar^2}}\).  

(17)

\(V_m\) is the potential (which is a function of the applied electric field) and \(m_m^*\) is the carrier effective mass in region \(m\). The amplitude of the transmitted wave is then given by

\[T = M_{11} - \frac{M_{12}M_{21}}{M_{22}}.\]  

(18)

Finally, the transmission probability is calculated as

\[T_P = TT^*.\]  

(19)

Using this expression combined with (12), the tunneling lifetimes as a function of applied electric field can be calculated. Results from these calculations are shown in Fig. 8(a)–(c). Here we show the tunneling lifetimes from all the quasi-bound states in the quantum well except for the heavy holes where we have omitted \(s = 2\) and \(s = 4\) for clarity. The number of barriers taken into account is 20. From these results the following conclusions can be made:

1) The tunneling lifetime initially decreases rapidly with increasing electric field. This is due to the fact that the tunneling lifetime is a strong function of the number of barriers the carrier has to penetrate. When the electric field is increased this number drops rapidly and at the field strength used in the SLPD (> 50 kV/cm) only one barrier has to be penetrated.

2) The inclusion of barriers which the carriers cross mainly introduces fine structure in the tunneling lifetime versus electric field. The result is thus not very sensitive to the number of barriers used in the calculations as long as the penetrated barriers are included. This was verified by varying the total number of barriers in the calculations.

3) At the operating bias voltage of the SLPD the electron and light hole tunneling lifetimes from the ground states are on the order of 10-100 ps while that of the heavy holes is 10 ns.

4) For the highest quasi-bound states for each carrier in the well \((s = 2\) for the electrons and the light holes and \(s = 4\) for the heavy holes), the tunneling lifetimes are in the range of 100 fs–1 ps.

The tunneling considered here is of the coherent multibarrier type [44]. This requires phase coherence of the wavefunctions for the steady-state resonant probability density to build up in the structure. The tunneling lifetimes therefore have to be smaller than the scattering time since scattering, which includes both elastic and inelastic scattering, would destroy the phase coherence of the wavefunctions. The scattering times can be estimated to a few hundred fs from room temperature measurements of the mobility of the two-dimensional electron gas in modulation doped AlGaAs/GaAs heterostructures [56]. Tunneling from other energy levels than the highest in each well is thus not likely to occur. In the following we therefore consider the intersubband transition of carriers from the lower subbands to the highest by interaction with longitudinal polar optical phonons (LO phonons).

In this analysis we assume that a thermally equilibrated carrier concentration, distributed among the subbands according to Fermi-statistics, is created in the superlattice by absorption of the incident optical pulse. We then calculate the average scattering time for the carriers from the lower to the highest subband. The average intersubband transition rate per carrier from an initial subband \(n\) to a final subband \(m\) is given by

\[\frac{1}{\tau} = W_{nm}^- + W_{nm}^+ \]  

(20)

where \(\tau\) is the corresponding scattering time, \(W_{nm}^-\) and \(W_{nm}^+\) are the transition rates due to absorption and emission of a LO phonon, respectively, and \(n\) is the carrier concentration in subband \(n\). The total transition rates per unit volume are obtained by summation over initial and final states and taking into account the probabilities that the states are occupied and empty, respectively,

\[W_{nm} = \frac{1}{V} \sum_k \sum_k' W_{nm}^{-k} f(k) \{1 - f(k')\} \]  

(21)

\(V\) is the volume of the well and \(k\) and \(k'\) are the wavevectors for the carrier in the initial state in subband \(n\) and in the final state in subband \(m\), respectively. \(f(k)\) and \(f(k')\)
Fig. 8. Tunneling lifetimes for (a) electrons, (b) heavy holes, and (c) light holes confined to different subbands as a function of applied electric field.

are the corresponding occupation probabilities, given by Fermi–Dirac statistics

\[ f(k) = \frac{1}{1 + e^{(E(k) - E_F)/kT}} \]  

(22)

where \( E(k) \) is the corresponding carrier energy, \( E_F \) is the carrier quasi-Fermi level, and \( T \) is the carrier temperature which might differ considerably from the lattice temperature due to the high applied electric field. The transition rate from the initial state \( |k> \) to the final state \( |k'> \), with corresponding total energies \( E \) and \( E' \), due to a perturbation \( H_{ep} \), is given by “Fermi’s golden rule” obtained by first-order perturbation theory [51]

\[ W_{k'k} = \frac{2\pi}{\hbar} \left| \langle k'| H_{ep} | k \rangle \right|^2 \delta(E' - E - \hbar\omega_0). \]  

(23)

The delta function expresses the conservation of energy in the scattering process, \( \hbar\omega_0 \) is the LO phonon energy.

In what follows, our analysis essentially follows that developed by Ridley [57] and Riddoch and Ridley [58]. We assume a bulk phonon spectrum, that is the longitudinal optical phonons are not affected by the presence of the quantum wells and that the carriers can be treated in the effective mass approximation. Screening and Umklapp processes are neglected. We also assume that the LO phonons are dispersionless with an energy equal to that in GaAs (36.5 meV). We approximate the quantum well as a square well with infinite potential barriers at \( z = 0 \) and \( z = L_w \), and neglect the influence of the electric field on the carrier wavefunctions. The wavefunction of the carrier in subband \( s \) is then

\[ \psi_k(r, z) = \frac{2}{\sqrt{\pi L_w}} u_k(r, z) e^{ik_z z} \sin k_z z \]  

(24)

where \( L \) is the area of the well, \( u_k(r, z) \) is the periodic part of the Bloch function, \( r \) is the position vector in the \( xy \)-plane, \( k \) is the projection of the carrier wavevector in the \( xy \)-plane and \( k_z \), the carrier wavevector in the \( z \)-direction, is given by (9). The total carrier energy associated with the state \( |k, k_z> \) in subband number \( s \) is

\[ E(k) = E(k_z) + s^2 E_0 \]  

(25)

where

\[ E(k_z) = \frac{\hbar^2 k_z^2}{2m^*} \]  

(26)

\[ E_0 = \frac{\hbar^2}{2m^*} \left( \frac{\pi}{L_w} \right)^2. \]  

(27)

To account for the finite barrier heights, we use an effective quantum well width \( L_w \) such that \( E_0 \) equals the ground state energy \( (s = 1) \) calculated from (2) using the true quantum well width. This turned out to be essential, since the energy separation between the subbands, which is sensitive to the quantum well width, affects the intersubband scattering rates. For each electron–phonon scattering process, using the Fröhlich Hamiltonian, the matrix element can be expressed as

\[ \left| \langle k'| H_{ep} | k \rangle \right|^2 = \frac{\epsilon^2 \hbar \omega_0}{2Vq^2} \left( \frac{1}{\epsilon_\infty} - \frac{1}{\epsilon_s} \right) \left( \frac{N_q + 1/2}{2} - \frac{1}{2} \right) \cdot \left| G(q_z) \right|^2 \delta(k' - k \pm q_z) \]  

(28)

where \( \epsilon_\infty \) and \( \epsilon_s \) are the GaAs high frequency and static dielectric constants, respectively, \( q \) is the LO phonon wavevector and \( q_z \) and \( q \) its projection in the \( xy \)-plane and the \( z \)-direction, respectively. The delta function expresses the momentum conservation in the \( xy \)-plane and the func-
tion $G(q_z)$ accounts for the uncertainty in the carrier momentum in the $z$-direction

$$G(q_z) = \frac{2}{L_z} \int_{-L_z/2}^{L_z/2} e^{i k_z z} \sin k_z z \sin k_z z \, dz.$$  \hspace{1cm} (29)

$N_q$ is the Bose-Einstein factor describing the phonon density assuming that the phonons are in equilibrium with a lattice temperature $T_L$

$$N_q = \frac{1}{e^{\hbar \omega_0 / k T_L} - 1}.$$  \hspace{1cm} (30)

As shown by Ridley [57], the calculations can be simplified by assuming that the momentum conservation is identical to that in bulk material. This is a good approximation for intersubband scattering. In this so-called momentum conservation approximation the scattering rate from an initial carrier state $|k>$ in subband $n$ to all final carrier states $|k'>$ in subband $m (n \neq m)$ is given by

$$\sum_{k'} W_{k-k'}^\rightarrow = \frac{\varepsilon_\omega}{8L_w} \left( \frac{1}{\epsilon_\omega} - \frac{1}{g_s} \right) \left( N_q + \frac{1}{2} + \frac{1}{2} \right)$$

$$\cdot \left[ \left( (m-n)^2 \epsilon_0^2 + 2(m-n)^2 \epsilon_0 (2E(k_i) + [\hbar \omega_0 \pm (n^2 - m^2) \epsilon_0]) + (\hbar \omega_0 \pm (n^2 - m^2) \epsilon_0)^2 \right)^{1/2} + 1 \right]$$

$$\cdot \left[ \left( (m+n)^2 \epsilon_0^2 + 2(m+n)^2 \epsilon_0 (2E(k_i) + [\hbar \omega_0 \pm (n^2 - m^2) \epsilon_0]) + (\hbar \omega_0 \pm (n^2 - m^2) \epsilon_0)^2 \right)^{1/2} + 1 \right].$$  \hspace{1cm} (31)

One example of such a scattering process is illustrated in Fig. 9. Here we show a carrier transition from subband $n$ to subband $m$ by phonon absorption in the momentum conservation approximation. The initial state is in the $k_x = k_n$-plane. As a result of energy conservation, the final state has to be somewhere on the spherical surface indicated by the dashed line. Also, as a result of momentum conservation, the final state is within the $k_x = k_n$-plane or the $k_x = -k_n$-plane. This restricts the final state to falling somewhere on the circles indicated in the figure. The summation over the two-dimensional distribution of initial $k$-states can be replaced by an integration if the number of carrier states in an incremental area in $k$-space is taken into account

$$\sum_{k} \rightarrow -\frac{V}{(2\pi)^2 L_w} \int \, dk.$$  \hspace{1cm} (32)

The final expression for the total transition rates is obtained by using pole coordinates in $k$-space as

$$W_{\text{tot}}^\rightarrow = \frac{1}{(2\pi)^2 L_w} \int_{0}^{2\pi} d\Theta \int_{0}^{\infty} \sum_{k_i} W_{k-k_i}^\rightarrow f(k) \left[ 1 - f(k') \right] k_i \, dk_i.$$  \hspace{1cm} (33)

where the integration over $k_i$ starts at the threshold value $k_{\text{min}}$ given by

$$k_{\text{min}} = \left( \frac{2m^*}{\hbar^2} \right) [(m^2 - n^2) \epsilon_0 \leq \hbar \omega_0].$$  \hspace{1cm} (34)

In the calculations we also need the carrier quasi-Fermi level $E_F$. This is obtained from the expression for the total carrier concentration in the quantum well, assuming that the carriers are contained in the subbands

$$n_{\text{tot}} = \sum_{i} \int_{E_i - E_F}^{\infty} D(E) \left( f(E) - f(E) \right) dE$$

$$= \frac{m^*}{\pi \hbar^2 L_w} \sum_{i} \left[ E_F - E_i + k T_L \ln (1 + e^{(E_i - E_F)/k T_L}) \right]$$  \hspace{1cm} (35)

where we have used the two-dimensional density of states [5]

$$D(E) = \frac{m^*}{\pi \hbar^2 L_w}.$$  \hspace{1cm} (36)

Here we use the true quantum well width and subband energies given by (2), (3). The carrier concentration in
subband $s$ is then given by

$$ n_s = \int_{E_n}^{\infty} D(E) f(E) \, dE $$

$$ = \frac{m^*}{\pi \hbar^2 L_w} \left[ E_F - E_s + kT \ln (1 + e^{(E_F - E_s)/kT}) \right]. \quad (37) $$

The total scattering rates are calculated by numerical integration of (33) and the scattering time is finally given by (20).

The result from such a calculation is shown in Fig. 10. Here we show the average scattering times as a function of carrier temperature from the lower to the highest subband for electrons ($e$), heavy holes ($hh$), and light holes ($lh$) at a lattice temperature of 300 K. By considering the optical pulse power we estimate the total photogenerated carrier concentration to $1 \times 10^{11}$ cm$^{-3}$. At low carrier temperatures (300 K) the scattering times from the ground states ($s = 1$) are the most important, since most of the carriers are confined in these subbands (96 percent of the electrons and 70 percent of the holes). Also the heavy holes are dominant in the valence band since only 10 percent of the holes are light holes due to their smaller effective mass. At higher carrier temperatures, however, more of the carriers are confined in the higher subbands. This is important for the heavy holes in particular, since four confined states exist in the valence band. Due to the smaller scattering times from these states (see Fig. 10) the total effect is a rapid decrease in the average heavy hole scattering time with increasing carrier temperature.

From Fig. 10 we conclude that the scattering times decrease with increasing carrier temperature and are below 10 ps (smallest detectable time constant in the experiment due to the detector circuit bandwidth and the optical pulse FWHM) for carrier temperatures a few hundred degrees above the lattice temperature. This increase in carrier temperature is reasonable to expect at the high electric fields applied perpendicular to the layers. Electric field induced heating of carriers confined in quantum wells have been observed experimentally [59]. These results are consistent with the measured pulse response. At a lower reverse bias voltage, and consequently a smaller applied electric field, a reduced carrier temperature is to be expected. This could explain the observed increase in pulse response FWHM (Fig. 5). The asymmetric pulse response might be due to different scattering times and therefore different emission times for electrons and heavy holes. The calculated time constant for the thermally assisted tunneling process, being much smaller than the recombination time in the quantum wells, is also consistent with a nearly 100 percent internal quantum efficiency at the operating bias voltage. We believe, however, that our theory slightly underestimates the scattering times since the use of an effective quantum well width, although giving correct ground state energies, gives too large separations between the subbands compared to the exact values as given by (2), (3). Other scattering processes such as acoustic and optical phonon scattering via the deformation potential and carrier-carrier scattering are also neglected. Finally, we believe that the ns-response at the lowest applied field, can be explained by a theory of phonon-assisted transitions from the ground states to the continuum of states above the potential barriers, since at these electric fields, the tunneling lifetimes become very large.

We therefore conclude that a theory of thermally assisted tunneling, taking hot carrier effects into account, is able to predict emission times consistent with the observed bandwidth. Further measurements on the temperature dependence of the temporal response would be valuable to confirm the importance of the phonon interaction.

Also the measurements reported by Collins et al. [53] support our theory. Here the carrier transport perpendicular to the layers was found to be thermally activated, decreasing with decreasing lattice temperature. An increase in current conduction was also observed at temperatures below 100 K. This can be explained by an increase in coherent tunneling efficiency from the lower subbands due to a reduced scattering at these temperatures.

The results point out some important design considerations. The choice of high and thick barriers, to enhance the excitonic absorption effects, will slow down the response of the device by increasing the escape times of the photogenerated carriers out of the quantum wells. This could explain the slower pulse response reported by Wood et al. [22] in a similar structure ($x = 0.32$ in the barriers), where the slow component is probably due to the thermal emission of heavy holes out of the quantum wells. The choice of low and thin barriers, on the other hand, will result in a fast response but a reduced wavelength selectivity due to reduced excitonic effects. A tradeoff has to be made.

**V. WAVELENGTH DEMULTIPLEXING**

In this section we present results from measurements on the performance of the device as a monolithic wave-
length demultiplexer. Preliminary results have recently been presented [24]. These measurements have been extended here to include a reduced wavelength spacing, an investigation of the polarization dependence of the crosstalk, and bit-error-rate measurements for various crosstalk levels.

The experimental setup for the demultiplexing experiment is shown in Fig. 11. The outputs from two AlGaAs semiconductor lasers operating at 850 (λ₁) and 870 nm (λ₂) were combined in a beam splitter and focused onto the cleaved edge of the demultiplexer using microscope objectives. The spectral positions of these excitation wavelengths are indicated by the dashed lines in the photocurrent spectra shown in Fig. 12. The two detectors were biased at −5 V (V₁) and −15 V (V₂), respectively. With these wavelengths and bias voltages, λ₁ coincides with the heavy hole exciton in the first detector where it experiences a strong absorption. The second wavelength λ₂, however, has a photon energy just below that of the absorption edge of the first detector and will thus be absorbed in the more reverse biased second detector. The lasers were biased at threshold and modulated with 80 ps (FWHM) electrical pulses from step recovery diodes to produce short optical pulses with repetition rates of 500 Mb/s or 1 Gbit/s. The field from the 850 nm laser was TE-polarized (in the plane of the superlattice layers) while the polarization of the 870 nm laser was either TE or TM (perpendicular to the plane of the layers). The monochromator was used to observe the lasing wavelengths and the longitudinal mode spectra.

Fig. 13 shows the result of the wavelength demultiplexing experiment. The two signals were successfully demultiplexed and detected directly into different electrical channels (u₁ and u₂). However, the residual absorption in detector 1 at 870 nm (see Fig. 12) gives rise to a crosstalk between the channels which is clearly dependent on the polarization. From the experimental data we determine the crosstalk attenuation to be 20 dB for TE polarization and 28 dB for TM polarization.

This dependence on the polarization is a consequence of the anisotropic absorption characteristics in quantum well waveguides [35], as described in Section III-A. For TE polarization the crosstalk is determined by the heavy hole excitonic absorption in detector 1. For TM polarization, however, the heavy hole exciton effectively vanishes and its strength is transferred to the single remaining light hole peak at higher photon energy, thus reducing the crosstalk level, in this case by as much as 8 dB.

The crosstalk depends on the wavelength spacing between the optical signals. It is therefore important to know the acceptable crosstalk level which determines the minimum wavelength spacing. For that reason we have performed bit-error-rate measurements at a data rate of 100 Mb/s for various crosstalk levels. The experimental setup is shown in Fig. 14. The same lasers (850 and 870 nm) and detector bias voltages as in the preceding experiment were used. A pseudorandom data (PRD) stream at 100 Mb/s was generated at 850 nm (λ₁). This signal...
is shown in the upper trace in Fig. 15(a). The data signal was detected by detector 1, compared to the transmitted data and the bit-errors were counted. Simultaneously, a 100 Mbit/s pulse train was generated at 870 nm [shown in the lower trace in Fig. 15(a)] and combined with the data signal in the beam splitter. This gives a certain crosstalk in detector 1, and different crosstalk levels can be simulated by varying the output power from the 870 nm laser. The combined signal as detected by detector 1 is shown in Fig. 15(b).

The result from the bit-error-rate measurement is shown in Fig. 16. From this we conclude that to achieve a bit-error-rate of less than $10^{-9}$ a crosstalk attenuation of more than 10 dB is required. This is at least 10 dB below the crosstalk attenuations observed in the demultiplexing experiment and indicates that the wavelength spacing could be further reduced while maintaining a satisfactory crosstalk level. It should also be noted that the bit-error-rates recorded here are due to the crosstalk only since the signal levels are far above the noise level.

The results from these experiments and the discussions in Section III indicate that substantial improvements in the demultiplexer performance could be achieved through a number of modifications such as 1) antireflection coating of the cleaved edge, 2) introduction of waveguiding parallel to the layers, 3) increased wavelength selectivity through a more uniform electric field distribution in the superlattice obtained by a reduced impurity concentration, 4) optimization of the lengths of the individual detectors, and 5) the use of dynamic single-mode lasers. We believe that such a device would be able to demultiplex at least three optical channels (by adding more detectors along the waveguide), at a data rate of 5 Gbits/s, with an individual wavelength spacing of 10 nm and a satisfactory degree of crosstalk. An increased responsivity is also expected.

VI. POLARIZATION SENSITIVE DETECTION

Finally, we demonstrate the feasibility of using the device as a polarization angle sensor for linearly polarized light. Here we utilize the polarization sensitivity of the absorption characteristics in the quantum well waveguide [35].

The experimental configuration is illustrated schematically in Fig. 17(a). A well-defined linearly polarized excitation was produced by passing the light from the 850 nm laser used in the preceding experiments through a linear polarizer and focusing the beam onto the cleaved edge of the detector using microscopic objectives. The laser was operated continuously well above threshold and placed in an external cavity using a holographic grating for tuning purposes. The polarization of the excitation with respect to the superlattice layers was varied by rotating the detector around the waveguide axis.

Initially, the laser was TE polarized and tuned to 854 nm. Detectors 1 and 2 were biased at $-2.5$ V ($V_1$) and $-15$ V ($V_2$), respectively. For this polarization the excitation coincides with the low energy side of the heavy
hole exciton in detector 1, thus producing a photocurrent $I_1$. The length of detector 1 was 7 μm. A photocurrent $I_2$ was produced by the remaining optical power due to the large reverse bias voltage and the long interaction length (50 μm) in detector 2. When the polarization is continuously changed from TE to TM by rotating the detector, the heavy hole exciton peak gradually loses its strength and more optical power is transmitted through detector 1 without being absorbed, thus decreasing the photocurrent $I_1$ and increasing the photocurrent $I_2$. By measuring the ratio $I_1/I_2$, we obtain a sensitive measure of the polarization angle with respect to the plane of the superlattice layers. This is shown in Fig. 17(b). We also note that by adjusting the excitation wavelength and the detector bias voltages properly, the relation between the current ratio and the polarization angle is highly linear. The gauge factor was determined to be 0.14/degrees under the described conditions. A resolution of a few degrees was easily obtained for the power levels used (about 200 μW of optical power coupled into the waveguide).

The polarization sensor is also expected to be insensitive to the optical power level as long as saturation effects due to the nonlinear excitonic absorption in the quantum wells [8] can be neglected. Also the photocurrents produced have to be larger than the dark currents, which are smaller than 1 nA at the operating bias voltages, corresponding to a lower limit of the optical power of about 1 nW.

**VII. Conclusions**

The characteristics of voltage tunable SLPD's have been investigated both experimentally and theoretically. The large wavelength selectivity of this device, due to the QCSE, render it attractive for applications such as wavelength demultiplexing. We have developed a theory based on thermally assisted tunneling of photogenerated carriers out of the quantum wells to explain the observed fast temporal response of these detectors.

The performance of a dual-wavelength demultiplexer, consisting of monolithically integrated SLPD’s, has been described. The device is capable of demultiplexing two optical signals with a wavelength spacing of 20 nm, a data rate of 1 Gbit/s, and a crosstalk as low as −28 dB. The polarization dependence of the crosstalk as well as its influence on the system performance in terms of bit-error-rate degradation has been investigated. By optimizing the device structure we believe that three optical channels with an interchannel wavelength spacing of 10 nm, operating at more than 5 Gbits/s, can be demultiplexed and detected with a satisfactory degree of crosstalk suppression. Finally, the potential for the device as a polarization angle sensor for linearly polarized light has been demonstrated.

Considering recent advances in epitaxial growth of InGaAsP and InGaAlAs compounds, it is likely that similar devices based on the enhanced electroabsorption effects in superlattices and quantum wells will be developed in these materials [60], [61] for the wavelength region 1.3-1.6 μm which is attractive for fiber optical communication.
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