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We perform amplitude analyses of the decays \( B^0 \rightarrow K^+ K^- K_S^0, B^+ \rightarrow K^- K^+ K^0_S, \) and \( B^+ \rightarrow K_S^0 K^0_S K^+, \) and measure CP-violating parameters and partial branching fractions. The results are based on a data sample of approximately \( 470 \times 10^6 \) \( B \bar{B} \) decays, collected with the \( BABAR \) detector at the PEP-II asymmetric-energy \( B \) factory at the SLAC National Accelerator Laboratory. For \( B^+ \rightarrow K^- K^+ K^0_S, \) we find a direct CP asymmetry in \( B^+ \rightarrow \phi(1020) K^+ \) of \( A_{CP} = (12.8 \pm 4.4 \pm 1.3 \%) \), which differs from zero by 2.8\( \sigma \). For \( B^0 \rightarrow K^+ K^- K^0_S, \) we measure the CP-violating phase \( \beta_{eff}(\phi(1020)K^0_S) = (21 \pm 6 \pm 2)^\circ. \) For \( B^+ \rightarrow K_S^0 K^0_S K^+, \) we measure an overall direct CP asymmetry of \( A_{CP} = (4^{+4}_{-1} \pm 2 \%) \). We also perform an angular-momentum analysis of the three channels and determine that the \( f_S(1500) \) state can be described well by the sum of the resonances \( f_0(1500), f_2^*(1525), \) and \( f_0^*(1710). \)
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I. INTRODUCTION

In the standard model (SM), CP violation in the quark sector is entirely described by a single weak phase in the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix. Studies of time-dependent CP violation in $B^0 \rightarrow (c\bar{c})K^0$ decay\(^1\) have yielded precise measurements \([1,2]\) of sin2$\beta$, where $\beta = \arg(-V_{cb}^* V_{c\bar{c}})/(V_{tb}^* V_{t\bar{c}})$ and $V_{ij}$ are the elements of the CKM matrix. Measurements of time-dependent CP violation in $b \rightarrow q\bar{q}s$ ($q = u, d, s$) decays offer an alternative method for measuring $\beta$. Such decays are dominated by $b \rightarrow s$ loop diagrams, and therefore are sensitive to possible new physics (NP) contributions appearing in the loops of these diagrams. As a result, the effective $\beta$ ($\beta_{\text{eff}}$) measured in such decays could differ from the $\beta$ measured in $B^0 \rightarrow (c\bar{c})K^0$. Deviations of $\beta_{\text{eff}}$ from $\beta$ are also possible in the SM, due to additional amplitudes from $b \rightarrow u$ tree diagrams, loop diagrams containing different CKM factors (“$u$ penguins”), and final-state interactions.

The decay mode $B^0 \rightarrow \phi K_S^0$ is particularly suited for a NP search, as $\beta_{\text{eff}}$ for this mode is expected to be very near in value to $\beta$ in the SM, with sin2$\beta_{\text{eff}}$ = sin2$\beta$ in the range (-0.01, 0.04) \([3–5]\). However, the measurement of $\beta_{\text{eff}}$ is complicated due to other $B^0 \rightarrow K^+ K^- K_S^0$ decays that interfere with $B^0 \rightarrow \phi K_S^0$. In general, $K^+ K^- K_S^0$ is not a CP eigenstate: the $K^+ K^- K_S^0$ system is CP even (odd) if the $K^+ K^-$ system has even (odd) angular momentum. Thus, one must account for the (mostly $S$-wave) $K^+ K^- K_S^0$ states that interfere with $\phi K_S^0$. This can be done by measuring $\beta_{\text{eff}}$ using a Dalitz-plot (DP) analysis of $B^0 \rightarrow K^+ K^- K_S^0$.

A further benefit of a DP analysis is that it allows both sin2$\beta_{\text{eff}}$ and cos2$\beta_{\text{eff}}$ to be determined, through the interference of odd and even partial waves, which eliminates a trigonometric ambiguity between $\beta_{\text{eff}}$ and $90^\circ - \beta_{\text{eff}}$.

The related decay mode $B^+ \rightarrow \phi K^+$ is another interesting channel in which to search for NP. This decay is also dominated by a $b \rightarrow s$ penguin amplitude, and its direct CP asymmetry, $A_{\text{CP}}$, is predicted to be small in the SM, (0.0–4.7)\% \([5,6]\), so a significant deviation from zero could be a signal of NP.

In addition to measuring $\beta_{\text{eff}}$ in $B^0 \rightarrow \phi K_S^0$, it is possible to measure it for the other resonant and nonresonant $B^0 \rightarrow K^+ K^- K_S^0$ decays. However, these decays may contain a mixture of even and odd partial waves, so the final state is not guaranteed to be a CP eigenstate, thus posing a challenge to a measurement of $\beta_{\text{eff}}$. A DP analysis can reveal which partial waves are present, thus eliminating a source of systematic uncertainty affecting the extraction of $\beta_{\text{eff}}$, without having to rely on theoretical predictions.

Previous analyses of $B^+ \rightarrow K^+ K^- K^+$ \([7,8]\) and $B^0 \rightarrow K^+ K^- K_S^0$ \([9,10]\) have revealed a complex DP structure that is poorly understood. Both modes exhibit a large peak around $m(K^+ K^-) \sim 1500 \text{ MeV}/c^2$, which has been dubbed the $f_+(1500)$. Both BABAR and Belle have modeled it as a scalar resonance. The recent DP analysis of $B^0 \rightarrow K_S^0 K_S^0 K_S^0$ by BABAR \([11]\) does not yield evidence for this resonance. It is important to clarify the properties of the $f_+(1500)$ with a larger data sample, and, in particular, to determine its spin, as that affects the $\beta_{\text{eff}}$ measurement in $B^0 \rightarrow K^+ K^- K_S^0$.

An additional feature seen in $B^0 \rightarrow K^+ K^- K_S^0$ and $B^+ \rightarrow K^+ K^- K^+$ decays is a large broad “nonresonant” (NR) contribution. Previous analyses have found that a uniform-phase-space model is insufficient to describe the NR term, and have instead parametrized it with an empirical model. The NR term has been taken to be purely $K^+ K^- S$ wave in $B^+ \rightarrow K^+ K^- K^+$ \([7,8]\), while smaller $K_S^0 K_S^0$ and $K^0 S$-wave terms have been seen in $B^0 \rightarrow K^+ K^- K_S^0$ \([9,10]\), which correspond effectively to higher-order $K^+ K^-$ partial waves. Because the NR contribution dominates much of the available phase space, it is crucial to study its angular distribution if one wishes to accurately measure $\beta_{\text{eff}}$ over the entire $B^0 \rightarrow K^+ K^- K_S^0$ DP.

Because of the importance of understanding the DP structure in $B^0 \rightarrow K^+ K^- K_S^0$, we study the related modes $B^+ \rightarrow K^+ K^- K^+$ and $B^+ \rightarrow K_S^0 K_S^0 K^+$, along with $B^0 \rightarrow K^+ K^- K_S^0$. The mode $B^+ \rightarrow K^+ K^- K^+$ is valuable because it has the most signal events by far of any $B \rightarrow KKK$ mode. Far fewer events are expected in $B^+ \rightarrow K_S^0 K_S^0 K^+$, but its DP has a simplified spin structure due to the fact that the two $K_S^0$ mesons in the final state are forbidden (by Bose-Einstein statistics) to be in an odd angular momentum configuration. This implies that the $f_+(1500)$ can decay to $K_S^0 K_S^0 K^+$ only if it has even spin, and it also ensures that the nonresonant component in $B^+ \rightarrow K_S^0 K_S^0 K^+$ does not contain any $K_S^0 K_S^0 P$-wave contribution.

In this paper we report the results of DP analyses of $B^+ \rightarrow K^+ K^- K^+$ and $B^+ \rightarrow K_S^0 K_S^0 K^+$, and a time-dependent DP analysis of $B^0 \rightarrow K^+ K^- K_S^0$. In Sec. II, we introduce the formalism used for the DP amplitude analyses. In Sec. III, we briefly describe the BABAR detector and data sets used, and Sec. IV describes the event selection and backgrounds. Section V describes the maximum-likelihood (ML) fit parametrization and implementation. In Sec. VI, we present studies of the DP structure in the three modes, which enable us to determine the nominal DP models. In Sec. VII, we then present the final fit results including measurements of CP violation. We discuss systematic uncertainties in Sec. VIII and summarize our results in Sec. IX.

II. DECAY MODEL FORMALISM

Taking advantage of the interference pattern in the DP, we measure the magnitudes and phases of the different resonant decay modes using an unbinned maximum-likelihood fit.
We consider the decay of a $B$ meson with four-momentum $p_B$ into the three daughters $K_1$, $K_2$, and $K_3$, with corresponding four-momenta $p_1$, $p_2$, and $p_3$. The squares of the invariant masses are given by $s_{ij} = m_{ij}^2 = (p_i + p_j)^2$.

We will use the following convention for the $K$ indices:

(i) For $B^+ \to K^+ K^- K^0_S$, $K_1 \equiv K^+$, $K_2 \equiv K^-$, and $K_3 \equiv K^0_S$. The indices for the two like-sign kaons are defined such that $s_{12} \equiv s_{23}$. The indices for the two $K^0_S$ are defined such that $s_{13} \equiv s_{23}$.

(ii) For $B^+ \to K^0_S K^0_S K^0_S$, $K_1 \equiv K^0_S$, $K_2 \equiv K^0_S$, and $K_3 \equiv K^0_S$. The indices for the two $K^0_S$ are defined such that $s_{12} \equiv m_{12}$.

The $s_{ij}$ obey the relation

$$s_{12} + s_{13} + s_{23} = m_{12}^2 + m_{13}^2 + m_{23}^2.$$  

The DP distribution of the $B^\pm$ decays is given by

$$d\Gamma/ds_{12}ds_{23} = \frac{1}{(2\pi)^3 32m_B^2} |\mathcal{A}|^2,$$  

where $\mathcal{A}$ (\bar{\mathcal{A}}) is the Lorentz-invariant amplitude of the $B^+ (B^-)$ three-body decay, and is a function of $s_{12}$ and $s_{23}$. For $B^0 \to K^+ K^- K^0_S$, the time dependence of the decay rate is a function of DP location. With $\Delta t = t_{\text{sig}} - t_{\text{tag}}$ defined as the proper time interval between the decay of the fully reconstructed $B^0 \to K^+ K^- K^0_S (B^0_{\text{tag}})$ and that of the other meson ($B^0_{\text{tag}}$) from the $Y(4S)$, the time-dependent decay rate over the DP is given by

$$d\Gamma/ds_{12}ds_{23}dt = \frac{1}{(2\pi)^3 32m_B^2} e^{-|\Delta t/\tau_{B^0}} \times |\mathcal{A}|^2 = Q(1 - 2w)(|\mathcal{A}|^2 - |\bar{\mathcal{A}}|^2) \times \cos \Delta m_d \Delta t + Q(1 - 2w) \times 2\text{Im}[-2\beta \mathcal{A}^{\ast} \sin \Delta m_d \Delta t],$$  

where $\tau_{B^0}$ is the neutral $B$ meson lifetime and $\Delta m_d$ is the $B^0 - \bar{B}^0$ mixing frequency. $\mathcal{A}$ (\bar{\mathcal{A}}) is the amplitude of the $B^0_{\text{tag}} (\bar{B}^0_{\text{tag}})$ decay and $Q = +1 (-1)$ when the $B^0_{\text{tag}}$ is identified as a $B^0 (\bar{B}^0)$. The parameter $w$ is the fraction of events in which the $B^0_{\text{tag}}$ is tagged with the incorrect flavor.

We describe the distribution of signal events in the DP using an isobar approximation, which models the total amplitude as a coherent sum of amplitudes from $N$ individual decay channels ("isobars"):

$$\mathcal{A} = \sum_{j=1}^{N} \mathcal{A}_j,$$  

where

$$\mathcal{A}_j = a_j F_j(s_{12}, s_{23}), \quad \bar{\mathcal{A}}_j = \bar{a}_j \bar{F}_j(s_{12}, s_{23}).$$  

(5)

The $F_j$ are DP-dependent dynamical amplitudes described below, and $a_j$ are complex coefficients describing the relative magnitude and phase of the different decay channels. All the weak phase dependence is contained in $a_j$, and $F_j$ contains strong dynamics only.

The amplitudes must be symmetric under exchange of identical bosons, so for $B^0 \to K^+ K^- K^0_S$, $F_j(s_{12}, s_{23})$ is replaced by $F_j(s_{12}, s_{23}) + F_j(s_{23}, s_{12})$. Similarly, in $B^+ \to K^0_S K^0_S K^0_S$, $F_j(s_{12}, s_{23})$ is replaced by $F_j(s_{12}, s_{23}) + F_j(s_{12}, s_{13})$.

We parametrize the complex coefficients as

$$a_j = c_j (1 + b_j) e^{i(\theta_j + \delta_j)}, \quad \bar{a}_j = c_j (1 - b_j) e^{i(\theta_j - \delta_j)}.$$  

(6)

where $c_j, b_j, \theta_j$, and $\delta_j$ are real numbers. We define the fit fraction ($FF_j$) for an intermediate state as

$$FF_j = \frac{\int(|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2)ds_{12}ds_{23}}{\int(|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2)ds_{12}ds_{23}}.$$  

(7)

Note that the sum of the fit fractions is not necessarily unity, due to interference between states. This interference can be quantified by the interference fit fractions $FF_{jk}$, defined as

$$FF_{jk} = \frac{\int(|\mathcal{A}_j^\ast \mathcal{A}_k + \mathcal{A}_j \bar{\mathcal{A}}_k^\ast|)ds_{12}ds_{23}}{\int(|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2)ds_{12}ds_{23}}.$$  

(8)

With this definition,

$$\sum_{j,k} FF_j + \sum_{j,k} FF_{jk} = 1.$$  

(9)

In the $B^+$ modes, the direct $CP$ asymmetry $A_{CP}(j)$ for a particular intermediate state is given by

$$A_{CP}(j) = \frac{\int(|\mathcal{A}_j|^2 - |\bar{\mathcal{A}}_j|^2)ds_{12}ds_{23}}{\int(|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2)ds_{12}ds_{23}} = -2b_j/1 + b_j^2.$$  

(10)

while there can also be a $CP$ asymmetry in the interference between two intermediate states, which depends on both the $b$’s and $\delta$’s of the interfering states. We define the $CP$-violating phase difference as

$$\Delta \phi_j = \arg(a_j \bar{a}_j) = 2\delta_j.$$  

(11)

For $B^0 \to K^+ K^- K^0_S$, we can define the direct $CP$ asymmetry as in Eq. (10), while we can also compute the effective $\beta$ for an intermediate state as

$$\beta_{eff,j} \equiv \frac{1}{2} \arg(e^{i2\beta}a_j \bar{a}_j) = \beta + \delta_j,$$  

(12)

which quantifies the $CP$ violation due to the interference between mixing and decay.

The resonance dynamics are contained within the $F_j$ terms, which are the product of the invariant mass and angular distributions,

$$F_j(s_{12}, s_{23}) = R_j(m)X_L(|p^+|r)X_L(|\bar{q}|r)T_j(L, \bar{p}, \bar{q}).$$  

(13)

where (i) $L$ is the spin of the resonance.
(ii) \( m \) is the invariant mass of the decay products of the resonance.
(iii) \( R_f(m) \) is the resonance mass term or “line shape” (e.g. Breit-Wigner).
(iv) \( \vec{p}^* \) is the momentum of the “bachelor” particle, i.e., the particle not belonging to the resonance, evaluated in the rest frame of the \( B \).
(v) \( \vec{p} \) and \( \vec{q} \) are the momenta of the bachelor particle and one of the resonance daughters, respectively, both evaluated in the rest frame of the resonance. For \( K^+K^- \) resonances, \( \vec{q} \) is assigned to the momentum of the \( K^+ \), except for \( B^- \to K^-K^+K^- \) decays, in which case \( \vec{q} \) is assigned to the momentum of the \( K^- \). For \( K^0_SK^0_S \) resonances, it is irrelevant to which \( K^0 \) we assign \( \vec{q} \), so we arbitrarily assign \( \vec{q} \) to whichever \( K^0 \) forms the smaller angle with the \( K^+ \).
(vi) \( X_L \) are Blatt-Weisskopf angular momentum barrier factors [12]:

\[
L = 0: X_L(z) = 1, \\
L = 1: X_L(z) = \sqrt{1 + z^2}, \\
L = 2: X_L(z) = \sqrt{9 + 3z^2 + z^6} \\
\]

where \( z \) equals \( |\vec{q}|r / |\vec{p}^*|r' \), and \( z_0 \) is the value of \( z \) when the invariant mass of the pair of daughter particles equals the mass of the parent resonance. \( r \) and \( r' \) are effective meson radii. We take \( r' \) as zero, while \( r \) is taken to be \( 4 \pm 2.5 \) (GeV/c)\(^{-1}\) for each resonance.

(vii) \( T_j(L, \vec{p}, \vec{q}) \) are the Zemach tensors [13], which describe the angular distributions:

\[
L = 0: T_j = 1, \\
L = 1: T_j = 4\vec{p} \cdot \vec{q}, \\
L = 2: T_j = \frac{16}{3}(3(\vec{p} \cdot \vec{q})^2 - |(\vec{p}||\vec{q})|^2). \\
\]

The helicity angle of a resonance is defined as the angle between \( \vec{p} \) and \( \vec{q} \), measured in the rest frame of the resonance. For a \( K_1K_2 \) resonance, the helicity angle will be called \( \theta_3 \), and is the angle between \( K_1 \) and \( K_2 \). In \( B^0 \to K^+K^-K^0_S \), because \( \vec{q} \) is defined as the \( K^+ \) momentum for both \( B^0 \) and \( \bar{B}^0 \) decays, there is a sign flip between \( B^0 \) and \( \bar{B}^0 \) amplitudes for odd-\( L \) \( K^+K^- \) resonances:

\[
\bar{F}_j(s_{12}, s_{23}) = F_j(s_{12}, s_{13}) = (-1)^L F_j(s_{12}, s_{23}). \\
\] (20)

In contrast, for \( B^+ \to K^+K^-K^+ \) and \( B^+ \to K^0_SK^0_SK^+ \), \( \bar{F}_j(s_{12}, s_{23}) \) always equals \( F_j(s_{12}, s_{23}) \).

For most resonances in this analysis the \( R_f \) are taken to be relativistic Breit-Wigner (RBW) [14] line shapes:

\[
R_f(m) = \frac{1}{(m_0^2 - m^2) - im_0 \Gamma(m)}, \\
\]

where \( m_0 \) is the nominal mass of the resonance and \( \Gamma(m) \) is the mass-dependent width. In the general case of a spin-\( L \) resonance, the latter can be expressed as

\[
\Gamma(m) = \Gamma_0 \left( \frac{|\vec{q}|}{m_0} \right)^{2L+1} \left( \frac{m_0}{m} \right)^2 X_L^2(|\vec{q}|r). \\
\]

The symbol \( \Gamma_0 \) denotes the nominal width of the resonance. The values of \( m_0 \) and \( \Gamma_0 \) are listed in Table I. The symbol \( |\vec{q}| \) denotes the value of \( |\vec{q}| \) when \( m = m_0 \).

For the \( f_0(980) \) line shape the Flatté form [16] is used. In this case

\[
R_f(m) = \frac{1}{(m_0^2 - m^2) - i(g_\pi \rho_{\pi\pi}(m) + g_K \rho_{KK}(m))}, \\
\]

where

\[
\rho_{\pi\pi}(m) = \sqrt{1 - 4m^2_\pi^2/m_\pi^2}, \\
\rho_{KK}(m) = \sqrt{1 - 4m^2_K^2/m_K^2}. \\
\]

Here, \( m_K \) is the average of the \( K^- \) and \( K^0_S \) masses, and \( g_\pi \) and \( g_K \) are coupling constants for which the values are given in Table I.

In this paper, we test several different models to account for NR \( B \to KKK \) decays. BABAR’s previous analysis [7] of \( B^- \to K^+K^-K^+ \) modeled the NR decays with an exponential model given by

\[
F_{NR}(s_{12}, s_{23}) = e^{as_{12}} + e^{as_{23}}, \\
\]

TABLE I. Parameters of the DP model used in the fit. Values are given in MeV/(GeV/c\(^2\)) unless specified otherwise. All parameters are taken from Ref. [14], except for the \( f_0(980) \) parameters, which are taken from Ref. [15].

<table>
<thead>
<tr>
<th>Resonance</th>
<th>Parameters</th>
<th>Line shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(1250) )</td>
<td>( m_0 = 1019.455 \pm 0.020 )</td>
<td>RBW</td>
</tr>
<tr>
<td>( \Gamma_0 = 4.26 \pm 0.04 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f_0(980) )</td>
<td>( m_0 = 965 \pm 10 )</td>
<td>Flatté</td>
</tr>
<tr>
<td>( g_\pi = 0.165 \pm 0.018 ) GeV(^2)/c(^4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( g_K/g_\pi = 4.21 \pm 0.33 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f_0(1500) )</td>
<td>( m_0 = 1505 \pm 6 )</td>
<td>RBW</td>
</tr>
<tr>
<td>( \Gamma_0 = 109 \pm 7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f_0(1710) )</td>
<td>( m_0 = 1720 \pm 6 )</td>
<td>RBW</td>
</tr>
<tr>
<td>( \Gamma_0 = 135 \pm 8 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f'_2(1525) )</td>
<td>( m_0 = 1525 \pm 5 )</td>
<td>RBW</td>
</tr>
<tr>
<td>( \Gamma_0 = 73 \pm 5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR decays</td>
<td>( m_0 = 3414.75 \pm 0.31 )</td>
<td>RBW</td>
</tr>
<tr>
<td></td>
<td>( \Gamma_0 = 10.3 \pm 0.6 )</td>
<td></td>
</tr>
</tbody>
</table>
where the symmetrization is explicit. \( \alpha \) is a parameter to be determined empirically. This model consists purely of 
\( K^+ K^- \) S-wave decays.

The most recently published \( B^0 \rightarrow K^+ K^- K_S^0 \) analyses by Belle [9] and BABAR [10] both used what we will call an extended exponential model. This model adds \( K^+ K_S^0\) and \( K^- K_S^0\) exponential terms:

\[
\mathcal{A}_{NR}(s_{12}, s_{23}) = a_{12} e^{\alpha_{s_{12}}} + a_{13} e^{\alpha_{s_{13}}} + a_{23} e^{\alpha_{s_{23}}},
\]
\[
\mathcal{A}_{NR}(s_{12}, s_{23}) = a_{12} e^{\alpha_{s_{12}}} + a_{13} e^{\alpha_{s_{13}}} + a_{23} e^{\alpha_{s_{23}}},
\]
(27)

We also test a polynomial model, consisting of explicit S-wave and P-wave terms, each of which has a quadratic dependence on \( m_{12}\):

\[
\mathcal{A}_{NR}(s_{12}, s_{23}) = (a_{s0} + a_{s1} x + a_{s2} x^2)
\quad + (a_{p0} + a_{p1} x + a_{p2} x^2) P_1(\cos \theta_3),
\quad (28)
\]

where \( x = m_{12} - \Omega \), and \( \Omega \) is an offset that we define as

\[
\Omega = \frac{1}{2}(m_B + \frac{1}{2}(m_{K_i} + m_{K_j} + m_{K_k})),
\]
(29)

and \( P_1 \) is the first Legendre polynomial. In this paper, we normalize the \( P_1 \) such that

\[
\int_{-1}^{1} P_1(x) P_k(x) dx = \delta_{kk}.
\]
(30)

Note that in the \( B^+ \rightarrow K^+ K^- + K^+ \) channel, we symmetrize all terms in Eq. (28):

\[
\mathcal{A}_{NR\text{,total}} = \mathcal{A}_{NR}(s_{12}, s_{23}) + \mathcal{A}_{NR}(s_{23}, s_{12}).
\]
(31)

This results in S-wave and P-wave terms for both the \((K_1 K_2)\) and \((K_2 K_3)\) pairs. In the \( B^+ \rightarrow K^0_S K^0_S + K^+ \) channel, the P-wave term is forbidden by Bose-Einstein symmetry.

In Sec. VI, we present studies that allow us to determine the nominal DP model. The components of the nominal model are summarized in Table I. Other components, taken into account only to estimate the systematic uncertainties due to the DP model, are discussed in Sec. VIII.

III. THE BABAR DETECTOR AND DATA SET

The data used in this analysis were collected with the BABAR detector at the PEP-II asymmetric energy \( e^+ e^- \) storage rings. The \( B^0 \rightarrow K^+ K^- K_S^0 \) and \( B^+ \rightarrow K^0_S K^0_S + K^+ \) modes use an integrated luminosity of 429 fb\(^{-1}\) or \((471 \pm 3) \times 10^6 \) BB pairs collected at the \( Y(4S) \) resonance (“on resonance”). The \( B^+ \rightarrow K^+ K^- \) mode uses 426 fb\(^{-1}\) or \((467 \pm 5) \times 10^6 \) BB pairs collected on resonance. We also use approximately 44 fb\(^{-1}\) collected 40 MeV below the \( Y(4S) \) (“off resonance”) to study backgrounds.

A detailed description of the BABAR detector is given in Ref. [17]. Charged-particle trajectories are measured with a five-layer, double-sided silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH), both operating inside a 1.5-T magnetic field. Charged-particle identification (PID) is achieved by combining information from a ring-imaging Cherenkov device and ionization energy loss \((dE/dx)\) measurements from the DCH and SVT. Photons are detected and their energies measured in a CsI(Tl) electromagnetic calorimeter inside the magnet coil. Muon candidates are identified in the instrumented flux return of the solenoid.

We use GEANT4-based [18] software to simulate the detector response and account for the varying beam and environmental conditions. Using this software, we generate signal and background Monte Carlo (MC) event samples in order to estimate the efficiencies and expected backgrounds.

IV. EVENT SELECTION AND BACKGROUNDS

A. \( B^+ \rightarrow K^+ K^- K^+ \)

The \( B^+ \rightarrow K^+ K^- K^+ \) candidates are reconstructed from three charged tracks that are each consistent with a kaon hypothesis. The PID requirement is about 85% efficient for kaons, with a pion misidentification rate of around 2%. The tracks are required to form a good-quality vertex. Also, the total energy in the event must be less than 20 GeV.

Most backgrounds arise from random track combinations in \( e^+ e^- \rightarrow q\bar{q}(q = u, d, s, c) \) events (hereafter referred to as continuum events). These backgrounds peak at \( \cos \theta_2 = \pm 1 \), where \( \theta_2 \) is the angle in the \( e^+ e^- \) c.m. frame between the thrust axis of the \( B \)-candidate decay products and the thrust axis of the rest of the event. To reduce these backgrounds, we require \( |\cos \theta_T| < 0.95 \). Additional continuum suppression is achieved by using a neural network (NN) classifier with five input variables: \( |\cos \theta_R|, |\cos \theta_R|, |\Delta t/\sigma_{\Delta t}|, L_2/L_0 \), and the output of a B-flavor tagging algorithm. Here, \( \theta_R \) is the angle in the \( e^+ e^- \) c.m. frame between the \( B \)-candidate momentum and the beam axis, \( \Delta t \) is the difference between the decay times of the \( B^+ \) and \( B^- \) candidates with \( \sigma_{\Delta t} \) its uncertainty, and \( L_\ell = \sum_i |p_i - p_{\ell B}| (\cos \theta_i) \). The sum includes every track and neutral cluster not used to form the \( B \) candidate, and \( \theta_\ell \) is the angle in the \( e^+ e^- \) c.m. frame between the momentum of the \( \ell \) and the \( B \)-candidate thrust axis. \( p_k \) is the \( k \)-th Legendre polynomial. The NN is trained on signal MC events and off-resonance data. We place a requirement on the NN output that removes 65% of continuum events while removing only 6% of signal events.

Further discrimination is achieved with the energy-substituted mass \( m_{ES} = \sqrt{(1/2 + p_i p_{\ell B})/E_i - p_i^2} \) and energy difference \( \Delta E = E_B - \frac{1}{2} \sqrt{s} \), where \( (E_B, p_B) \) and \( (E_i, p_i) \) are the four-vectors of the \( B \) candidate and the initial electron-positron system measured in the laboratory frame, respectively. The asterisk denotes the \( e^+ e^- \) c.m. frame, and \( s \) is the invariant mass squared of the electron-positron system. Signal events peak at the \( B \) mass (\( = 5.279 \) GeV/c\(^2\)) for \( m_{ES} \), and at zero for \( \Delta E \). We require \( 5.27 < m_{ES} < 5.29 \) GeV/c\(^2\) and \( |\Delta E| < 0.1 \) GeV. An \( m_{ES} \)
sideband region with \( m_{ES} < 5.27 \text{ GeV}/c^2 \) is used for background characterization. After the calculation of \( m_{ES} \) and \( \Delta E \), we refit each \( B \) candidate with the invariant mass of the candidate constrained to agree with the nominal \( B \) mass \cite{14}, in order to improve the resolution on the DP position of events having multiple \( B \) candidates that pass the selection criteria. If an event has multiple \( B \) candidates, we select the one with the best vertex \( \chi^2 \). To avoid having events that have candidates in both the \( m_{ES} \) sideband and in the signal region, the best-candidate selection is performed prior to the \( m_{ES} \) and \( \Delta E \) selection. The overall selection efficiency for \( B^+ \rightarrow K^+ K^- K^+ \) is 33%.

We use MC simulation to study backgrounds from \( B \) decays (\( B \bar{B} \) background). In this paper, we treat \( B \rightarrow KKK \) decays containing intermediate charm decays as background, except for \( B \rightarrow \chi_{c0} K(\chi_{c0} \rightarrow KK) \), which we treat as signal. Most of the \( B \bar{B} \) backgrounds come from \( B \rightarrow D^{(*)}X \) decays. We study 20 of the most prominent \( B^+ B^- \) background modes using simulated exclusive samples, and split these modes into six classes, summarized in Table II. These classes have distinct kinematical distributions, and so will be handled separately in the ML fit, as described in Sec. V. Class 1 contains various charmless \( B^+ \) decays, the largest of which is \( B^+ \rightarrow K^+ K^- \pi^+ \). Class 2 includes a number of decays containing \( D^0 \rightarrow K^- K^0 \) in the decay chain. Class 3 includes various decays containing \( D^0 \rightarrow K^+ \pi^- \). Class 4 consists of \( B^+ \rightarrow D^0 K^+ (D^0 \rightarrow K^+ \pi^-) \) decays. We also include classes for signal-like \( B^+ \rightarrow K^+ K^- K^+ \) decays coming from \( B^+ \rightarrow D^0 K^+ \) (class 5) and \( B^+ \rightarrow J/\psi K^+ \) (class 6). These decays have the same \( m_{ES} \) and \( \Delta E \) distributions as signal, but can be distinguished from charmless signal by their location on the DP. We include a seventh \( B \bar{B} \) background class, which contains the remaining inclusive \( B^+ B^- \) and \( B^0 \bar{B}^0 \) decays.

### B. \( B^+ \rightarrow K^{0\ast}_S K^{0}_S K^+ \)

The \( B^+ \rightarrow K^{0\ast}_S K^+_S K^+ \) candidates are reconstructed by combining a charged track with two \( K^{0\ast}_S \rightarrow \pi^+ \pi^- \) candidates. The charged track is required to satisfy a kaon-PID requirement that is about 95% efficient for kaons, with a pion misidentification rate of around 4%. The \( K^{0\ast}_S \) candidates are each required to have a mass within 12 MeV/c\(^2\) of the nominal \( K^{0\ast}_S \) mass and a lifetime significance exceeding 3 standard deviations. We also require that \( \cos \theta_{K_{S}} > 0.999 \), where \( \alpha_{K_{S}} \) is the angle between the momentum vector of the \( K^{0\ast}_S \) candidate and the vector connecting the decay vertices of the \( B^+ \) and \( K^{0\ast}_S \) candidates in the laboratory frame. The total energy in the event must be less than 20 GeV.

To reduce continuum backgrounds, we require \( |\cos \theta_Y| < 0.9 \). We also use the same NN as for \( B^+ \rightarrow K^+ K^- K^+ \), and place a requirement on the NN output that removes 49% of continuum events while removing 4% of signal events. Finally, the \( B \) candidates are required to satisfy \( 5.26 < m_{ES} < 5.29 \text{ GeV}/c^2 \) and \( |\Delta E| < 0.1 \text{ GeV} \). An \( m_{ES} \) sideband region with \( m_{ES} < 5.26 \text{ GeV}/c^2 \) is used for background characterization. After the calculation of \( m_{ES} \) and \( \Delta E \), the \( B \) candidates are refitted with a \( B \) mass constraint.

The overall selection efficiency for \( B^+ \rightarrow K^{0\ast}_S K^{0}_S K^+ \) (with both \( K^{0\ast}_S \rightarrow \pi^+ \pi^- \)) is 27%.

About 2% of signal events have multiple \( B \) candidates that pass the selection criteria. In such cases, we choose the \( B \) candidate whose \( K^{0\ast}_S \) candidates have invariant masses closest to the nominal \( K^{0\ast}_S \) mass. Because there can be multiple \( B \) candidates that share one or more of the same kaon candidates, multiple \( B \) candidates may still remain after this step. In this case, we select the \( B \) candidate whose \( K^+ \) candidate has PID information most consistent with the kaon hypothesis. If multiple \( B \) candidates still remain, we select the one with the best vertex \( \chi^2 \). The best candidate selection is performed prior to the \( m_{ES} \) and \( \Delta E \) selection.

\( B \bar{B} \) backgrounds are studied with MC events. We study 10 of the most prominent background decay modes using simulated exclusive samples, and group them into three classes, summarized in Table III. Class 1 contains \( B^+ \rightarrow D^0 \pi^+ (D^0 \rightarrow K^{0}_S K^{0}_S) \) and \( B^+ \rightarrow K^{0\ast}_S K^+ K^- \) decays. Class 2 contains various \( B^+ B^- \) and \( B^0 \bar{B}^0 \) decays, dominated by the charmless decays \( B^0 \rightarrow K^{0}_S K^{0}_S \) and \( B^0 \rightarrow K^- K^+ K^0 \). Signal-like \( B^+ \rightarrow K^{0\ast}_S K^+_S K^+ \) decays coming from \( B^+ \rightarrow D^0 K^+ \) make up class 3. The remaining \( B \bar{B} \) backgrounds are grouped into a fourth class.

### Table II. Summary of the \( B \bar{B} \) backgrounds in \( B^+ \rightarrow K^+ K^- K^+ \). The "Expected yields" column gives the expected number of events for \( 467 \times 10^6 B \bar{B} \) pairs, based on MC simulation. The "Fitted yields" column gives the fitted number of events from the best solution of the fit on the data (see Sec. VII A).

<table>
<thead>
<tr>
<th>Class</th>
<th>Decay</th>
<th>Expected yields</th>
<th>Fitted yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( B^+ \rightarrow \text{charmless} )</td>
<td>42 ± 5</td>
<td>Fixed</td>
</tr>
<tr>
<td>2</td>
<td>( B^+ \rightarrow D^{(*)0}X, D^0 \rightarrow K^+ K^- )</td>
<td>195 ± 7</td>
<td>170 ± 21</td>
</tr>
<tr>
<td>3</td>
<td>( B^+ \rightarrow D^{(*)0}X, D^0 \rightarrow K^+ \pi^- )</td>
<td>117 ± 5</td>
<td>133 ± 34</td>
</tr>
<tr>
<td>4</td>
<td>( B^+ \rightarrow D^0 K^+ (D^0 \rightarrow K^+ \pi^-) )</td>
<td>92 ± 5</td>
<td>23 ± 9</td>
</tr>
<tr>
<td>5</td>
<td>( B^+ \rightarrow D^0 K^+ (D^0 \rightarrow K^- K^+) )</td>
<td>233 ± 13</td>
<td>238 ± 22</td>
</tr>
<tr>
<td>6</td>
<td>( B^+ \rightarrow J/\psi K^+ (J/\psi \rightarrow K^+ K^-) )</td>
<td>38 ± 5</td>
<td>45 ± 10</td>
</tr>
<tr>
<td>7</td>
<td>( B^+ B^- / B^0 \bar{B}^0 ) remaining</td>
<td>386 ± 12</td>
<td>261 ± 56</td>
</tr>
</tbody>
</table>
TABLE III. Summary of the $B\bar{B}$ backgrounds in $B^+ \to K^+_S K^0_S K^+$. The “Expected yields” column gives the expected number of events for $471 \times 10^6 B\bar{B}$ pairs, based on MC simulation. In the maximum-likelihood fit on the data (Sec. VII B), the yield of each class is fixed to its MC expectation.

<table>
<thead>
<tr>
<th>Class</th>
<th>Decay</th>
<th>Expected yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B^+ \to D^0 \pi^+ (D^0 \to K_S^0 K^0_S)$</td>
<td>6.1 $\pm$ 1.2</td>
</tr>
<tr>
<td>2</td>
<td>$B^+ \to K_S^0 K^0_S (K^+ \to K^0_S \pi^+)$</td>
<td>23 $\pm$ 5</td>
</tr>
<tr>
<td>3</td>
<td>$B^+ / B^0 \to$ charmless</td>
<td>8.1 $\pm$ 1.6</td>
</tr>
<tr>
<td>4</td>
<td>$B^+ B^- / B^0 \bar{B}^0$ remaining</td>
<td>118 $\pm$ 6</td>
</tr>
</tbody>
</table>

C. $B^0 \to K^+ K^- K^0_S$

$B^0 \to K^+ K^- K^0_S$ candidates are reconstructed by combining two charged tracks with a $K^0_S$ candidate. The charged tracks are required to be consistent with a kaon hypothesis. For most events, we apply tight kaon-PID requirements that are about 90% efficient for kaons with a pion misidentification rate of around 1.5%. Looser PID requirements (about 60% efficient, about 66% pion misidentification) are applied in the $m_\text{12} < 1.1 \text{ GeV}/c^2$ region, to increase the signal efficiency for $B^0 \to \phi K^0_S$. $K^0_S$ candidates are reconstructed in both the $K^0_S \to \pi^+ \pi^-$ and $K^0_S \to \pi^0 \pi^0$ decay modes. $K^0_S \to \pi^+ \pi^-$ candidates are required to have a mass within 20 MeV/c^2 of the nominal $K^0_S$ mass, while $K^0_S \to \pi^0 \pi^0$ candidates are required to have a mass $m_{\pi^0\pi^0}$ in the range $(m_{K^0_S} - 20 \text{ MeV}/c^2) < m_{\pi^0\pi^0} < (m_{K^0_S} + 30 \text{ MeV}/c^2)$, where $m_{K^0_S}$ is the nominal $K^0_S$ mass. Both $K^0_S \to \pi^+ \pi^-$ and $K^0_S \to \pi^0 \pi^0$ candidates are required to have a lifetime significance of at least 3 standard deviations, and to satisfy $\cos \alpha_{K^0_S} > 0.999$. The $\pi^0$ candidates are formed from two photon candidates, with each photon required to have a laboratory energy greater than 50 MeV and a transverse shower profile consistent with an electromagnetic shower.

We reduce continuum backgrounds by requiring $|\cos \theta_T| < 0.9$. In addition, we use a NN containing the variables $|\cos \theta_T|$, $|\cos \theta_B|$, and $L_2 / L_0$. Since we are performing a time-dependent analysis of $B^0 \to K^+ K^- K^0_S$, we omit $|\Delta t / \sigma_{\Delta t}|$ from the NN in order not to bias the fit.

We train the NN on signal MC events and off-resonance data. We make a requirement on the NN output that removes 26% of continuum events in the $K^0_L \to \pi^+ \pi^-$ channel, and 24% of continuum events in the $K^0_S \to \pi^0 \pi^0$ channel, with only a 2% loss of signal events. B candidates must satisfy $5.26 < m_{\text{ES}} < 5.29 \text{ GeV}/c^2$ and $0.06 < \Delta E < 0.06 \text{ GeV}$ for $K^0_L \to \pi^+ \pi^- (K^0_L \to \pi^0 \pi^0)$. An $m_{\text{ES}}$ sideband region with $m_{\text{ES}} < 5.26 \text{ GeV}/c^2$ is used for background characterization. After the calculation of $m_{\text{ES}}$ and $\Delta E$, the B candidates are refitted with a B mass constraint. The overall selection efficiency for $B^0 \to K^+ K^- K^0_S$ is 31% for $K^0_S \to \pi^+ \pi^-$ and 9% for $K^0_S \to \pi^0 \pi^0$.

The time difference $\Delta t$ is obtained from the measured distance along the beam direction between the positions of the $B^0_{\text{tag}}$ and $B^0_{\text{tag}}$ decay vertices, using the boost $\beta \gamma = 0.56$ of the $e^+ e^-$ system. We require that B candidates have $|\Delta t| < 20 \text{ ps}$ and an uncertainty on $\Delta t$ less than 2.5 ps. To determine the flavor of $B^0_{\text{tag}}$ we use the $B^0$ flavor tagging algorithm of Ref. [1], which produces six mutually exclusive tagging categories. We also retain untagged events (about 23% of signal events) in a seventh category, since these events contribute to the measurements of the branching fractions, although not to the CP asymmetries.

Multiple B candidates pass the selection criteria in about 4% of $K^0_S \to \pi^+ \pi^-$ signal events and 11% of $K^0_S \to \pi^0 \pi^0$ signal events. If an event has multiple candidates, we choose the B candidate using criteria similar to those used for $B^+ \to K^0_L K^0_L K^+$. The best candidate selection is performed prior to the $m_{\text{ES}}$, $\Delta E$, and $\Delta t$ selection.

$B\bar{B}$ backgrounds are studied with MC events and grouped into five classes, summarized in Table IV. We include classes for signal-like $B^0 \to K^+ K^- K^0_S$ decays coming from $B^0 \to D^+ K^+$ (class 1), $D_s^+ K^+$ (class 2), $D^0 K^0_S$ (class 3), and $J/\psi K^0_S$ (class 4). The remaining $B\bar{B}$ backgrounds are grouped into a fifth class.

V. THE MAXIMUM-LIKELIHOOD FIT

We perform an unbinned extended maximum-likelihood fit [19] to measure the inclusive $B \to K K K$ event yields and the resonant amplitudes and CP-violating parameters.

TABLE IV. Summary of the $B\bar{B}$ backgrounds in $B^0 \to K^+ K^- K^0_S$. The “Expected yields” columns give the expected number of events for $471 \times 10^6 B\bar{B}$ pairs, based on MC simulation. The “Fitted yields” columns give the fitted number of events from the best solution of the fit on the data (see Sec. VII C).

<table>
<thead>
<tr>
<th>Class</th>
<th>Decay</th>
<th>Expected yields</th>
<th>Fitted yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$B^0 \to D^+ K^+ (D^- \to K^- K^0_S)$</td>
<td>42 $\pm$ 13</td>
<td>4 $\pm$ 1</td>
</tr>
<tr>
<td>2</td>
<td>$B^0 \to D^+_s K^+ (D^- \to K^- K^0_S)$</td>
<td>33 $\pm$ 6</td>
<td>3 $\pm$ 1</td>
</tr>
<tr>
<td>3</td>
<td>$B^0 \to D^0 K^0_S (D^- \to K^- K^0_S)$</td>
<td>10 $\pm$ 1</td>
<td>1.0 $\pm$ 0.1</td>
</tr>
<tr>
<td>4</td>
<td>$B^0 \to J/\psi K^0_S (J/\psi \to K^- K^+)$</td>
<td>10 $\pm$ 1</td>
<td>1.0 $\pm$ 0.1</td>
</tr>
<tr>
<td>5</td>
<td>$B^+ B^- / B^0 \bar{B}^0$ remaining</td>
<td>141 $\pm$ 7</td>
<td>123 $\pm$ 6</td>
</tr>
</tbody>
</table>
This form neglects some small correlations between the fits in order to measure CP charges or tag flavors to discriminate signal from background. Events with both K and \( B \) flavors are simultaneously included in the fits in order to measure CP violation. For \( B^+ \rightarrow K^+K^-K^+ \) and \( B^+ \rightarrow K^0_SK^0_SK^+ \), the additional variable \( \Delta t \) enables the determination of mixing-induced CP violation.

The selected on-resonance data sample is assumed to consist of signal, continuum background, and \( B \) background components.

### A. The likelihood function

**1. \( B^+ \rightarrow K^+K^-K^+ \) and \( B^+ \rightarrow K^0_SK^0_SK^+ \)**

The probability density function (PDF) \( \mathcal{P}_i \) for an event \( i \) is the sum of the probability densities of all event components (signal, \( q\bar{q} \) continuum background, \( B\bar{B} \) background), namely

\[
\mathcal{P}_i = N_{\text{sig}} \mathcal{P}_{\text{sig},i} + N_{q\bar{q}} \left( 1 - Q_i A_{q\bar{q}} \right) \mathcal{P}_{q\bar{q},i} + \sum_{j=1}^{N_{B\bar{B}}} \frac{1}{2} \left( 1 - Q_i A_{B\bar{B}j} \right) \mathcal{P}_{B\bar{B}j,i}.
\]

The parameters are defined in Table V.

The PDFs \( \mathcal{P}_{X,i} \) have the general form

\[
\mathcal{P}_{X,i} = P_{X,i}(m_{\text{ES}}, \Delta E, NN, s_{12}, s_{23}) P_{X,i}(s_{12}, s_{23}, Q).
\]

This form neglects some small correlations between observables. Biases due to correlations in the signal PDF are assessed using MC events passed through a GEANT4-based detector simulation (see Sec. VIII).

The extended likelihood function is given by

\[
\mathcal{L} \propto e^{-\mathcal{N}} \prod_i \mathcal{P}_i,
\]

where \( \mathcal{N} \) is the total fitted number of events.

A total of 43 parameters are allowed to vary in the \( B^+ \rightarrow K^+K^-K^+ \) fit. They include eight yields (signal, continuum, and six \( B\bar{B} \) background yields) and 30 parameters for the complex amplitudes \( a_j \) from Eq. (5) (see Table VII in Sec. VII). The last five parameters are \( A_{q\bar{q}} \), one parameter each for the continuum \( m_{\text{ES}} \) and \( \Delta E \) PDFs, and the means of the signal \( m_{\text{ES}} \) and \( \Delta E \) PDFs (see Sec. V C). The \( A_{B\bar{B}j} \) are fixed to their MC expectations, except for classes 5 and 6, in which they are fixed to the world average [14] and 0, respectively.

A total of 41 parameters are allowed to vary in the \( B^+ \rightarrow K^0_SK^0_SK^+ \) fit. They include two yields (signal and continuum) and 16 parameters for the complex amplitudes \( a_j \) (see Table IX in Sec. VII). The last 23 parameters are \( A_{q\bar{q}} \), one parameter each for the shapes of the continuum \( m_{\text{ES}} \) and \( \Delta E \) PDFs, the means of the signal \( m_{\text{ES}} \) and \( \Delta E \) PDFs, and 18 parameters for the continuum NN PDFs (nine \( h_{ij} \) and nine \( g_i \); see Sec. V C). The \( A_{B\bar{B}j} \) are fixed to their MC expectations.

### Table V. Definition of parameters in the event PDF for \( B^+ \) decays shown in Eq. (32). The \( B\bar{B} \) background classes are given in Tables II and III.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{sig}} )</td>
<td>Total fitted ( B \rightarrow KKK ) signal yield in the data sample</td>
</tr>
<tr>
<td>( N_{q\bar{q}} )</td>
<td>Fitted continuum yield</td>
</tr>
<tr>
<td>( Q_i )</td>
<td>Charge of the ( B ) candidate, +1 or −1</td>
</tr>
<tr>
<td>( A_{q\bar{q}} )</td>
<td>Charge asymmetry in continuum events</td>
</tr>
<tr>
<td>( N_{B\bar{B}} )</td>
<td>Number of ( B\bar{B} )-related background classes considered in the fit</td>
</tr>
<tr>
<td>( N_{B\bar{B}j} )</td>
<td>Fitted or fixed yield in ( B\bar{B} ) background class ( j )</td>
</tr>
<tr>
<td>( A_{B\bar{B}j} )</td>
<td>Charge asymmetry in ( B\bar{B} ) background class ( j )</td>
</tr>
</tbody>
</table>
expectations, except for class 3, which is fixed to the world average [14].

2. \(B^0 \rightarrow K^+ K^- K^0_S\)

For this decay we use a similar unbinned maximum-likelihood fit to that described in Sec. VI A 1, but there are some significant differences. The components in the fit may be separated by the flavor and tagging category of the tag-side \(B\) decay.

The probability density function \(P_i^c\) for an event \(i\) in tagging category \(c\) [1] is the sum of the probability densities of all components, namely

\[
P_i^c \equiv N_{\text{sig}}^c P_{\text{sig},i}^c + N_{\text{q}q}^c P_{\text{q}q,i}^c + N_{BB\bar{B}}^c P_{BB\bar{B},i}^c\]

(35)

The parameters are defined in Table VI. The signal PDF includes components for the \(BB\) background classes 1–4 listed in Table IV, since they lead to the same \(K^+K^-K^0_S\) final state. The PDFs \(P_{X,i}^c\) are the products of PDFs for one or more variables,

\[
P_{X,i}^c \equiv P_{X,i}^c(m_{ES})P_{X,i}^c(\Delta E)P_{X,i}^c(NN, s_{12}, s_{23})
\times P_{X,i}^c(s_{12}, s_{23}, \Delta t, \sigma_{\Delta t}, Q),\]

(36)

where \(i\) is the event index. Not all the PDFs depend on the tagging category; the general notations \(P_{X,i}^c\) and \(P_{X,i}\) are used for simplicity.

The extended likelihood function evaluated for events in all tagging categories is given by

\[
L \equiv \prod_{i=1}^N e^{-\bar{N}_i} \prod_i P_i^c,\]

(37)

where \(N^c\) is the number of events entering into the fit in category \(c\), and \(\bar{N}^c \equiv N_{\text{sig}}^c + N_{q\bar{q}}^c + N_{BB\bar{B}}^c\) is the total fitted number of events in category \(c\).

The maximum-likelihood fit is performed simultaneously over both the \(K^0_L \rightarrow \pi^-\pi^0\) and \(K^0_S \rightarrow \pi^+\pi^-\) modes. The signal isobar model parameters are constrained to be equal for both modes, but otherwise the PDFs may differ.

A total of 90 parameters are allowed to vary in the fit. They include the 18 inclusive yields (for both \(K^0_L \rightarrow \pi^-\pi^0\) and \(K^0_S \rightarrow \pi^+\pi^-\), there are nine yields: signal, \(BB\), and seven continuum yields, one per tagging category). We also allow 32 parameters for the complex amplitudes \(a_j\) to vary (22 are shown in Table XI, six are \(b\) and \(\delta\) parameters corresponding to the parameters in Table XIII, and four describe the background classes 1–4 in Table IV, which we model as noninterfering isobars). The remaining 40 parameters include 38 parameters that describe the continuum PDF shapes (one \(\Delta E\) parameter and 18 NN parameters, for both \(K^0_L \rightarrow \pi^-\pi^0\) and \(K^0_S \rightarrow \pi^+\pi^-\), as well as the means of the signal \(m_{ES}\) and \(\Delta E\) PDFs for \(K^0_S \rightarrow \pi^-\pi^0\) only (see Sec. V C).

B. The Dalitz plot and \(\Delta t\) PDFs

For \(B^+ \rightarrow K^+K^-K^+\) and \(B^+ \rightarrow K^0_L K^0_L K^+\), the signal DP PDFs are given by

\[
P_{\text{sig}}(s_{12}, s_{23}, Q) = d\Gamma(s_{12}, s_{23}, Q)e(s_{12}, s_{23}),\]

(38)

where \(d\Gamma\) is defined in Eq. (2), and \(e\) is the DP-dependent selection efficiency, determined from MC simulation. We assume equal efficiencies for \(B^+\) and \(B^-\) events, and consider a possible asymmetry as a systematic uncertainty.

For \(B^0 \rightarrow K^+K^-K^0_S\), the time- and DP-dependent signal PDF is given by

\[
P_{\text{sig}}(s_{12}, s_{23}, \Delta t, \sigma_{\Delta t}, Q) = d\Gamma(s_{12}, s_{23}, \Delta t, Q)e(s_{12}, s_{23}) \otimes R(\Delta t, \sigma_{\Delta t}),\]

(39)
where \( d\Gamma \) is defined in Eq. (3) and the \( \Delta t \) resolution function is a sum of three Gaussian distributions. The parameters of the \( \Delta t \) resolution function and the tagging-category-dependent mistag rate are determined by a fit to fully reconstructed \( B^0 \) decays [1].

To account for finite resolution on DP location, the signal PDFs are convolved with a \( 2 \times 2 \)-dimensional resolution function

\[
\mathcal{R}(s_{12}', s_{23}', s_{12}', s_{23}'),
\]

which represents the probability for an event with true DP coordinates \( (s_{12}', s_{23}') \) to be reconstructed with coordinates \( (s_{12}', s_{23}') \). It obeys the unitarity condition

\[
\iint \mathcal{R}(s_{12}', s_{23}', s_{12}', s_{23}') ds_{12}' ds_{23}' = 1 \quad \forall \ s_{12}', s_{23}'.
\]

The \( \mathcal{R} \) function is obtained from MC simulation.

For \( B^+ \to K^+ K^- K^0 \) and \( B^+ \to K^0_s K^0_s K^+ \), the \( B \bar{B} \) background DP PDFs are histograms obtained from MC samples. The histograms have variable bin sizes calculated using an adaptive binning method to ensure that fine binning is used where the DP distributions have narrow structures.

For \( B^0 \to K^+ K^- K^0 \), the generic \( B \bar{B} \) background DP PDFs are likewise histograms obtained from MC samples. The background classes 1–4 given in Table IV, however, are modeled as noninterfering isobars, and so their DP and time dependence is included in Eq. (39).

The DP PDFs for continuum events are described by histograms similar to those for \( B \bar{B} \) backgrounds. The PDFs are modeled with data taken from \( m_{ES} \) sidebands, with a correction applied for \( B \bar{B} \) backgrounds present in the sidebands.

For \( B^0 \to K^+ K^- K^0 \), the \( \Delta t \) distribution of the continuum events is modeled with the sum of an exponential decay and prompt component, convolved with a double-Gaussian resolution function. The parameters are taken from a fit to data in the \( m_{ES} \) sideband. The \( \Delta t \) distribution of the generic \( B \bar{B} \) backgrounds is modeled in the same way, but the parameters are taken from a fit to MC samples. In the nominal fit, we assume zero CP violation in the backgrounds, but as a systematic we include CP violation in the \( B \bar{B} \) exponential decay component.

### D. Fitting method

The ML fits are performed with MINUIT [21]. Proper normalization of the DP PDFs poses a technical challenge in these fits, because some of the resonance amplitudes vary rapidly as functions of the DP. The normalization of these PDFs is performed using a numerical 2-dimensional integration algorithm that makes use of adaptive binning [22]. The speed of this algorithm allows the masses and decay widths of resonances to be varied in the fit. The normalization of the DP PDFs is recalculated at each step in the fit for which these parameters are varied.

### VI. DETERMINATION OF DALITZ MODEL

The Dalitz plots for the three \( B \to KKK \) modes are shown in Fig. 1. Before fitting \( A_{CP} \) parameters, we first decide which resonances and NR terms to include in the DP model for each of the \( B \to KKK \) modes. Because the \( B^+ \to K^+ K^- K^+ \) mode has the largest number of events, we primarily use it to guide our decision making, but the other modes are useful as well. The studies in this section are performed in a “CP-blind” fashion, which means that we constrain the \( CP \)-violating parameters of the signal and background components to zero, except in the case of \( B^0 \to K^+ K^- K^0_s \), where we constrain \( \beta_{\text{eff}} \) to \( \beta \) for all isobars.
has found its mass and width to be inconsistent with any established resonance, Belle has found a mass and width consistent with the $f_0(1500)$. There is also confusion surrounding the branching fraction to $f_X(1500)K$. Belle’s $B^+ \to K^+K^-K^+$ and $B^0 \to K^+K^-K_S^0$ analyses both find multiple solutions for the fit fraction for $f_X$. Some solutions favor a small fit fraction, less than 10%, while others favor a large fit fraction, greater than 50%. BABAR obtained a small fit fraction in $B^0 \to K^+K^-K_S^0$, but a large fit fraction in $B^+ \to K^+K^-K^+$. A large, broad structure around $m_{K^+K^-} = 1500 \text{MeV}/c^2$ is also seen by BABAR in $B^+ \to K^+K^-\pi^+$ [23] but not in $B^+ \to K_S^0K^0\pi^+$ [24]. BABAR’s analysis of $B^0 \to K_S^0K^0\pi^+$ [11] does not provide evidence for the $f_X(1500)$.

A. $B^+ \to K^+K^-K^+$

We initially perform a fit to $B^+ \to K^+K^-K^+$ using the same DP model as BABAR’s previous analysis of this mode, which includes the resonances $\phi(1020)$, $f_0(980)$, $f_X(1500)$, $f_0(1710)$, and $\chi_c$, and an exponential NR model [Eq. (26)]. We allow the NR parameter $\alpha$, as well as the mass and width of the $f_X(1500)$, to vary in the fit. The $f_X(1500)$ is taken to have a spin of zero. We refer to this hereafter as $B^+ \to K^+K^-K^+$ model A. We find fit parameters consistent with BABAR’s previous analysis. To see how well the fit model describes the DP distribution, we calculate angular moments, defined as

$$\langle P_f(\cos\theta_3) \rangle = \int_{-1}^1 d\Gamma P_f(\cos\theta_3)d\cos\theta_3,$$

where $\theta_3$ is the helicity angle between $K_3$ and $K_1$, measured in the rest frame of $K_1K_2$, $P_f$ is the $f$th Legendre polynomial, and the differential decay rate $d\Gamma$ is given in Eq. (2). Note that the angular moments are functions of $m_{12}$ but we suppress this dependence in our notation. Angular moments plotted as a function of $m_{12}$ are an excellent tool for visualizing the agreement between the fit model and data, as they provide more information than ordinary DP projections, in particular, spin information.

If we assume that no $K_1K_2$ partial waves of a higher order than $D$ wave contribute, and we temporarily ignore the effects of symmetrization, then we can express the overall decay amplitude as a sum of $S$-wave, $P$-wave, and $D$-wave terms:

$$\mathcal{A}(m_{12},\cos\theta_3) = \mathcal{A}_S P_0(\cos\theta_3) + \mathcal{A}_P e^{i\phi_P} P_1(\cos\theta_3) + \mathcal{A}_D e^{i\phi_D} P_2(\cos\theta_3),$$

where $\mathcal{A}_k$ and $\phi_k$ are real-valued functions of $m_{12}$, and we have factored out the $S$-wave phase. We can then calculate the angular moments:

FIG. 1. Dalitz plots for $B^+ \to K^+K^-K^+$ (top panel), $B^+ \to K^0\bar{K}^0K^+$ (middle panel), and $B^0 \to K^+K^-K_S^0$ (bottom panel). Points correspond to candidates in data that pass the full event selection, with an additional requirement that the NN output be 7 or less, in order to enhance the signal.

One important goal is to understand the nature of the so-called $f_X(1500)$ resonance seen in several previous analyses. Both BABAR [7,10] and Belle [8,9] have modeled this resonance as a scalar particle, but while BABAR

\begin{align*}
\langle \langle P_{\ell} & (\cos \theta_3) \rangle \rangle \equiv \int_{-1}^{1} d\Gamma P_{\ell}(\cos \theta_3) d\cos \theta_3, \\
\text{where } \theta_3 & \text{ is the helicity angle between } K_3 \text{ and } K_1, \text{ measured in the rest frame of } K_1K_2, \\
P_{\ell} & \text{ is the } \ell \text{th Legendre polynomial, and the differential decay rate } d\Gamma \text{ is given in Eq. (2). Note that the angular moments are functions of } m_{12}, \\
& \text{but we suppress this dependence in our notation. Angular moments plotted as a function of } m_{12}, \text{ are an excellent tool for visualizing the agreement between the fit model and data, as they provide more information than ordinary DP projections, in particular, spin information. If we assume that no } K_1K_2 \text{ partial waves of a higher order than } D \text{ wave contribute, and we temporarily ignore the effects of symmetrization, then we can express the overall decay amplitude as a sum of } S \text{-wave, } P \text{-wave, and } D \text{-wave terms:}
\end{align*}
\[ \langle P_0 \rangle = \frac{A_S^2 + A_P^2 + A_D^2}{\sqrt{2}}, \quad \langle P_1 \rangle = \sqrt{2} A_S A_P \cos \phi_P + \frac{2\sqrt{10}}{5} A_P A_D \cos(\phi_P - \phi_D), \]

\[ \langle P_2 \rangle = \frac{2}{5} A_P^2 + \frac{\sqrt{10}}{7} A_D^2 + \sqrt{2} A_S A_D \cos \phi_D, \quad \langle P_3 \rangle = \frac{3}{5} \sqrt{\frac{10}{7}} A_P A_D \cos(\phi_P - \phi_D), \quad \langle P_4 \rangle = \frac{\sqrt{18}}{7} A_D^2. \]  

The symmetrization of the \( B^+ \to K^+ K^- K^+ \) amplitude spoils the validity of Eq. (45). Nevertheless, the angular moments can be calculated both for signal-weighted data and for the fit model, providing a useful tool for checking how well the isobar model describes the data. In Fig. 2, we show angular moments for data compared to the fit model, in the region of the DP above the \( \phi(1020) \). The data are signal weighted using the \( \sqrt{P} \) plot technique. The fit model histograms are made by simulating large numbers of events based on the fit results. In Fig. 3, we show the angular moments in the \( \phi(1020) \) region.

The angular moments, in particular \( \langle P_2 \rangle \), show that model A does not describe the data well in the \( f_1(1500) \) region. If we replace the \( f_1(1500) \) with the \( f_0(1500) \) and...
As we will discuss shortly, this replacement is also motivated by a peak in \( h_{P1} \) seen in \( B^+ \to K^0\bar{K}^0K^+ \).

We also vary the NR model. The exponential NR model is not very flexible; it assumes no phase motion and only an \( S \)-wave term. We fit with a polynomial model [Eq. (28)] instead, which contains \( S \)-wave and \( P \)-wave terms and allows for phase motion. There is an improvement in \( 2\ln L \) of 233 units. However, the polynomial model has 9 more degrees of freedom than the exponential model. We refer to this model [which replaces the \( f(980) \) with the \( f(1500) \) and the \( f_2(1525) \), and which uses the polynomial NR model] hereafter as model B for \( B^+ \to K^0\bar{K}^0K^+ \).

We compare the angular moments for model B to data in Figs. 2 and 3. Model B matches the data significantly better than model A, especially for \( h_{P1} \) and \( h_{P2} \).

Next we examine \( B^+ \to K^0\bar{K}^0K^+ \), initially including the resonances \( f(980) \), \( f(1500) \), \( f(1710) \), and \( \chi_{c0} \). We take the \( f(1500) \) mass and width from the \( B^+ \to K^+\bar{K}^0K^+ \) model A result. We also include a polynomial NR model, but without the \( P \)-wave term, which is forbidden. We call this model A for \( B^+ \to K^0\bar{K}^0K^+ \).
In Fig. 4, we show the angular moments for this model, compared to signal-weighted data. Assuming there are no higher-order $K_0^0$ partial waves than $D$ wave, Eq. (45) is valid for $B^+ \to K_0^{*+} K_0^0$. However, because odd partial waves are forbidden in this channel, the odd angular moments are automatically zero. The peak in $\phi_{2\pi}$ around 1.5 GeV/c\(^2\) in Fig. 4 suggests the presence of a tensor resonance. We replace the $f_X(1500)$ with the $f_0(1500)$ and $f_2(1525)$, and call this model B for $B^+ \to K_0^{*+} K_0^0$. Model B improves $2\ln L$ by 37 units over model A. The angular moments for model B are shown in Fig. 4. Neither model does a good job of describing $\phi_{2\pi}$ in the region $1.8 < m_{12} < 2.5$ GeV/c\(^2\). As an alternative, we use the model from BABAR’s $B^0 \to K_0^{*0} K_0^{*0}$ analysis [11], which includes $f_0(980)$, $f_0(1710)$, $f_2(2010)$, $\chi_{c0}$, and an exponential NR model like in Eq. (26), except without the second term. For this model, $2\ln L$ is 52 units worse than for model B. We then add the $f'_2(1525)$ to this model, but its $2\ln L$ is still 19 units worse than model B. Adding the $f_2(2010)$ or $f_2(2300)$ resonance to model B significantly improves $2\ln L$ and improves the modeling of the $\langle P_2 \rangle$ distribution, but no evidence for these resonances is seen in $B^+ \to K^+ K^- K^+$, which has a much higher signal yield. Therefore, we do not include either of these resonances in
our model. We will, however, include these resonances as part of our evaluation of systematic uncertainties.

**C. \( B^0 \to K^+ K^- K_S^0 \)**

Lastly, we examine \( B^0 \to K^+ K^- K_S^0 \). We initially fit with the same model used in BABAR’s previous analysis, which includes the resonances \( f(1020) \), \( f(980) \), \( f(1500) \), \( f(1710) \), and \( \chi_{c0} \), and the extended exponential NR model given in Eq. (27). We take the mass and width of the \( f_X(1500) \) from the \( B^+ \to K^+ K^- K^+ \) model A result. We hereafter refer to this model as model A for \( B^0 \to K^+ K^- K_S^0 \). Belle’s most recent \( B^0 \to K^+ K^- K_S^0 \) analysis uses this same model, although with a different mass and width for the \( f_X(1500) \).

Using model A, we obtain fit results consistent with BABAR’s previous measurement. In Fig. 5, we show the angular moments for this model compared to data. The angular moments in \( B^0 \to K^+ K^- K_S^0 \) are complicated due to the relative minus sign between \( B^0 \) and \( B^0 \) amplitudes for odd-\( L \) resonances [Eq. (20)]. To account for this, when computing the odd angular moments, we weight the events by \( Q \), where \( Q \) is the flavor of the \( B_{ug}^0 \). Then, Eq. (45) is valid for \( B^0 \to K^+ K^- K_S^0 \), except that for the odd angular moments, the right-hand side must be multiplied by \( (1 - 2Q)/((\Delta m_{\tau\rho})^2 + 1) \), which is a dilution factor caused by mistagging and \( B^0 \to \bar{B}^0 \) mixing.

We replace the \( f_X(1500) \) by the \( f_0(1500) \), \( f_2(1525) \), and \( f_0(1710) \), and this improves \( 2 \ln \mathcal{L} \) by 18 units. We then replace the NR model with a polynomial NR model containing \( S \)-wave and \( P \)-wave terms. This improves \( 2 \ln \mathcal{L} \) by an additional 13 units. We refer to this model as model B for \( B^0 \to K^+ K^- K_S^0 \), its angular moments are shown in Fig. 5. The improvement of model B over model A is not evident by examining the angular moments by eye, but model B provides a considerably better likelihood.

**D. Conclusion**

For each of the three decay modes, model B produces a better fit to the data than model A, at the cost of more free parameters. Model B also eliminates the need for the hypothetical \( f_X(1500) \) state. The NR parametrization used in model B greatly improves the fit likelihood in \( B^+ \to K^+ K^- K^+ \), and its large number of parameters make it very flexible. A benefit of this flexibility is that the fit results are then less dependent on the particular choice of NR parametrization. Model B also has a similar form in all three modes (the only difference is the absence of \( P \)-wave states in \( B^+ \to K_S^0 K_S^0 K^+ \)), aiding comparison of results between the modes. In addition to the studies already mentioned, we tested for the presence of the \( f_0(1370) \), \( f_2(1270) \), \( f_0(1225) \), and \( f_2(2300) \) in each mode, and in \( B^+ \to K^+ K^- K^+ \) and \( B^0 \to K^+ K^- K_S^0 \), we tested for the \( \phi(1680) \). We did not find evidence for any of these resonances. We also tested for the following isospin-1 resonances: \( a_0^+(1450) \) in each of the three modes, and \( a_0^+(980) \) and \( a_0^+(1450) \) in \( B^+ \to K_S^0 K_S^0 K^+ \) and \( B^0 \to K^+ K^- K_S^0 \) only. We did not find evidence for any of these resonances. We henceforth use model B as the nominal fit model for each mode, and only include these additional resonances to evaluate systematic uncertainties.

**VII. RESULTS**

**A. \( B^+ \to K^+ K^- K^+ \)**

The maximum-likelihood fit of 12,240 candidates results in yields of \( 5269 \pm 84 \) signal events, \( 6016 \pm 91 \) continuum events, and \( 912 \pm 54 \) \( B\bar{B} \) events, where the uncertainties are statistical only.

In order to limit the number of fit parameters and improve fit stability, we constrain the \( A_{CP} \) and \( \Delta \phi \) of the \( f_0(1500) \), \( f_2(1525) \), and \( f_0(1710) \) to be equal in the fit [i.e., the \( b \) and \( \delta \) parameters, defined in Eq. (6), are constrained to be the same for these isobars]. We also constrain the \( A_{CP} \) and \( \Delta \phi \) of the \( S \)-wave and \( P \)-wave NR terms to be equal. Since the \( A_{CP} \) in \( B^+ \to c\bar{c} K^+ \) decays is known to be small [14], we fix the \( A_{CP} \) of the \( \chi_{c0} \) to 0 in the fit. Only relative values of \( c \), \( \phi \), and \( \Delta \phi \) are measurable, so as references we fix \( c = 1 \) and \( \phi = 0 \) for the NR term \( a_{30} \) and \( \Delta \phi = 0 \) for all NR terms.

When the fit is repeated starting from input parameter values randomly chosen within wide ranges above and

![FIG. 6 (color online). Distributions of \( m_{ES} \) (left panel), \( \Delta E \) (center panel), and NN output (right panel) for \( B^+ \to K^+ K^- K^+ \). The NN output is shown in vertical log scale.](112010-17)
below the nominal values for the magnitudes and within the [0°–360°] interval for the phases, we observe convergence toward two solutions with minimum values of the negative log likelihood function $-2\ln L$ that are separated by 5.6 units. We will refer to them as solution I (the global minimum) and solution II (a local minimum). The two solutions have nearly identical values for most parameters, but differ greatly for some of the isobar parameters. The isobar parameters for both solutions are given in Table VII. The correlation matrices of the isobar parameters are given in Ref. [26].

Figure 6 shows distributions of $m_{ES}$, $\Delta E$ and the NN output. Figure 7 shows the $m_{12}$, $m_{23}$, and $m_{13}$ distributions for signal- and background-weighted events, using the Plot [25] technique.

The fit result for solution I is summarized in Table VIII. The systematic uncertainties are described in Sec. VIII. We report branching fractions for individual decay channels by multiplying the inclusive branching fraction by the fit fractions. This neglects interference between decay channels. The inclusive branching fraction is computed as

\[
\frac{\text{Events}}{(0.05 \text{ GeV/c})^2} \sim \frac{\text{Events}}{(0.06 \text{ GeV/c})^2} \sim \frac{\text{Events}}{(0.07 \text{ GeV/c})^2}
\]

FIG. 7 (color online). Distributions of $m_{12} = m_{K^+K^-}$, $m_{23} = m_{K^+K^-}$, and $m_{13} = m_{K^+K^-}$, for signal-weighted (left column) and background-weighted (right column) $B^+ \to K^+K^-K^+$ candidates in data. The event weighting is performed using the Plot method. The fit model (histograms) is shown superimposed over data (points). The signal includes the signal-like $B\bar{B}$ backgrounds (classes 5 and 6 in Table II). The four main peaks in the upper signal plot are, from left to right: the $\phi(1020)$, $f_0(1500)/f_2(1525)$, $D^0$ (background), and $\chi_{c0}$. The horn-like peaks in the middle and lower signal plots are reflections from the $\phi(1020)$. The $\chi_{c0}$ is also visible around 3.4 GeV/c$^2$ in the middle signal plot. The upper background plot has a $\phi(1020)$ peak (mainly due to continuum) and $D^0$ peak (mainly due to $B\bar{B}$).
TABLE VIII. Branching fractions (neglecting interference), CP asymmetries, and CP-violating phases [see Eq. (11)] for $B^+ \to K^+K^-K^+$. The $\mathcal{B}(B^+ \to RK^+)$ column gives the branching fractions to intermediate resonant states, corrected for secondary branching fractions obtained from Ref. [14]. Central values and uncertainties are obtained from solution I. In addition to quoting the overall NR branching fraction, we quote the $S$-wave and $P$-wave NR branching fractions separately.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>$\mathcal{B}(B^+ \to K^+K^-K^+) \times FF_f(10^{-6})$</th>
<th>$\mathcal{B}(B^+ \to RK^+)(10^{-6})$</th>
<th>$A_{CP}$ (%)</th>
<th>$\Delta \phi_f$ (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)K^+$</td>
<td>$4.48 \pm 0.22^{+0.33}_{-0.24}$</td>
<td>$9.2 \pm 0.4^{+0.7}_{-0.5}$</td>
<td>$12.8 \pm 4.4 \pm 1.3$</td>
<td>$23 \pm 13^{+5}_{-3}$</td>
</tr>
<tr>
<td>$f_0(980)K^+$</td>
<td>$9.4 \pm 1.6 \pm 2.8$</td>
<td>$-8 \pm 8 \pm 4$</td>
<td>$9 \pm 7 \pm 6$</td>
<td></td>
</tr>
<tr>
<td>$f_0(1500)K^+$</td>
<td>$0.74 \pm 0.18 \pm 0.52$</td>
<td>$17 \pm 4 \pm 12$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_0^\prime(1525)K^+$</td>
<td>$0.69 \pm 0.16 \pm 0.13$</td>
<td>$1.56 \pm 0.36 \pm 0.30$</td>
<td>$14 \pm 10 \pm 4$</td>
<td>$-2 \pm 6 \pm 3$</td>
</tr>
<tr>
<td>$f_0(1710)K^+$</td>
<td>$1.12 \pm 0.25 \pm 0.50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi_0K^+$</td>
<td>$1.12 \pm 0.15 \pm 0.06$</td>
<td>$184 \pm 25 \pm 14$</td>
<td>$-4 \pm 13 \pm 2$</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>$22.8 \pm 2.7 \pm 7.6$</td>
<td>$6.0 \pm 4.4 \pm 1.9$</td>
<td>$0 \text{ (fixed)}$</td>
<td></td>
</tr>
<tr>
<td>NR ($S$ wave)</td>
<td>$52^{+14}_{-11} \pm 27$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR ($P$ wave)</td>
<td>$24^{+13}_{-15} \pm 27$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \mathcal{B}(B^+ \to K^+K^-K^+) = \frac{N_{\text{sig}}}{\bar{e}N_{B\bar{B}}}, \tag{46} \]

where $N_{B\bar{B}}$ is the total number of $B\bar{B}$ pairs and $\bar{e}$ is the average efficiency, estimated by weighting MC events by the measured DP distribution, $|\mathcal{A}|^2 + |\tilde{\mathcal{A}}|^2$. We assume equal number of $B^+B^-$ and $B^0\bar{B}^0$ pairs from the $Y(42)$. We find $\mathcal{B}(B^+ \to K^+K^-K^+) = (34.6 \pm 0.6 \pm 0.9) \times 10^{-6}$, including the $\chi_0K^+$ channel. We find an inclusive charmless branching fraction (excluding $\chi_0K^+$) of $\mathcal{B}(B^+ \to K^+K^-K^+) = (33.4 \pm 0.5 \pm 0.9) \times 10^{-6}$.

Fit fraction matrices giving the values of $FF_{jk}$ for solutions I and II are shown in the Appendix. Solution I has large destructive interference between the $S$-wave and $P$-wave NR decays. Solution II has a smaller $f_0(980)$ fit fraction and large destructive interference between the $f_0(980)$ and nonresonant decays. We also calculate an overall charmless $A_{CP}$ by integrating the charmless $|\mathcal{A}|^2$ and $|\tilde{\mathcal{A}}|^2$ over the DP. We find the charmless $A_{CP}(B^+ \to K^+K^-K^+) = (-1.7^{+1.9}_{-1.4})\%$. There is negligible difference between solutions I and II for this quantity.

We plot the signal-weighted $m_{K^+K^-}$ distribution separately for $B^+$ and $B^-$ events in Fig. 8. Solutions I and II yield $A_{CP}(\phi(1020)) = (12.8 \pm 4.4)\%$ and $(7.4 \pm 4.5)\%$, respectively, where the uncertainties are statistical only. We perform a likelihood scan in $A_{CP}(\phi(1020))$, shown in Fig. 9. At each scan point, many fits are performed with random initial parameters, and the fit with the largest likelihood is chosen. Thus, the likelihood scan properly accounts for any local minima. The $A_{CP}$ is found to differ from 0 at the 2.8 standard deviation level (2.9$\sigma$ if one uses only the statistical uncertainties).

Solution II exhibits a very large $A_{CP}$ for the $f_0(980)K^+$ channel, but in solution I this $A_{CP}$ is consistent with 0. A likelihood scan in $A_{CP}(f_0(980))$ is shown in Fig. 10, in which the two solutions are clearly visible.

**B. $B^+ \to K^0_SK^0_SK^0_K^+$**

The maximum-likelihood fit of 3012 candidates results in yields of 636 $\pm$ 28 signal events and 2234 $\pm$ 50 continuum events, where the uncertainties are statistical only. The $B\bar{B}$ yields are fixed to the expected number of events (Table III), for a total of 155 events.

In order to limit the number of fit parameters, we constrain the $A_{CP}$ and $\Delta \phi$ of every charmless isobar to be equal in the fit. We fix $A_{CP}$ for $\chi_0K^+$ to 0, but leave the

![FIG. 8 (color online). Signal-weighted $m_{K^+K^-}$ distribution for $B^+ \to K^+K^-K^+$ candidates in data, plotted separately for $B^+$ and $B^-$ events, for the entire DP range (left panel), and the $\phi(1020)$-region only (right panel). The event weighting is performed using the $\mathcal{P}$-Plot method. Signal includes irreducible $B\bar{B}$ backgrounds (classes 5 and 6 in Table II).](112010-19)
corresponding $\Delta \phi$ parameter free to vary in the fit. Recalling that only relative values of $\Delta \phi$ are measurable, our choice is therefore to measure the difference between $\Delta \phi$ for the $X_{c0}$ and the reference $\Delta \phi$ shared by all the other isobars.

Many fits are performed with randomly chosen starting values for the isobar parameters. In addition to the global minimum, 14 other local minima are found with values of $-2 \ln L$ within 9 units ($3\sigma$) of the global minimum. These different solutions vary greatly in their isobar parameters, but have consistent signal yields and values of $A_{CP}$.

Figure 11 shows the distributions of $m_{ES}, \Delta E$, and the NN output, compared to the fit model. Figure 12 shows the $m_{12}, m_{23},$ and $m_{13}$ distributions for signal- and background-weighted events, using the $P$lot technique. We plot the signal-weighted $m_{12}$ distribution separately for $B^+$ and $B^-$ events in Fig. 13.

The fit result for the global minimum solution is summarized in Tables IX and X. The fit fraction matrix for the global minimum is given in the Appendix, and the correlation matrix of the isobar parameters is given in Ref. [26]. The other minima all have consistent values for the $f_2^c(1525)$ and $X_{c0}$ fit fractions, but wide variations in the fit fractions for the other states are seen. In particular, the fit fraction of the $f_0(980)$ varies between 69% and 152% and the fit fraction of the $f_0(1500)$ varies between 3% and 73%. This means the branching fractions of these states are very poorly constrained with the current data. However, the signal yields for the different solutions only vary between 636 and 640 events. We find a total inclusive branching fraction of $\mathcal{B}(B^+ \rightarrow K^0_S K^0_S K^+)$ = $(10.6 \pm 0.5 \pm 0.3) \times 10^{-6}$, or $\mathcal{B}(B^+ \rightarrow K^0_S K^0_S K^+)$ = $(10.1 \pm 0.5 \pm 0.3) \times 10^{-6}$ if the $X_{c0}$ is excluded.

The global minimum has values of $A_{CP} = (4 \pm 5 \pm 2)\%$ and $\Delta \phi = (-25 \pm 65 \pm 11)^\circ$. The $A_{CP}$ for the other minima are between 2% and 4%. A likelihood scan of $A_{CP}$ is shown in Fig. 14. From the likelihood scan, we determine $A_{CP} = (4^{+4}_{-3} \pm 2)\%$.
FIG. 12 (color online). Distributions of \( m_{12} = m_{SK} \), \( m_{23} = m_{SK}' \), and \( m_{13} = m_{SK} S \) for signal-weighted (left column) and background-weighted (right column) \( B^+ \to K^{0}K^{0}\bar{K}^{0} \) candidates in data. The event weighting is performed using the \( \mathcal{A} \) model. The fit model (histograms) is shown superimposed over data (points). The two main peaks in the upper signal plot are the \( f_0(1500)/f_2(1525) \) and \( \chi_{c0} \).

\textbf{C. } \( B^0 \to K^{+}K^{-}K^0 \)

The maximum-likelihood fit is performed simultaneously to 5627 candidates in the \( K^0_S \to \pi^+ \pi^- \) channel and 2910 candidates in the \( K^0 \to \pi^0 \pi^0 \) channel. In the \( K^0_S \to \pi^+ \pi^- \) channel, we find \( 1419 \pm 43 \) signal events (including \( 68 \pm 9 \) signal-like \( BB \) background events, corresponding to categories 1–4–4 in Table IV). We also find \( 4178 \pm 71 \) continuum events and \( 29 \pm 28 \) remaining \( BB \) events.

In the \( K^0 \to \pi^0 \pi^0 \) channel, we find yields of \( 160 \pm 17 \) signal events (including \( 7 \pm 1 \) signal-like \( BB \) background events), \( 2703 \pm 55 \) continuum events, and \( 48 \pm 18 \) remaining \( BB \) events. All uncertainties are statistical only.

We vary three sets of \( \beta_{eff} \) and \( \lambda_{CP} \) values in the fit: one for the \( \phi(1020) \), another for the \( f_0(980) \), and a third that is shared by all the other charmless isobars in order to reduce the number of fit parameters. Note that this last set of isobars contains both even-spin and odd-spin (\( P \)-wave NR) terms. Because of the sign flip in Eq. (20), the \( \sin \Delta m_{\Delta t} \)-dependent \( CP \) asymmetry [see Eq. (3)] has opposite sign for the even-spin and odd-spin components. We fix the \( \beta_{eff} \) of the \( \chi_{c0} \) to the SM value, and we fix its \( \lambda_{CP} (= -C) \) to 0.

We perform hundreds of fits, each one with randomly chosen starting values for the isobar parameters. In addition to the global minimum, four other local minima are found with values of \( -2 \ln L \) within 9 units of the global minimum. These different solutions all have consistent signal yields, but vary greatly for some isobar parameters. 
TABLE IX. Isobar parameters for $B^+ \rightarrow K^0_SK^0_SK^+$. For the global minimum. The NR coefficients are defined in Eq. (28). Phases are given in degrees. Only statistical uncertainties are given.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0(980)K^+$</td>
<td>$c = 3.35 \pm 0.22$</td>
</tr>
<tr>
<td>$f_0(1500)K^+$</td>
<td>$c = 0.20 \pm 0.05$</td>
</tr>
<tr>
<td>$f_2(1525)K^+$</td>
<td>$c = 0.001 79 \pm 0.000 32$</td>
</tr>
<tr>
<td>$f_0(1710)K^+$</td>
<td>$c = 0.24 \pm 0.07$</td>
</tr>
<tr>
<td>$\chi_{c0}K^+$</td>
<td>$c = 0.113 \pm 0.017$</td>
</tr>
<tr>
<td>NR</td>
<td>$b = -0.018 \pm 0.023$</td>
</tr>
<tr>
<td>$a_{S0}$</td>
<td>$c = 1.0$ (fixed)</td>
</tr>
<tr>
<td>$a_{S1}$</td>
<td>$c = 1.00 \pm 0.08$</td>
</tr>
<tr>
<td>$a_{S2}$</td>
<td>$c = 0.51 \pm 0.08$</td>
</tr>
</tbody>
</table>

The $CP$-conserving isobar parameters for the global minimum solution are summarized in Table XI, and the branching fractions are given in Table XII. Table XIII shows the values of the $CP$-violating observables, with the central values taken from the global minimum, and the errors taken from likelihood scans. (Note that the second minimum is separated from the global minimum by $-2 \Delta \ln \mathcal{L} = 3.9$, so the likelihood scan is not impacted by the local minima at the 1 standard deviation level.) In addition to $\beta_{\text{eff}}$ and $A_{CP}$, we compute the quasi-two-body $CP$-violating parameter $S$, defined as

$$S_j = -\frac{2 \text{Im}(e^{-i2\beta} a_j a_j^*)}{|a_j|^2 + |a_j^*|^2} = \frac{1 - b_j^2}{1 + b_j^2} \sin(2\beta_{\text{eff},j}). \quad (47)$$

The fit fraction matrix for the best solution is given in the Appendix, and the correlation matrix of the isobar
between 19% and 41%, the fit fraction of the $f_\pm$ states. Specifically, the fit fraction of the $S$ states varies between 2% and 27%, and the $T$ fit fraction varies between 34% and 120%. The signal yields between $(100 \pm 900) \pm 300$ $/$C12 and the trigonometric reflection $\eta = \theta$, where $\eta$ and $\zeta$ are the relative strong and weak phases, respectively, between $A_2$ and $A_1$. The $CP$ asymmetries in this case are

$$A \equiv A_1(1 + r e^{i(\eta + \zeta)}), \quad \tilde{A} \equiv A_1(1 + r e^{i(\eta - \zeta)}),$$

where $r$ is the ratio $|A_2/A_1|$, and $\eta$ and $\zeta$ are the relative strong and weak phases, respectively, between $A_2$ and $A_1$. The $CP$ asymmetries in this case are

D. Interpretation

The value we measure for $A_{CP}(\phi K^+)$ is larger than the SM prediction, while $\beta_{eff}(\phi K_0^0)$ is in excellent agreement with the SM. We can use the measured $A_{CP}(\phi K^+)$ and $\beta_{eff}(\phi K_0^0)$ to put constraints on the amplitudes contributing to these decays. We assume isospin symmetry, so that the amplitudes for $B^+ \rightarrow \phi K^+$ and $B^0 \rightarrow \phi K_0^0$ are the same. We also assume that this amplitude, $A$, can be written as the sum of two amplitudes, $A_1$ and $A_2$, where $A_1$ is the dominant penguin amplitude. $A_2$ is an arbitrary additional amplitude with a different weak phase, which could be a tree, $u$ penguin, or new physics amplitude.

Then

$$A = A_1(1 + r e^{i(\eta + \zeta)}), \quad \tilde{A} = A_1(1 + r e^{i(\eta - \zeta)}),$$

where $r$ is the ratio $|A_2/A_1|$, and $\eta$ and $\zeta$ are the relative strong and weak phases, respectively, between $A_2$ and $A_1$. The $CP$ asymmetries in this case are

parameters is given in Ref. [26]. The correlation matrix for the $CP$-violating observables is given in Table XIV.

The other minima all have consistent values for the $\phi(1020)$, $f_1(1525)$, $P$-wave NR, and $\chi_{0,2}$ fit fractions, but there are large variations in the fit fractions for the other states. Specifically, the fit fraction of the $f_0(980)$ varies between 19% and 41%, the fit fraction of the $f_0(1500)$ varies between 2% and 51%, the fit fraction of the $f_0(1710)$ varies between 2% and 27%, and the $S$-wave NR fit fraction varies between 34% and 120%. The signal yields for the different solutions, however, exhibit negligible variation. We calculate the inclusive branching fraction using only the yield in the $K_S^0 \rightarrow \pi^+ \pi^-$ channel. We find $B(B^0 \rightarrow K^+ K^- K^0) = (26.5 \pm 0.9 \pm 0.8) \times 10^{-6}$, or $B(B^0 \rightarrow K^+ K^- K^0) = (25.4 \pm 0.9 \pm 0.8) \times 10^{-6}$ if the $\chi_{0,2}$ is excluded.

Likelihood scans for each of the $\beta_{eff}$ and $A_{CP}$ are shown in Figs. 19–21. $\beta_{eff}(other)$ is different from zero with $4.3 \sigma$ significance. We can also distinguish between $\beta_{eff}$ and the trigonometric reflection $90^\circ - \beta_{eff}$, due to the sensitivity of the DP analysis to interference between $S$-wave and $P$-wave amplitudes. We find that $\beta_{eff}(other)$ is favored over $90^\circ - \beta_{eff}(other)$ with $4.8 \sigma$ significance.
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and

$$A_{CP}(\phi K^+) = \frac{2r \sin \xi \sin \eta}{1 + 2r \cos \xi \cos \eta + r^2}$$  \hspace{1em} (49)$$

and

$$\beta_{\phi K_0^0} = \beta + \frac{1}{2} \arctan \left( \frac{2r \sin \xi \cos \eta + r^2 \sin(2\xi)}{1 + 2r \cos \xi \cos \eta + r^2 \cos(2\xi)} \right).$$  \hspace{1em} (50)$$

Note that \(A_{CP}(\phi K_0^0) = A_{CP}(\phi K^+)\) under our assumptions.

However, since the experimental precision on \(A_{CP}(\phi K_0^0)\) is very poor compared to \(A_{CP}(\phi K^+)\), we only include the more precise \(A_{CP}(\phi K^+)\) measurement in our analysis. By combining the likelihood scans of \(A_{CP}(\phi K^+)\) and \(\beta_{\phi K_0^0}\), we can put constraints on \(r\), \(\eta\), and \(\xi\). Figure 22 shows the resulting constraints in the \(r-\xi\), \(r-\eta\), and \(\eta-\xi\) planes.

The nonzero value of \(A_{CP}(\phi K^+)\) leads to \(r = 0\) being disfavored by 2.8\(\sigma\), with a value of approximately 0.1 favored for most values of \(\xi\). There is little constraint on \(\xi\) and \(\eta\), except that values of 0 or \(\pm 180^\circ\) are disfavored [because \(A_{CP}(\phi K^+)\) is nonzero], and the first and third
FIG. 18 (color online). Top: The $\Delta t$ distributions for $B^0 \to K^+ K^- K_S^0 \to \pi^+ \pi^-$ signal events, in the $\phi(1020)$ region ($1.01 < m_{12} < 1.03 \text{ GeV}/c^2$) (left panel) and $\phi(1020)$-excluded region (right panel). $B^0$ ($\bar{B}^0$) tagged events are shown as closed circles (open squares). The fit model for $B^0$ ($\bar{B}^0$) tagged events is shown by a solid (dashed) line. The data points are signal weighted using the $\mathcal{P}$-Plot method. Bottom: The asymmetry $(N_{B^0} - N_{\bar{B}^0})/(N_{B^0} + N_{\bar{B}^0})$ as a function of $\Delta t$, in the $\phi(1020)$ region (left panel) and $\phi(1020)$-excluded region (right panel). The points represent signal-weighted data, and the line is the fit model.

TABLE XI. CP-conserving isobar parameters [defined in Eq. (6)] for $B^0 \to K^+ K^- K_S^0$, for the global minimum. The NR coefficients are defined in Eq. (28). Phases are given in degrees. Only statistical uncertainties are given.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)K_S^0$</td>
<td>$c$ = 0.039 ± 0.005, $\phi$ = 20 ± 19</td>
</tr>
<tr>
<td>$f_0(980)K_S^0$</td>
<td>$c$ = 2.2 ± 0.5, $\phi$ = 40 ± 16</td>
</tr>
<tr>
<td>$f_0(1500)K_S^0$</td>
<td>$c$ = 0.22 ± 0.05, $\phi$ = 17 ± 16</td>
</tr>
<tr>
<td>$f_2'(1525)K_S^0$</td>
<td>$c$ = 0.00080 ± 0.00028, $\phi$ = 53 ± 23</td>
</tr>
<tr>
<td>$f_0(1710)K_S^0$</td>
<td>$c$ = 0.72 ± 0.11, $\phi$ = 110 ± 11</td>
</tr>
<tr>
<td>$X_{c0}K_S^0$</td>
<td>$c$ = 0.144 ± 0.023, $\phi$ = −17 ± 20</td>
</tr>
<tr>
<td>NR</td>
<td>$a_{s0}$ = 1.0 (fixed), $\phi$ = 0 (fixed)</td>
</tr>
<tr>
<td>$a_{s1}$</td>
<td>$c$ = 1.25 ± 0.25, $\phi$ = −149 ± 9</td>
</tr>
<tr>
<td>$a_{s2}$</td>
<td>$c$ = 0.58 ± 0.22, $\phi$ = 56 ± 15</td>
</tr>
<tr>
<td>$a_{p0}$</td>
<td>$c$ = 1.22 ± 0.22, $\phi$ = 65 ± 13</td>
</tr>
<tr>
<td>$a_{p1}$</td>
<td>$c$ = 0.28 ± 0.18, $\phi$ = −68 ± 28</td>
</tr>
<tr>
<td>$a_{p2}$</td>
<td>$c$ = 0.42 ± 0.16, $\phi$ = −131 ± 25</td>
</tr>
</tbody>
</table>
TABLE XII. Branching fractions (neglecting interference) for $B^0 \to K^+ K^- K^0_S$. The $\mathcal{B}(B^0 \to RK^0)$ column gives the branching fractions to intermediate resonant states, corrected for secondary branching fractions obtained from Ref. [14]. In addition to quoting the overall NR branching fraction, we quote the $S$-wave and $P$-wave NR branching fractions separately. Central values and uncertainties are for the global minimum only. See the text for discussion of the variations between the local minima.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>$\mathcal{B}(B^0 \to K^+ K^- K^0_S) \times FF_j$ ($10^{-6}$)</th>
<th>$\mathcal{B}(B^0 \to RK^0)$ ($10^{-6}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)K^0$</td>
<td>$3.48 \pm 0.28^{+0.14}_{-0.11}$</td>
<td>$7.1 \pm 0.6^{+0.4}_{-0.3}$</td>
</tr>
<tr>
<td>$f_0(980)K^0$</td>
<td>$7.0^{+7.2}_{-7.8} \pm 2.4$</td>
<td></td>
</tr>
<tr>
<td>$f_0(1500)K^0$</td>
<td>$0.57^{+0.25}_{-0.19} \pm 0.12$</td>
<td>$13.3^{+5.8}_{-4.4} \pm 3.2$</td>
</tr>
<tr>
<td>$f_0^2(1525)K^0$</td>
<td>$0.13^{+0.12}_{-0.08} \pm 0.16$</td>
<td>$0.29^{+0.27}_{-0.18} \pm 0.36$</td>
</tr>
<tr>
<td>$f_0(1710)K^0$</td>
<td>$4.4 \pm 0.7 \pm 0.5$</td>
<td></td>
</tr>
<tr>
<td>$\chi_{\alpha}K^0$</td>
<td>$0.90 \pm 0.18 \pm 0.06$</td>
<td>$148 \pm 30 \pm 13$</td>
</tr>
<tr>
<td>NR</td>
<td>$33 \pm 5 \pm 9$</td>
<td></td>
</tr>
<tr>
<td>NR ($S$ wave)</td>
<td>$30 \pm 5 \pm 8$</td>
<td></td>
</tr>
<tr>
<td>NR ($P$ wave)</td>
<td>$3.1 \pm 0.7 \pm 0.4$</td>
<td></td>
</tr>
</tbody>
</table>

TABLE XIII. CP-violating parameters $\beta_{\text{eff}}, A_{CP}$, and $S$ for $B^0 \to K^+ K^- K^0_S$. Central values correspond to the global minimum. Statistical uncertainties for $\beta_{\text{eff}}$ and $A_{CP}$ are determined from likelihood scans.

<table>
<thead>
<tr>
<th>Component</th>
<th>$\beta_{\text{eff}}$ (deg)</th>
<th>$A_{CP}(= -C)$ (%)</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)K^0$</td>
<td>$21 \pm 6 \pm 2$</td>
<td>$-5 \pm 18 \pm 5$</td>
<td>$0.66 \pm 0.17 \pm 0.07$</td>
</tr>
<tr>
<td>$f_0(980)K^0$</td>
<td>$18 \pm 6 \pm 4$</td>
<td>$-28 \pm 24 \pm 9$</td>
<td>$0.55 \pm 0.18 \pm 0.12$</td>
</tr>
<tr>
<td>Other</td>
<td>$20.3 \pm 4.3 \pm 1.2$</td>
<td>$-2 \pm 9 \pm 3$</td>
<td>$0.65 \pm 0.12 \pm 0.03$</td>
</tr>
</tbody>
</table>

TABLE XIV. Statistical correlation matrix for the CP-violating parameters $\beta_{\text{eff}}$ and $A_{CP}$ for $B^0 \to K^+ K^- K^0_S$. The matrix corresponds to the global minimum solution.

<table>
<thead>
<tr>
<th></th>
<th>$\beta_{\text{eff}}(\phi(1020))$</th>
<th>$\beta_{\text{eff}}(f_0(980))$</th>
<th>$\beta_{\text{eff}}$ (other)</th>
<th>$A_{CP}(\phi(1020))$</th>
<th>$A_{CP}(f_0(980))$</th>
<th>$A_{CP}$ (other)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{\text{eff}}(\phi(1020))$</td>
<td>1.00</td>
<td>0.38</td>
<td>0.15</td>
<td>0.21</td>
<td>-0.44</td>
<td>-0.32</td>
</tr>
<tr>
<td>$\beta_{\text{eff}}(f_0(980))$</td>
<td>1.00</td>
<td>0.63</td>
<td>-0.10</td>
<td>0.05</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>$\beta_{\text{eff}}$ (other)</td>
<td>1.00</td>
<td>-0.13</td>
<td>0.47</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{CP}(\phi(1020))$</td>
<td>1.00</td>
<td>-0.25</td>
<td>-0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{CP}(f_0(980))$</td>
<td>1.00</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{CP}$ (other)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 19 (color online). Scan of $2\Delta \ln L$, with (solid line) and without (dashed line) systematic uncertainties, as a function of $\beta_{\text{eff}}$ (left panel) and $A_{CP}$ (right panel) for $B^0 \to \phi(1020)K^0_S$. 
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FIG. 20 (color online). Scan of $2\Delta \ln \mathcal{L}$, with (solid line) and without (dashed line) systematic uncertainties, as a function of $\beta^{\text{eff}}$ (left panel) and $A_{CP}$ (right panel) for $B^0 \rightarrow f_0(980)K^0_S$. The flat region of the $\beta^{\text{eff}}$ scan is caused by the $A_{CP}(f_0(980))$ going to $-100\%$ in this region, in which case $\beta^{\text{eff}}$ becomes an irrelevant parameter.

FIG. 21 (color online). Scan of $2\Delta \ln \mathcal{L}$, with (solid line) and without (dashed line) systematic uncertainties, as a function of $\beta^{\text{eff}}$ (left panel) and $A_{CP}$ (right panel) for $B^0 \rightarrow K^+K^-K^0_S$, excluding the $\phi(1020)$, $f_0(980)$, and $\chi_{c0}$.

FIG. 22 (color online). Constraints on the amplitude ratio $|\mathcal{A}_2/\mathcal{A}_1|$ and the relative strong and weak phases, $\eta$ and $\zeta$, between $\mathcal{A}_1$ and $\mathcal{A}_2$, for $B^+ \rightarrow \phi K^+$ and $B^0 \rightarrow \phi K^0_S$ decays. The shaded areas, from light to dark, show the $1\sigma$, $2\sigma$, $3\sigma$, and $4\sigma$ allowed regions.
quadrants of the $\eta$-$\zeta$ plane are favored [because $A_{CP}(\phi K^+)$ is positive].

VIII. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties for $B^+ \rightarrow K^+ K^- K^+$, $B^+ \rightarrow K_S^0 K_S^0 K^+$, and $B^0 \rightarrow K^+ K^- K^0$ parameters are summarized in Tables XV, XVI, and XVII, respectively. For each decay mode, the systematic uncertainties are assessed only for the best solution.

We vary the masses and widths of the resonances in the signal model by their errors as given in Table I. In addition, we vary the Blatt-Weisskopf radii of any nonscalar resonances, and change the Blatt-Weisskopf radius of the $B$ meson from 0 to 1.5 (GeV/c)$^{-1}$. We take the observed differences in any fit parameters as systematic uncertainties (listed in the “Line shape” column in Tables XV, XVI, and XVII).

We vary any $B\bar{B}$ background yields that are fixed in the nominal fit. If the $B\bar{B}$ class contains only a single decay mode, the yield is varied according to the uncertainty on the world average of its branching fraction. If the $B\bar{B}$ class contains multiple decay modes, then we vary its yield by 50%. The $CP$ asymmetries of the $B\bar{B}$ background classes are also varied, either by the uncertainty on the world average or by a conservative estimate. Systematic uncertainties are also assigned due to the limited sizes of the $B\bar{B}$ MC samples, which affects the $B\bar{B}$ PDF shapes. We also vary signal and continuum background PDF parameters that are fixed in the nominal fits.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Line shape</th>
<th>Fixed PDF params</th>
<th>Other</th>
<th>Add resonances</th>
<th>Fit bias</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \phi(\phi(1020))$</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$\Delta \phi(f_0(980))$</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>$\Delta \phi(f_2^*(1525))$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$\Delta \phi(\chi_c)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$A_{CP}(\phi(1020))$</td>
<td>0.2</td>
<td>0.2</td>
<td>1.0</td>
<td>0.3</td>
<td>0.7</td>
<td>1.3</td>
</tr>
<tr>
<td>$A_{CP}(f_0(980))$</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>$A_{CP}(f_2^*(1525))$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

TABLE XV. Summary of systematic uncertainties for $B^+ \rightarrow K^+ K^- K^+$ parameters. Errors on phases, $A_{CP}$’s, and branching fractions are given in degrees, percent, and units of $10^{-6}$, respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Line shape</th>
<th>Fixed PDF params</th>
<th>Other</th>
<th>Add resonances</th>
<th>Fit bias</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(\phi(1020))$</td>
<td>0.20</td>
<td>0.04</td>
<td>0.11</td>
<td>0.14</td>
<td>0.08</td>
<td>0.29</td>
</tr>
<tr>
<td>$B(f_0(980))$</td>
<td>1.2</td>
<td>0.1</td>
<td>0.3</td>
<td>2.5</td>
<td>0.4</td>
<td>2.8</td>
</tr>
<tr>
<td>$B(f_0(1500))$</td>
<td>0.06</td>
<td>0.02</td>
<td>0.02</td>
<td>0.52</td>
<td>0.02</td>
<td>0.52</td>
</tr>
<tr>
<td>$B(f_2^*(1525))$</td>
<td>0.05</td>
<td>0.01</td>
<td>0.02</td>
<td>0.07</td>
<td>0.10</td>
<td>0.13</td>
</tr>
<tr>
<td>$B(f_0(1710))$</td>
<td>0.08</td>
<td>0.04</td>
<td>0.03</td>
<td>0.49</td>
<td>0.05</td>
<td>0.50</td>
</tr>
<tr>
<td>$B(\chi_c)$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>$B(\text{NR})$</td>
<td>1.0</td>
<td>0.2</td>
<td>0.5</td>
<td>7.4</td>
<td>0.3</td>
<td>7.6</td>
</tr>
<tr>
<td>$B(\text{NR (S wave)})$</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>23</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>$B(\text{NR (P wave)})$</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>25</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>$B(\text{total})$</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>$B(\text{charmless})$</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
<td>0.3</td>
<td>0.9</td>
</tr>
</tbody>
</table>

TABLE XVI. Summary of systematic uncertainties for $B^+ \rightarrow K_S^0 K_S^0 K^+$ parameters. Errors on $A_{CP}$ and branching fractions are given in percent and units of $10^{-6}$, respectively.
parameters of the $\Delta t$ resolution function and the mistag rate. An additional systematic uncertainty is contributed by the limited size of the data sideband sample used to create the continuum DP PDFs. These systematic uncertainties are listed under “Fixed PDF params” in Tables XV, XVI, and XVII.

Biases in the fit procedure are studied by performing hundreds of pseudoexperiments using MC events passed through a GEANT4-based detector simulation. We do not correct for any observed biases, but instead assign systematic uncertainties, listed under “Fit bias” in Tables XV, XVI, and XVII.

We also study the effect of additional resonances that are not included in our nominal isobar models (see Sec. VI). We test for the $f_0(1370)$, $a_0^+(1450)$, $f_2(1270)$, $f_2(2010)$, and $f_3(2300)$ in each mode. We also test for the $\phi(1680)$ in $B^+ \rightarrow K^+K^-K^+$ and $B^0 \rightarrow K^+K^-K^0_S$, and the $a_0^-(980)$ and $a_0^+(1450)$ in $B^+ \rightarrow K_S^0K_\mu^0K^+$ and $B^0 \rightarrow K^+K^-K^0_S$. These resonances are modeled by RBW line shapes, except for the $a_0^-(980)$, which is modeled by a Flatté line shape. We first fit to data including these additional resonances in the model. Then, using this fit result, we generate a large number of data-sized simulated data sets. We then fit to these simulated data sets with and without the additional resonances in the signal model, and take the observed differences as a systematic uncertainty. This is listed as “Add resonances” in Tables XV, XVI, and XVII. In $B^+ \rightarrow K^+K^-K^+$, the addition of the $f_0(1370)$ causes solution II to be the global minimum rather than solution I, so we do not assign a systematic uncertainty for it.

Additional systematic uncertainties are listed as “Other” in Tables XV, XVI, and XVII. Systematic uncertainties are assessed for tracking efficiency, $K_S^0$ reconstruction, and $K^\pm$ PID. We also compute a systematic uncertainty due to the limited sizes of the MC samples used to calculate the signal efficiency as a function of DP position. We assign a 1% systematic uncertainty due to possible detector charge asymmetries not properly modeled in the detector simulation. For the $CP$-violating parameters in $B^0 \rightarrow K^+K^-K^0_S$, we assign a systematic uncertainty due to the interference between CKM-favored and CKM-suppressed tag-side $B$ decays [27].

### IX. SUMMARY

We have performed amplitude analyses of the decays $B^+ \rightarrow K^+K^-K^+$ and $B^+ \rightarrow K_S^0K_\mu^0K^+$, and a time-dependent amplitude analysis of $B^0 \rightarrow K^+K^-K^0_S$, using a data sample of approximately $470 \times 10^6 B\bar{B}$ decays.

For $B^+ \rightarrow K^+K^-K^+$, we find two solutions separated by 5.6 units of $-2 \ln L$. The favored solution has a direct $CP$ asymmetry in $B^+ \rightarrow \phi(1020)K^+$ of $A_{CP} = (12.8 \pm 4.4 \pm 1.3)\%$. A likelihood scan shows that $A_{CP}$ differs from 0 by 2.8$\sigma$, including systematic uncertainties. This can be compared with the SM expectation of $A_{CP} = (0.0-4.7)\%$. For $B^0 \rightarrow K^+K^-K^0_S$, we find five solutions, and determine $\beta_{eff}(\phi K^0_S) = (21 \pm 6 \pm 2)^o$ from a likelihood scan. Excluding the $\phi(1020)K^0_S$ and $f_0(980)K^0_S$ contributions, we measure $\beta_{eff} = (20.3 \pm 4.3 \pm 1.2)^o$ for the remaining $B^0 \rightarrow K^+K^-K_S^0$ decays, and exclude the trinomial reflection $90^o - \beta_{eff}$ at 4.8$\sigma$, including systematic uncertainties. For $B^+ \rightarrow K_S^0K_\mu^0K^+$, there is insufficient data to fully constrain the many complex amplitudes in the DP model. However, from a likelihood scan we measure an
overall direct $CP$ asymmetry of $A_{CP} = (4^{+4}_{-3} \pm 2)\%$. By combining the $A_{CP}(\phi K^\mp)$ and $\beta_{\text{det}}(\phi K_l^0)$ results and assuming isospin symmetry, we place constraints on the possible SM and NP amplitudes contributing to these decays.

We also study the DP structure of the three $B \to KKK$ modes, by means of an angular-moment analysis. This includes the first ever DP analysis of $B^+ \to K^+_l K^0 K^+$. To describe the large nonresonant contributions seen in the three $B^+ \to K^+ K^- K^+$ modes, we introduce a polynomial model that includes explicit $S$-wave and $P$-wave terms and allows for phase motion. We conclude that the hypothetical particle dubbed the $f_X(1500)$ is not a single scalar resonance, but instead can be described by the sum of the well-established resonances $f_0(1500)$, $f^*_2(1525)$, and $f_0(1710)$.
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APPENDIX

We give Tables XVIII, XIX, XX, and XXI of the interference fit fractions $FF_{jk}$, defined in Eq. (8).

<table>
<thead>
<tr>
<th>$\phi(1020)$</th>
<th>$f_0(980)$</th>
<th>$f_0(1500)$</th>
<th>$f^*_2(1525)$</th>
<th>$f_0(1710)$</th>
<th>$\chi_{\epsilon 0}$</th>
<th>NR ($S$ wave)</th>
<th>NR ($P$ wave)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)$</td>
<td>12.9</td>
<td>-0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>-0.0</td>
<td>-7.4</td>
<td>8.2</td>
</tr>
<tr>
<td>$f_0(980)$</td>
<td>27.2</td>
<td>-4.7</td>
<td>-0.0</td>
<td>-5.4</td>
<td>-1.0</td>
<td>-0.8</td>
<td>-3.7</td>
</tr>
<tr>
<td>$f_0(1500)$</td>
<td>2.1</td>
<td>0.0</td>
<td>2.3</td>
<td>0.1</td>
<td>3.1</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>$f^*_2(1525)$</td>
<td>2.0</td>
<td>0.1</td>
<td>-0.0</td>
<td>-0.0</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>$f_0(1710)$</td>
<td>3.2</td>
<td>-0.1</td>
<td>-13.5</td>
<td>4.9</td>
<td>4.9</td>
<td>4.9</td>
<td>4.9</td>
</tr>
<tr>
<td>$\chi_{\epsilon 0}$</td>
<td>3.2</td>
<td>3.3</td>
<td>-1.8</td>
<td>4.9</td>
<td>4.9</td>
<td>4.9</td>
<td>4.9</td>
</tr>
<tr>
<td>NR ($S$ wave)</td>
<td>151.4</td>
<td>-155.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NR ($P$ wave)</td>
<td>69.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi(1020)$</th>
<th>$f_0(980)$</th>
<th>$f_0(1500)$</th>
<th>$f^*_2(1525)$</th>
<th>$f_0(1710)$</th>
<th>$\chi_{\epsilon 0}$</th>
<th>NR ($S$ wave)</th>
<th>NR ($P$ wave)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)$</td>
<td>12.3</td>
<td>-0.3</td>
<td>-0.1</td>
<td>-0.0</td>
<td>-0.1</td>
<td>-1.5</td>
<td>5.1</td>
</tr>
<tr>
<td>$f_0(980)$</td>
<td>12.5</td>
<td>1.5</td>
<td>0.1</td>
<td>0.1</td>
<td>3.9</td>
<td>0.6</td>
<td>-40.6</td>
</tr>
<tr>
<td>$f_0(1500)$</td>
<td>2.6</td>
<td>-0.0</td>
<td>2.3</td>
<td>0.1</td>
<td>3.5</td>
<td>-0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>$f^*_2(1525)$</td>
<td>1.5</td>
<td>0.0</td>
<td>-0.0</td>
<td>-0.0</td>
<td>-0.3</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>$f_0(1710)$</td>
<td>2.5</td>
<td>0.0</td>
<td>-11.6</td>
<td>2.4</td>
<td>2.4</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>$\chi_{\epsilon 0}$</td>
<td>3.6</td>
<td>3.6</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>NR ($S$ wave)</td>
<td>91.1</td>
<td>-17.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NR ($P$ wave)</td>
<td>48.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
TABLE XX. Values of the interference fit fractions \( FF_{jk} \) for \( B^+ \to K^0 K^0 K^+ \), for the global minimum. The diagonal terms \( FF_{jj} \) are the ordinary fit fractions \( FF_j \), which sum to 345%.

Values are given in percent.

<table>
<thead>
<tr>
<th>( f_0(980) )</th>
<th>( f_0(1500) )</th>
<th>( f_0(1710) )</th>
<th>( \chi_{e\theta} )</th>
<th>NR (S wave)</th>
</tr>
</thead>
<tbody>
<tr>
<td>139.0</td>
<td>19.2</td>
<td>0.0</td>
<td>12.4</td>
<td>1.0</td>
</tr>
<tr>
<td>980</td>
<td>9.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>9.2</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>186.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

TABLE XXI. Values of the interference fit fractions \( FF_{jk} \) for \( B^0 \to K^+ K^- K^0 \), for the global minimum. The diagonal terms \( FF_{jj} \) are the ordinary fit fractions \( FF_j \), which sum to 188%. The NR component is split into S-wave and P-wave parts for these calculations. Values are given in percent.

<table>
<thead>
<tr>
<th>( \phi(1020) )</th>
<th>( f_0(980) )</th>
<th>( f_0(1500) )</th>
<th>( f_0(1710) )</th>
<th>( \chi_{e\theta} )</th>
<th>NR (S wave)</th>
<th>NR (P wave)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>26.3</td>
<td>0.1</td>
<td>0.0</td>
<td>14.4</td>
<td>0.7</td>
<td>81.2</td>
<td>0.0</td>
</tr>
<tr>
<td>2.1</td>
<td>0.0</td>
<td>0.0</td>
<td>5.3</td>
<td>0.1</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>16.7</td>
<td>0.2</td>
<td>0.0</td>
<td>27.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3.4</td>
<td>1.6</td>
<td>0.0</td>
<td>114.5</td>
<td>0.0</td>
<td>11.7</td>
<td>0.0</td>
</tr>
</tbody>
</table>