Real-time image processing via four-wave mixing in a photorefractive medium
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We report the application of four-wave mixing to real-time image processing. We constructed a nonlinear optical processor using the photorefractive medium Bi₁₃SiO₂₀ and demonstrated that it is capable of convolving and correlating objects with spatial information.

PACS numbers: 42.65. – k, 42.40. – i, 42.30.Kq, 42.30.Sy

In recent years, coherent and incoherent image processing has been used for pattern recognition, guidance systems, deblurring, and synthetic aperture. Present methods used to generate convolution and correlation functions of objects with spatial information include digital processing, Van der Lugt-type holograms,¹ ² ³ and three-wave mixing.⁴ The latter scheme requires attention to phase matching, which also limits the spatial bandwidth of the information. The use of multiple wavelengths introduces spatial scaling, which may be objectionable. A new method utilizing four-wave mixing was proposed by Pepper, Au Yeung, Fekete, and Yariv.⁵ This method works in real time and was shown to be free of the phase matching problem, in the Fresnel approximation, and to require only a single frequency. We report the demonstration of such an optical processor and show some sample results.

Spatial convolution and correlation of monochromatic fields can be obtained via four-wave mixing in the common focal plane of a two-lens system such as that shown in Fig. 1. Fields 1 and 4 propagate essentially in the z direction, while 2 propagates in the − z direction. All three fields, which are of the same frequency, may contain arbitrary spatial modulation which is different for each wave. Using the notation of Ref. 4, the input amplitudes u₁(x, y), u₂(x, y), and u₄(x, y) in the outer focal planes are Fourier transformed by propagating to the common focal plane. The transformed fields ū₁, ū₂, and ū₄ are incident upon a medium of thickness l possessing a third-order nonlinear optical susceptibility χ⁽³⁾ₙₑ. The thickness must satisfy

$$l < 2f^2λ / r_{\text{max}},$$

where rₘₐₓ is the spatial extent of the largest uᵢ, so that the mixing only occurs in the region where the fields are accurate Fourier transforms of their respective input fields.⁴

The nonlinear polarization Pₙₑ = χ⁽³⁾ₙₑ ₁ ū₁ū₂ū₄*, which is formed in the medium radiates an output field which propagates essentially backward relative to the direction of u₄. It can be shown that this field, when evaluated at the plane located a distance f in front of lens L, is of the form

$$u₄(x_0, y_0) = ψu₁(− x, − y) ● u₂(− x, − y) ● u₄(− x, − y),$$  (1)

where

$$ψ = −i(2πω/c)(l / λ)²f²\exp(2iknΔ)\exp(4ikf)χ⁽³⁾ₙₑ$$

and Δ is the thickness of the lens. The symbols ● and * denote convolution and correlation, respectively.²

The nonlinear medium used in our experiment was Bi₁₃SiO₂₀ (BSO), a photorefractive material. It has been used in Pockels readout optical modulators,⁶ holographic storage,⁷ and phase conjugation.⁸ The analogy between four-wave mixing and real-time holography⁹ suggested the use of BSO for our experiment. The susceptibility χ⁽¹⁾ₙₑ in the nonlinear theory can be related to the amplitude n₁ of the index variation which characterizes a phase hologram by comparing the coupled mode equations in the formulations of Yariv and Pepper,⁹ and Kogelnik¹⁰:

$$n₁ = −(4π/nₐ)χ⁽¹⁾ₙₑ A₁ A₂ *.$$

The formation of phase holograms in photorefractive materials has been studied extensively.¹¹ The situation usually analyzed is one where two plane waves, with angular separation 2θ, interfere inside the medium to produce a sinusoidal intensity pattern with grating vector k = 4π(sinθ)/λ. The excitation of electrons from traps in the energy gap to the conduction band is assumed to be proportional to the intensity. Drift (due to an external dc field) and diffusion of the free carriers relative to the positively ionized traps sets up a periodic space-charge field Eₛᶜ. The amplitude E₁ of the fundamental component has been shown experimentally⁶ ⁷ to be proportional to an external field E₀ applied perpendicular to the intensity fringes, and to the fringe modulation m = (I₁Iₐ)¹/²/(I₁ + Iₐ).

The electro-optic effect then modulates the index of refraction with a fundamental period equal to that of the intensity pattern. The phase shift of the index modulation relative to the intensity modulation depends on the writing time and on the relative contributions of drift and diffusion.¹³ The amplitude of the fundamental component of the index modulation will be

$$n₁ = \lvert n₀ r E₁ \rvert \propto \lvert n₀ r E₀ \rvert \propto n₀ r E₀ Iₐ ^{1/2} / (I₁ + Iₐ).$$

In our experiment, the three beams incident on the crystal are coplanar and linearly polarized perpendicular to that plane. They form three interference patterns, but the optical activity rotates polarizations so as to almost completely reduce the interference involving u₂. Also, the application of a transverse (perpendicular to z) E₀ enhances only the interfer-
In our case the Bragg angle \( \theta_0 \approx 0 \) for small enough objects. For a given power output of the laser, the power diffracted by the crystal is seen to be maximized when \( I_1 = I_2 = I_4 \).

The experimental arrangement is shown in Fig. 1. The three beams travel nearly equal path lengths before impinging on the BSO crystal. The coherence length of the laser must be greater than the optical path difference, in this case \( \delta \). The cw argon laser has a power output of 1.6 W at 5145 Å initially polarized perpendicular to the plane of the figure.

The BSO crystal is 10 × 10 × 3 mm. The applied voltages ranged from 5 to 7 kV. Photographs of the output were taken by placing ASA 400 black and white film directly in the output plane. Exposure times were 1/500 sec. The objects we used included photographic negatives, chrome photomasks, perforated Al foil, and lenses.

Objects of different sizes were accommodated by expanding each beam to the appropriate waist. As seen in Eq. (2), the output of the processor is optimal when the variable beamsplitters, B.S. 1 and B.S. 2, are adjusted to match the intensities \( I_1, I_2 \) and \( I_4 \) where they overlap in the transform plane.

Two-image processing is performed by simulating a \( \delta \) function for the third input. The simulation is accomplished by placing a third lens outside the two-lens system so that it focuses at the third input plane and gives a collimated beam at the transform plane. For objects with real amplitude transmittances \( u_1 \), the correlation and convolution operations differ only in the sign of the arguments \( u_2 \) so that correlation can be done by convolving the inverted object and vice versa.

Typical experimental results are shown in Fig. 2. The first three columns show the input fields \( u_1, u_2, \) and \( u_4 \). The fourth column shows the photograph obtained at the output plane. Rows (a)–(c) illustrate correlation and row (d) illustrates convolution. The input information in (a) and (b) is

\[
I_3 = \eta I_3 (1 - R)^2 = \exp(-al) \sin^2 \left( \frac{\pi n_1}{\lambda \cos \theta_0} \right) I_3 (1 - R)^2 \\
\propto \exp(-al) \left( \frac{\pi l}{\lambda} \right)^2 \left( \frac{n_1^2 r E_0}{2} \right)^2 \frac{I_1 I_2 I_4}{(I_1 + I_2 + I_4)^2} (1 - R)^2.
\]
cut in Al foil. The inputs in (c) and (d) are etched in chrome photomasks. The triangular and square clusters are 75–100-
µm-diam pinholes spaced 0.7–1 mm apart. The letters are 1.2 mm high. The output in row (c) clearly demonstrates pattern recognition. The output in row (d) is inverted in agreement with Eq. (1). Figure 3 shows the output when a resolution chart was inserted in \( u_4 \) and \( \delta \) functions were used for \( u_1 \) and \( u_4 \). The signal-to-noise ratio was increased by using a Polaroid filter in the output plane to eliminate scattered light. A half wave plate can be inserted in \( u_3 \) in such a way as to bring the polarization of the slightly elliptical \( u_3 \) beam perpendicular to that of the scattered light.

The operation of the processor was also tested with purely phase objects. For inputs we used thin lenses having amplitude transmittances \( f \sim \exp(-jk(x^2 + y^2)/2f) \). If two such lenses are correlated, the \( x \) and \( y \) dependence of the field in the output plane should be equivalent to that due to a lens having focal length equal to the difference in the input focal lengths, illuminated by a plane wave:

\[
u_1u_4 \sim \frac{-jk}{k(1/f_1 - 1/f_2)} \exp\left(-\frac{jk}{2f_1}x^2 + \frac{jk}{2f_2}y^2\right).
\]

We determined the general curvature of the output wave by simply looking for a focus at a distance \( f_1 - f_2 \) behind the output plane. Table I summarizes the measured results, which agree well with the prediction.

The versatility of this processor allows all three inputs to be time varying, but we measured the hologram writing time to be 30 msec (with an applied field of 5 kV/cm) so that rapidly changing input fields will cause the output to decrease. Another practical problem is that the range of input light intensities is limited by the saturation effect in BSO. The combination of sensitivity to both the amplitude and the phase of the input fields indicates that the correlation processor might be useful for applications such as screening tissue samples for cancer cells.
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<table>
<thead>
<tr>
<th>Lens at input plane 1</th>
<th>Lens at input plane 4</th>
<th>Output wavefront</th>
<th>Radius of curvature (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.3</td>
<td>50.0</td>
<td>diverging</td>
<td>--</td>
</tr>
<tr>
<td>33.3</td>
<td>−9.5</td>
<td>converging</td>
<td>41.4</td>
</tr>
<tr>
<td>33.3</td>
<td>−50.5</td>
<td>converging</td>
<td>81.0</td>
</tr>
<tr>
<td>33.3</td>
<td>20.0</td>
<td>converging</td>
<td>13.2</td>
</tr>
</tbody>
</table>

---

**Liquid-phase-epitaxy homostructure Pb$_{0.85}$Sn$_{0.15}$ Te diode laser with controlled carrier concentration**

M. Oron and A. Zussman

*Solid State Physics Department, Soreq Nuclear Research Centre, Yavne, Israel*

(Received 11 March 1980; accepted for publication 1 April 1980)

Homolstructure Pb$_{0.85}$Sn$_{0.15}$ Te diode lasers were fabricated from a liquid-phase-epitaxy grown n$^+$-p$^+$ layer structure. Pulsed threshold currents as low as 40 A/cm$^2$ at 17 °K and 1.5 kA/cm$^2$ at 77 °K were measured. High external and internal quantum efficiencies of 17 and 34%, respectively, were found at 40 °K. No degradation of the threshold current was detected after fifteen thermal cycles.

PACS numbers: 42.55.Rz

The introduction of a double heterostructure (DH) configuration improved the performance of PbSr:Te diode lasers, compared with that of homostructure lasers, at high temperatures. The reduction in the threshold current density in DH lasers at high temperatures made possible cw operation above 77 °K. However, at low temperatures DH lasers have threshold currents of one order of magnitude higher than the homostructure lasers. DH lasers also suf-