Evaluation of the performance of polished mirror surfaces for the TAMA gravitational wave detector by use of a wave-front tracing simulation


We evaluated the performance of polished mirror surfaces for the TAMA interferometric gravitational wave detector by comparing the experimental results with a wave-front tracing simulation. The TAMA mirror surfaces were polished to a roughness of a few nanometer rms. We confirmed that these polished mirrors do not limit the present TAMA sensitivity and that the target shot-noise sensitivity will be achieved with these mirrors, even if a power-recycling technique is introduced in the next stage of the TAMA. © 2002 Optical Society of America

OCIS codes: 000.2780, 000.4430, 070.2590, 240.5450, 240.5770.

1. Introduction

The search for gravitational waves (GWs) by use of long-baseline interferometers has started. In the TAMA\(^1,2\) a Fabry–Perot Michelson interferometric GW detector with a 300-m baseline located in Tokyo, Japan, several observation runs have already been conducted.\(^3,4\) The strain sensitivity of the TAMA is \(5 \times 10^{-21} \text{ Hz}^{-1/2}\) at around 1 kHz, which is the highest achieved sensitivity of the present TAMA configuration (as of June 2001). The Laser Interferometer Gravitational Wave Observatory\(^5\) (LIGO) has three sets of optical power-recycling Fabry–Perot Michelson interferometers: Two with baselines of 2 and 4 km are located in Washington State, and one in Louisiana has a 4-km baseline. All the interferometers can be locked in the power-recycled mode; observations will start soon. Other interferometers, the VIRGO (Variability of Solar Irradiance and Gravity Oscillations; Ref. 6) and the GEO (Geosynchronous Earth Orbit; Ref. 7) will also begin observations soon.

These interferometers require extremely high-quality mirrors. If a sufficient quality of mirror polish is not achieved, the designed finesse of various optical resonators will not be attained, and scattered light caused by mirror imperfections (roughness and waviness) will reduce the optical contrast at the output ports. This will decrease the photon shot-noise sensitivity, one of the sensitivity limitations in these interferometers. Optical power amplification techniques, called power recycling,\(^8\) which are necessary to improve the shot-noise sensitivity, make these requirements even more difficult to achieve because the
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Table 1. Designed and Polished Curvatures of the End Mirrors and the Recycling Mirror of the TAMA

<table>
<thead>
<tr>
<th>Mirror</th>
<th>Design (m)</th>
<th>Polished Curvature on x Axis (m)</th>
<th>Polished Curvature on y Axis (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>End mirror 1</td>
<td>450</td>
<td>455</td>
<td>456</td>
</tr>
<tr>
<td>End mirror 2</td>
<td>450</td>
<td>454</td>
<td>454</td>
</tr>
<tr>
<td>Recycling mirror (over whole aperture)</td>
<td>9000</td>
<td>9619</td>
<td>9721</td>
</tr>
<tr>
<td>Recycling mirror (within beam size(^a))</td>
<td>9000</td>
<td>9052</td>
<td>9011</td>
</tr>
</tbody>
</table>

\(^a\)The beam radius on the recycling mirror is 8.48 mm.

diameters were determined so that the diffractive loss of light would be at most 1 part per 10\(^6\) (ppm).

Optical phase maps of the mirror imperfections were measured by use of a Zygo GPI-XP/HR, a Fizeau interferometer that uses 633-nm wavelength light. The apparatus can measure imperfections at only low spatial frequencies. In this study we used phase maps with 256 \(\times\) 256 pixels (spatial-frequency range of between 0.01 and 0.64 mm\(^{-1}\)) because of the limitation of the computational power.

The near mirrors and the beam splitter are flat, and the end mirrors and recycling mirrors are concave. We first examined the polished curvature of the concave mirrors by fitting the data of the optical phase maps to a spherical surface. Table 1 lists the designed and polished curvatures. The curvature of the recycling mirror within the beam size (the radius is 8.48 mm) is almost the same as the design value. Because the requirements for the curvature of the TAMA end mirrors are within a \(\pm 30\)-m error and the curvature of the recycling mirror must be between 4000- and 100,000-m curvature, the curvatures of these polished mirrors achieved their requirements.

We next examined small imperfections on the mirror surfaces. Figure 1 shows the imperfections found in the TAMA mirrors. In the concave mirrors the global curvature was subtracted by use of the above fitting data. After subtracting the global curvature from the phase maps, we found that the phase maps for the end mirrors show a Newton’s ring pattern arising from interference between the front and rear faces of the mirror. Because this measured pattern causes a large error in the evaluation of the mirror performance, we subtracted it from the phase maps by fitting. In the image shown in Fig. 1, this pattern has been subtracted. The analysis of this pattern is described in Appendix A.

Last, we investigated the polishing level (rms amplitude and uniformity) by using the power spectral density (PSD) of the mirror imperfections. The calculation method for the PSD of the mirror imperfections is described in Appendix B. Figure 2 shows the calculated PSDs for the TAMA mirror surfaces derived from their phase maps. Imperfections from high-quality polish obey the equation

\[ P_{av}(f) = A/f^q, \]  

where \( P_{av}(f) \) is the PSD, \( f \) is the spatial frequency, and \( A \) and \( q \) are constants. If the surface imper-
fections have a Gaussian random distribution, the constant $q$ must be between 1 and 3. We fitted the PSD for the TAMA mirror surfaces to this function.

Table 2 lists the $A$ and $q$ parameters, as well as the rms roughness for the TAMA mirror surfaces. These results showed that all the TAMA mirrors had a roughness of a few nanometer rms and had a high uniformity of polish, as evidenced by the roughness of a few nanometer rms for the TAMA mirror surfaces.

3. Comparison of the Experimental Results with the Fast Fourier Transform Simulation

A useful method to evaluate the performance of mirror surfaces in interferometers is a wave-front tracing simulation. Wave-front propagation is described by the Fresnel–Kirchhoff integral

$$u(x, y) = \frac{ik}{2\pi L} \int \int u_0(x_0, y_0) \exp(-ik\rho) dx_0 dy_0, \quad (2)$$

$$\rho = [(x - x_0)^2 + (y - y_0)^2 + L^2]^{1/2}, \quad (3)$$

where $k$ is the wave number, $L$ is the separation between the initial and the final planes of light propagation, $(x_0, y_0)$ is the position of the wave front on the initial plane, $(x, y)$ is the position of the wave front on the final plane, and $u_0(x_0, y_0)$ and $u(x, y)$ are the electric light fields on the initial and final planes, respectively. Because this integral is a convolution, the wave-front distortion caused by imperfect mirrors is estimated by a simulation that uses FFTs. The propagated wave front in Fourier space is inversely Fourier transformed just in front of the mirror, and the information concerning the imperfections is impressed on the phase of the light. After the wave front is Fourier transformed again, it propagates to the next mirror. Finally, steady-state electric fields of light are calculated in all parts of the interferometer.

Figure 3 shows a model of a GW interferometer of the LIGO's FFT simulator. The carrier beam and the sideband beam must be calculated separately. The length between the mirrors in the simulator is controlled so as to satisfy the resonant or antiresonant conditions for each beam.

Table 3 lists the TAMA parameters. The optical power reflectivity of the near mirror was estimated from the number of coating layers because it was not measured with high accuracy. The reflectivity of the end mirror and the optical loss of the mirror were measured by installation of test pieces of the TAMA mirrors into the 20-m prototype GW interferometer. The measured optical loss was regarded as the loss caused by imperfections on the mirror surfaces smaller than the pixel size of the phase maps because the beam size of the 20-m interferometer, 4.4 mm at the waist, is close to the pixel size. Because the present TAMA has no recycling mirror, it was not used in this simulation.

Table 4 shows the results of the experiment and the simulation. The cavity reflectivity is the average between both arms. The cavity reflectivity of the experiment was estimated from a measurement of visibility. In that it is difficult to measure it without the influence of mode mismatching and the sideband, it is assumed that the difference between the experiment and the simulation came from the measurement error. The finesse of the experiment was estimated from the frequency response of the arm cavity. Because the estimated reflectivity of the near mirror can be higher than the real value, the difference in the finesse between the experiment and the simulation can come from the estimation error of the reflectivity. The contrast includes an effect of the sideband. It was measured just after the fourth data-taking run during September 2000. The simulation result showed that the contribution of the
sideband to the contrast is dominant and that of the mirror imperfection is not large.

The most important result is that the estimated sensitivity by the simulation

$$\frac{4.9}{10^{20}} \text{Hz}^{-1/2}$$

is much smaller than the experimental value

$$\frac{1.5}{10^{20}} \text{Hz}^{-1/2},$$

where the sensitivity of the simulation is the photon shot noise at 300 Hz and that of the experiment and the design include other noises. The experimental sensitivity was taken just after the fourth data-taking run.\(^3\) This result indicates that the present TAMA sensitivity is not limited by the mirror performance. Also, because the estimated shot noise is much smaller than the design sensitivity

$$\frac{2.0}{10^{20}} \text{Hz}^{-1/2},$$

we conclude that the surface qualities of the TAMA mirrors are sufficient to achieve the requirements for the first goal of the TAMA.

4. Studies on the Recycled TAMA

In this section we discuss the performance of the mirrors for the second configuration of the TAMA, which will have a recycling mirror. The parameters of the calculation are listed in Table 3. We used the optimized reflectivity of the recycling mirror, in which the reflectivity is equivalent to the cavity reflectivity. The loss of light caused by interferometer control pickoffs was not modeled in this simulation.

Table 5 shows the numerical results. The designed recycling gain is set to a lower value than the value calculated from the design reflectivity of the mirrors. The mirror imperfections cause a reduction in the recycling gain from 19 to 11 for the carrier beam. Because this reduced recycling gain agrees with the value in the case of an ideal recycling mirror, we found that the imperfections of the polished recycling mirror are not important with respect to the performance of the interferometer. The reduction in the recycling gain is caused only by the reduction of the cavity reflectivity. In that the cavity reflectivity for the carrier beam included little higher mode

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Near Mirror 1</th>
<th>Near Mirror 2</th>
<th>End Mirror 1</th>
<th>End Mirror 2</th>
<th>Beam Splitter</th>
<th>Recycling Mirror</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$10^{-22.5}$</td>
<td>$10^{-22.2}$</td>
<td>$10^{-21.7}$</td>
<td>$10^{-21.9}$</td>
<td>$10^{-21.5}$</td>
<td>$10^{-22.5}$</td>
</tr>
<tr>
<td>$q$</td>
<td>1.96</td>
<td>1.84</td>
<td>1.18</td>
<td>1.46</td>
<td>1.75</td>
<td>1.61</td>
</tr>
<tr>
<td>rms roughness</td>
<td>2.0 nm</td>
<td>3.7 nm</td>
<td>1.5 nm</td>
<td>2.0 nm</td>
<td>4.6 nm</td>
<td>1.4 nm</td>
</tr>
</tbody>
</table>

\(^a\) $f$ is the spatial frequency.
power, the reduction of the cavity reflectivity was mainly caused by light scattering owing to the imperfections of the high spatial frequency in the near mirrors and in the end mirrors. Although a slight decrease of the recycling gain was estimated if we considered the optical loss by pickoffs, the shot-noise sensitivity hardly changed.

We next examined whether a best rotation angle along the beam axis and combination of mirrors actually exists. Table 6 gives the numerical results for the case that one end mirror is rotated and that two of the end mirrors are exchanged. These results suggest that the rotation and combination of mirrors are not important for the polished TAMA mirrors.

From these results we conclude that these mirror performances will be able to achieve the target shot-noise sensitivity for the second phase of the TAMA.

5. Conclusion
In this paper we evaluated the performance of polished mirror surfaces for the TAMA by comparing the experimental results with a wave-front tracing simulation.

On the basis of an analysis of the phase maps of the TAMA mirrors, the curvature of the end mirrors and the recycling mirror have achieved their requirements. The FFT simulation showed that the quality of the polished TAMA mirrors is sufficient to achieve the requirements for the first phase of the TAMA. However, in that the performance of the optical coat-

---

**Table 3. Parameters of TAMA Used in the FFT Simulation**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm length</td>
<td>300 m</td>
<td>Mirror size</td>
<td>φ100 × 60 mm</td>
</tr>
<tr>
<td>Recycling cavity length</td>
<td>4.8 m</td>
<td>Beam-splitter size</td>
<td>φ150 × 40 mm</td>
</tr>
<tr>
<td>Asymmetry length</td>
<td>0.85 m</td>
<td>Reflectivity of near mirror(^a)</td>
<td>0.988676</td>
</tr>
<tr>
<td>Wavelength of light</td>
<td>1.064 μm</td>
<td>Reflectivity of end mirror(^a)</td>
<td>0.999875</td>
</tr>
<tr>
<td>Sideband modulation</td>
<td>15.235 MHz</td>
<td>Refractive index</td>
<td>1.449750</td>
</tr>
<tr>
<td>Modulation index</td>
<td>0.35 rad</td>
<td>Optical loss on coating(^a)</td>
<td>30 ppm</td>
</tr>
<tr>
<td>Injection laser power</td>
<td>3 W</td>
<td>Pixel number</td>
<td>256 × 256</td>
</tr>
<tr>
<td>Efficiency of photodetector</td>
<td>0.8</td>
<td>Calculation window size(^b)</td>
<td>200 mm</td>
</tr>
<tr>
<td>Beam-waist radius</td>
<td>8.48 mm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The calculation window size was chosen to reject aliasing.

\(^b\)The design values of the reflectivity of the near mirror and the end mirror and the optical loss are 0.9880, 0.9999, and 50 ppm, respectively.

---

**Table 4. Results of the Experiment and the FFT Simulation**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design(^a)</th>
<th>Experiment</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavity reflectivity</td>
<td>95.7% (^b)</td>
<td>96%</td>
<td>91.3%</td>
</tr>
<tr>
<td>Finesse in in-line arm</td>
<td>516</td>
<td>491</td>
<td>526</td>
</tr>
<tr>
<td>Finesse in perpendicular arm</td>
<td>516</td>
<td>512</td>
<td>528</td>
</tr>
<tr>
<td>Contrast</td>
<td>99.0% (^b)</td>
<td>98.2%</td>
<td>98.8%</td>
</tr>
<tr>
<td>Sensitivity Hz(^{-1/2})</td>
<td>(2.0 \times 10^{-21})</td>
<td>(1.5 \times 10^{-20})</td>
<td>(4.9 \times 10^{-22})</td>
</tr>
</tbody>
</table>

\(^a\)The design values were calculated by use of the design parameters.

\(^b\)Estimation.

\(^c\)The sensitivity is the strain sensitivity at 300 Hz.

---

**Table 5. Numerical Results of the FFT Simulation of the TAMA with a Recycling Mirror\(^a\)**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design</th>
<th>Without Phase Maps</th>
<th>With Phase Maps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Carrier</td>
<td>Sideband</td>
<td>Carrier</td>
</tr>
<tr>
<td>Cavity reflectivity</td>
<td>—</td>
<td>—</td>
<td>0.9468</td>
</tr>
<tr>
<td>Recycling gain</td>
<td>10</td>
<td>10(^b)</td>
<td>—</td>
</tr>
<tr>
<td>Contrast</td>
<td>99.5% (^b)</td>
<td>99.4%</td>
<td>99.4%</td>
</tr>
<tr>
<td>Shot-noise sensitivity Hz(^{-1/2})</td>
<td>(1.6 \times 10^{-22})</td>
<td>(1.6 \times 10^{-22})</td>
<td>(1.1 \times 10^{-22})</td>
</tr>
</tbody>
</table>

\(^a\)The unparenthesized values are the total light power, and the parenthesized values are the TEM\(_{00}\) mode light. The reflectivity of the recycling mirror was optimized for the carrier beam in each calculation.

\(^b\)Estimation.

\(^c\)The shot-noise sensitivity is at a frequency of 300 Hz.
Table 6. Numerical Results When One End Mirror was Rotated along the Beam Axis and When Two of the End Mirrors were Exchanged*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>90 Deg</th>
<th>180 Deg</th>
<th>Exchange</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recycling gain</td>
<td>10</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Finesse in in-line arm</td>
<td>524</td>
<td>526</td>
<td>528</td>
</tr>
<tr>
<td>Finesse in perpendicular arm</td>
<td>528</td>
<td>528</td>
<td>524</td>
</tr>
<tr>
<td>Contrast (only carrier)</td>
<td>99.8%</td>
<td>99.8%</td>
<td>99.7%</td>
</tr>
</tbody>
</table>

*The 90 Deg and 180 Deg columns show the cases in which the end mirror in the in-line arm was rotated by 90 deg and 180 deg along the beam axis. The Exchange column shows the case in which two of the end mirrors were exchanged.

Appendix A: Newton’s Ring Pattern

Figure 4 shows an image of the Newton’s ring pattern. Because the intensity ($I$) of the Newton’s ring pattern is described as

$$I(x, y) = \frac{I_0}{2} \left(1 + \cos \left[2k \left(\frac{x^2 + y^2 - a^2}{2R}\right)\right]\right), \quad (A1)$$

we examined the pattern by fitting it to the function

$$I(x, y) = \alpha_1 + \alpha_2 \cos(\alpha_3 + \alpha_4 x + \alpha_5 x^2 + \alpha_6 y + \alpha_7 y^2), \quad (A2)$$

where $I_0$ is the maximum intensity of the Newton’s ring pattern, $k$ is the wave number of light, $a$ is the mirror radius, $R$ is the curvature radius of the mirror, and $\alpha_1, \ldots, \alpha_7$ are fitting parameters. From this fitting, we recognized that the pattern was caused by a slight interference between the curved surface and the opposite face. This could not be removed by a refractive-matching oil during the measurement process.

Appendix B: Calculation of Power Spectral Density

The PSD for one-dimensional discrete data of surface imperfections is defined as

$$P_N(m) = \left\langle |\tilde{z}(m)|^2 \right\rangle / N \Delta x, \quad (B1)$$

$$\tilde{z}(m) = \Delta x \sum_{n=0}^{N-1} z(n) \exp(-i2\pi mn/N),$$

$$-N/2 \leq m \leq N/2, \quad (B2)$$

where $P_N(m)$ is the PSD, $N$ is the number of discrete data of imperfections, $\Delta x$ is the sampling length, $z(n)$ is the amplitude at the $n$th position of the surface, and $\tilde{z}(m)$ is the $m$th component of the Fourier transformation of $z$. Then the spatial frequency ($f_m$) of the surface imperfections is defined as

$$f_m = \frac{m}{N \Delta x}, \quad -N/2 \leq m \leq N/2. \quad (B3)$$

In a practical calculation of the PSD, we need the periodogram approach. We first need a window function to avoid an impulse response. In this calculation, we used a Bartlett window,

$$w(n) = 1 - \frac{2}{N-1} \left| n - \frac{N-1}{2} \right|, \quad 0 \leq n \leq N-1. \quad (B4)$$

We next averaged the PSD to reduce the variance of the periodogram estimation. This is called the averaged PSD. In calculating the PSD for the mirror imperfections, several sets of one-dimensional surface data at different locations on the mirror surface were used. The PSD sets derived from each set of surface data were averaged. When we use $K$ sets of surface data, the averaged PSD $P_{av}$ is given by

$$P_{av}(m) = \frac{1}{K} \sum_{j=1}^{K} P_N^j(m), \quad (B5)$$

$$P_N^j(m) = S \frac{\Delta x}{N} \left| \sum_{n=0}^{N-1} z^{(j)}(n) w(n) \exp(-i2\pi mn/N) \right|^2,$$

$$-N/2 \leq m \leq N/2, \quad (B6)$$
where $S$ shows the scaling factor determined by Parseval’s theorem. That is, $S$ is determined from
\[
\frac{1}{2} P_{av}(-N/2) + \sum_{m=-N/2+1}^{N/2-1} P_{av}(m) + \frac{1}{2} P_{av}(N/2) = \delta^2,
\]
where $\delta^2$ shows the mean-square roughness of the mirror imperfections,
\[
\delta^2 = \frac{1}{KN} \sum_{j=1}^{K} \sum_{n=0}^{N-1} z^{(j)}(n)^2.
\]

In the calculation in Fig. 2, we used an averaging method to overlap each set of data by one-half of their length by use of 30 data sets ($K = 30$). This averaging method yields a better PSD variance than the alternatives.
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