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Differential scattering cross sections are measured for He + N₂, O₂, CO, and NO, using the crossed molecular beams technique. These data, which are sensitive to the van der Waals attractive minima and adjacent regions of the intermolecular potentials, are analyzed in terms of both central-field and anisotropic models. Little evidence is found for quenching of the observed diffraction oscillations, and anisotropic contributions are determined to be small; the spherical averages of these anisotropic potentials are indistinguishable, within experimental error, from the potentials obtained by a central-field analysis.

This study thus provides a quantitative, empirical validation of the central-field assumption for molecular scattering in weakly anisotropic systems.

I. INTRODUCTION

van der Waals interaction potentials, which are responsible for a wide variety of gas-phase, 1,2 as well as condensed-phase properties, 2,3 have been rather well characterized for rare gas atom—atom pairwise interactions. These potentials, determined by a combination of experimental4 and theoretical5 techniques, may now be used to correlate experimental data of many different kinds. 5–8 This success in determining such a detailed microscopic property as the weak van der Waals interatomic potential has been due to a concerted and sustained effort to obtain such information over the past several years.

Many of the techniques so successfully applied to the determination of atom—atom potentials have also been directed towards atom—molecule and molecule—molecule systems. 9 Because of the additional degrees of freedom, it may be possible to gain more information from studies of van der Waals interactions in molecular systems than in atomic ones: the potentials depend not only on the intermolecular separation, but also on the molecular orientation and intramolecular configuration. 10,11 Very often however, the internal structure of the molecular partner(s) is neglected; a central-field analysis is then used to determine what is hoped to be the spherically symmetric component of the full (anisotropic) potential. 9 This central-field analysis has until recently10,11 been necessitated by the complexities inherent in analyzing anisotropic interactions. The validity of the central-field analyses are thus predicated upon a combination of orientational averaging of the potentials, which would result in "effective" spherically symmetric potentials, and upon negligibly small anisotropies in the intermolecular potentials of the systems considered.

Anisotropic effects for molecular scattering have been investigated both experimentally and theoretically. Quenching of the oscillatory structure both for semiclassical and quantum systems has been predicted, 12–14 and has been verified experimentally. 15,16 However, with most systems studied to date, the observed effects have been rather small. 15 In such cases, the lack of strong quenching has been taken as indicative of small anisotropies, and the central-field analysis has been applied, usually without any further justification. 9 Recently however, it has become clear that anisotropic effects for the scattering of atoms by highly nonspherical molecules yield central-field potentials which are quite different from the spherically symmetric components of the actual anisotropic potentials. 11 Consequently, the validity of central-field analyses of scattering in less highly anisotropic systems must be verified quantitatively. Phrasing the problem somewhat differently, we need to know just how nearly isotropic the system must be in order to validate the central-field analysis. It is only when the central-field analysis is incapable of fitting the data that information about the anisotropy of the potential can be deduced from measurements that do not distinguish between elastic and concurrent inelastic processes.

In the present paper, we analyze experimental measurements of the differential cross sections (DCS) for the highly quantum systems He + N₂, O₂, CO, and NO, obtained using room-temperature crossed beams. These systems were chosen as representative of non-hydride molecules which should be weakly anisotropic. This is expected on the basis that the diatomic bond lengths are significantly smaller (by a factor of ~2.5) than the smallest intermolecular separations to which the present DCS data are sensitive. In Sec. II, we briefly describe the apparatus used to measure the DCS's and the data reduction procedures used to interpret them. The DCS measurements, and the central-field and anisotropic intermolecular potentials extracted from them, are presented in Sec. III. In Sec. IV, we discuss the appropriateness of the central-field analysis for these systems and compare our potentials to those obtained from other experiments. Systematic trends in the po-
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tentials for the four systems studied herein are also discussed. Finally, we summarize our findings in Sec. V.

II. EXPERIMENTAL AND DATA REDUCTION

The crossed molecular beam apparatus used in this study has been described previously, and is discussed below only very succinctly. The modulated He primary beam is formed in a supersonic expansion, and is angularly well collimated in two stages of differential pumping. Secondary beams of the various gases studied emerge from a glass capillary array, directly into the scattering chamber, and are intense but only slightly supersonic. The secondary beam source may be tilted upwards, thus uncrossing the beams, to allow measurements of the modulated primary beam scattered by background gas. Beam operating characteristics are summarized in Table I. Due to the slightly supersonic nature of the secondary beam, its internal temperature (particularly its rotational temperature) may not be the ambient one (298 K). We note that its velocity distribution is best described by a Mach number of 1.5 (Table I) as well as an effective specific heat ratio of 1.64, the latter indicating only a very slight cooling of internal states.

A quadrupole mass spectrometer detector having an electron bombardment ion source may be positioned at a variable angle in, or out of, the plane of the beams. These experiments were performed with out-of-plane detection (fixing the in-plane angle at 0°) of scattered He atoms. This selection of scattering geometry increases the laboratory angular spacings between the observed diffraction oscillations, enabling a better characterization. In addition, experiments with He + Ar using this geometry yielded potentials whose fits to the DCS were of consistently higher quality than were those of the in-plane detection geometry. Ion detection and signal processing in these experiments utilized a 14-stage Cu–Be dynode electron multiplier, followed by several stages of analogue preamplification, and a lockin amplifier whose reference signal input was synchronized with the primary beam chopper. The output signal was digitized for sampling and averaging by a laboratory minicomputer, which also performed background signal subtraction by uncrossing the beams and remeasuring the modulated signal.

Differential pumping in the mass spectrometer is provided by a small (5 l/s) ion pump in the entrance buffer chamber, followed by a larger (25 l/s) ion pump in the ionizer region. The latter is supplemented during experiments by a liquid helium cryopump (400 l/s). In a very clean environment, such as provided by baking out the detector at ~200 °C for ~20 h, the electropolished stainless steel surface of the liquid helium dewar provides an effective pump for all gases, including Ne, He, and even He! The pressure in the ion source region was about 5 × 10⁻¹⁰ torr during the course of these experiments.

Maintaining the scattering chamber pressure below 3 × 10⁻⁶ torr, and keeping the primary beam attenuation due to scattering by the secondary beam at ~5%, ensures that the single-collision conditions essential for DCS measurements prevail. The slight cryopumping of NO on liquid-nitrogen cooled surfaces in the scattering chamber allowed use of a somewhat higher secondary beam pressure for this gas which, however, increased this beam's angular divergence slightly (see Table I). Periodic mass spectrometric checks of the secondary beams revealed their high purity for all the scattering experiments, with no discernible dimerization.

Scattered primary beam signals were measured between ~2.7° and ~16.5° above the plane of the beams, at a relative collision energy of ~64 meV (the exact values depend on the identity of the secondary beam gas). Measurements were also made for out-of-plane scattering below the plane of the beams, in order to locate accurately the zero position of the angular scattering scale (to within 0.03°). Long-term drifts in beam intensities and detection efficiency were compensated for by periodic measurements of the scattering signal at a reference angle near 5°. The experimental DCS's are shown in Fig. 1 for He + N₂, He + O₂, He + CO, and He + NO. Data points represent the average of two or three independent angular scans performed in several days' experimentation for each scattering pair; total integration times at each angle ranged from ~2 min near 3°, to ~30 min at the widest angles. Signal-to-noise ratios over the same angular range were between about 40 and 6, respectively.

The data reduction procedure used to obtain the fits shown in Fig. 1 has been described previously. Using Marquardt's weighted least-squares prescription, we fit the parameters of mathematical functions chosen to represent the intermolecular potential, as discussed in Sec. III. DCS's in the center-of-mass coordinate frame are calculated from partial wave phase shifts of high ac-

---

TABLE I. Beam operating conditions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Primary beam</th>
<th>Secondary beams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam gas</td>
<td>He</td>
<td>N₂</td>
</tr>
<tr>
<td>Inlet pressure/torr</td>
<td>1300</td>
<td>3.8</td>
</tr>
<tr>
<td>Inlet temperature/K</td>
<td>298</td>
<td>298</td>
</tr>
<tr>
<td>Angular FWHM/deg</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Most probable velocity/(km/sec)</td>
<td>1.757</td>
<td>0.599</td>
</tr>
<tr>
<td>Velocity FWHM, a/Δv</td>
<td>0.10</td>
<td>0.75</td>
</tr>
<tr>
<td>Mach number</td>
<td>18</td>
<td>1.5</td>
</tr>
</tbody>
</table>

*FWHM: Full width at half-maximum.
The experimental DCS's obtained as described in Sec. II and displayed in Fig. 1 were fitted by weighted least-squares optimization of the parameters of the intermolecular potentials described below. These potentials are written in the reduced form

$$f(p) = \frac{V(r)}{\epsilon}, \quad p = \frac{r}{r_m},$$

where $r_m$ is the radius of the attractive minimum and $\epsilon$ is its depth. The zero of the potential, occurring at $r = \sigma$, is related to $r_m$ and the potential shape $f(p)$, and is not an independent parameter.

The mathematical shape functions $f(p)$ used in the present study include the familiar Lennard-Jones 12–6 potential form, in order to allow a comparison with results from measurements of integral scattering cross sections. More flexible potential shape functions are however, required to accurately describe the weak van der Waals interactions analyzed here. One such potential function is the Morse–spline–van der Waals (MSV) potential parameterization, given by

$$f(p) = \begin{cases} \epsilon^{m1-1} [\epsilon^{m1-1} - 2] & \text{for } p < p_1 \\ (p_2 - p) [s_1(p_2 - p)^2 + s_2] + (p - p_1) [s_3(p - p_1)^2 + s_4] & \text{for } p_1 < p < p_2 \\ \sum_{i=1}^{3} c_i p^i & \text{for } p > p_2 \end{cases},$$

The cubic spline coefficients $s_i (i = 1 \text{ through } 4)$ are fixed by smoothness conditions at the spline points $p_1$ and $p_2$, with the first one being chosen as the inflection point of the Morse function. The second spline point is fixed at $p_2 = 1 - 1.8^{1/3}$. It has recently been shown that room-temperature DCS measurements of the type considered here enable up to five independent potential parameters to be determined, providing that the parameterization in which they are used has the appropriate flexibility. In particular, the MSV form of Eq. (4) necessarily couples the weakly repulsive wall region of the potential with the attractive minimum, since the Morse $\beta$ parameter is used to describe both these regions simultaneously. The present room-temperature data, in addition to being sensitive to the attractive well region of the potential, are also somewhat sensitive to the weakly repulsive wall (down to $p \sim 0.8$) and to the long-range attraction (up to $p \sim 1.7$), and the coupling between these two regions inherent in the MSV form tends to yield attractive minima which are systematically too deep. Consequently, we also analyzed the data using a modified MSV potential, which has a second Morse function joined to the first at $r = \sigma$. This statistic for a 95% confidence level of the scaling factor $\alpha$. Note that the $\Delta \alpha_{2, 95}/\alpha$ statistical index is independent of the arbitrary normalization used in the experiment, and furthermore is statistically adjusted for the number of data points. This should allow a more straightforward comparison between the results from different laboratories.

III. DATA ANALYSIS AND INTERMOLECULAR POTENTIALS

The experimental DCS's obtained as described in Sec. II and displayed in Fig. 1 were fitted by weighted least-squares optimization of the parameters of the intermolecular potentials described below. These potentials are written in the reduced form

$$f(p) = \frac{V(r)}{\epsilon}, \quad p = \frac{r}{r_m},$$

where $r_m$ is the radius of the attractive minimum and $\epsilon$ is its depth. The zero of the potential, occurring at $r = \sigma$, is related to $r_m$ and the potential shape $f(p)$, and is not an independent parameter.

The mathematical shape functions $f(p)$ used in the present study include the familiar Lennard-Jones 12–6 potential form, in order to allow a comparison with results from measurements of integral scattering cross sections. More flexible potential shape functions are however, required to accurately describe the weak van der Waals interactions analyzed here.

The mathematical shape functions $f(p)$ used in the present study include the familiar Lennard-Jones 12–6 potential form, in order to allow a comparison with results from measurements of integral scattering cross sections. More flexible potential shape functions are however, required to accurately describe the weak van der Waals interactions analyzed here. One such potential function is the Morse–spline–van der Waals (MSV) potential parameterization, given by

$$f(p) = \begin{cases} \epsilon^{m1-1} [\epsilon^{m1-1} - 2] & \text{for } p < p_1 \\ (p_2 - p) [s_1(p_2 - p)^2 + s_2] + (p - p_1) [s_3(p - p_1)^2 + s_4] & \text{for } p_1 < p < p_2 \\ \sum_{i=1}^{3} c_i p^i & \text{for } p > p_2 \end{cases},$$

The cubic spline coefficients $s_i (i = 1 \text{ through } 4)$ are fixed by smoothness conditions at the spline points $p_1$ and $p_2$, with the first one being chosen as the inflection point of the Morse function. The second spline point is fixed at $p_2 = 1 - 1.8^{1/3}$. It has recently been shown that room-temperature DCS measurements of the type considered here enable up to five independent potential parameters to be determined, providing that the parameterization in which they are used has the appropriate flexibility. In particular, the MSV form of Eq. (4) necessarily couples the weakly repulsive wall region of the potential with the attractive minimum, since the Morse $\beta$ parameter is used to describe both these regions simultaneously. The present room-temperature data, in addition to being sensitive to the attractive well region of the potential, are also somewhat sensitive to the weakly repulsive wall (down to $p \sim 0.8$) and to the long-range attraction (up to $p \sim 1.7$), and the coupling between these two regions inherent in the MSV form tends to yield attractive minima which are systematically too deep. Consequently, we also analyzed the data using a modified MSV potential, which has a second Morse function joined to the first at $r = \sigma$. This statistic for a 95% confidence level of the scaling factor $\alpha$. Note that the $\Delta \alpha_{2, 95}/\alpha$ statistical index is independent of the arbitrary normalization used in the experiment, and furthermore is statistically adjusted for the number of data points. This should allow a more straightforward comparison between the results from different laboratories.

FIG. 1. Laboratory differential cross sections for out-of-plane scattering of He by N₂, O₂, CO, and NO, with ordinates shifted downwards by one decade for each system in this sequence. Points with error bars are the experimental measurements of the scattering cross sections vs the scattering angle $\theta$ at a relative collision energy of 64 meV. Curves are DCS's calculated using potentials extracted from the data. Solid lines: anisotropic MSV potential; dashed lines: central-field SPFD potential; dotted lines: spherical average of the anisotropic MSV potential. The potential models are presented in Eqs. (3)–(6); their parameters are given in Tables II and III.
This M²SV form uses the \( \beta \) parameter to describe the potential for \( r < a \), but is otherwise identical to the MSV potential of Eq. (4). Another parameterization that successfully decouples the attractive minimum region from adjacent regions of the potential is the third-order Simons–Parr–Finlan Dunham (SPFD) potential, given by

\[
\begin{align*}
 f(p) &= b_0 \lambda^3 \left( 1 + \sum_{\lambda=1}^{3} b_0 \lambda \right) - 1 \quad \text{for} \quad \lambda = 1 - \frac{1}{\rho} \quad \text{and} \quad \rho < \rho_f, \\
 f(p) &= -\sum_{\lambda=1}^{3} c_2 \lambda^4 \rho^{-2(\lambda+1)} \quad \text{for} \quad \rho = \rho_f.
\end{align*}
\]

The two highest-order coefficients of the SPFD expansion \((b_0, b_3)\) are fixed by smoothness conditions at \( \rho_f = 1.6 \).²⁸

For reduced distances below \( \rho = 0.65 \) (to which our DCS data are not sensitive),²⁹ the SPFD potential often shows spurious maxima or oscillations. For numerical convenience in the phase shift calculation, these irregularities are removed by using a Born–Mayer exponentially repulsive wall, i.e., \( f(p) = A e^{-b p} \), from some joining point \( \rho_j \) downwards. \( A \) and \( b \) are fixed by smoothness conditions at \( \rho = \rho_j \); trial calculations show that values of \( \rho_j < 0.75 \) have no effect on the scattering results, and we usually use \( \rho_j = 0.70 \).²³

Although nonreduced \( C_6 \) dispersion constants (not to be confused with their reduced counterparts \( c_6 \), where \( C_6 = \epsilon c_6^2 \)) have been calculated for all four systems considered here,²⁹–³¹ we felt it best to fit this region of the potential, for reasons discussed below. Thus, by fixing \( c_6 = c_{6,0} = 0 \) in Eqs. (4) and (5), we obtain “effective” dispersion constants, termed \( C_6' \) for each interaction pair. These are expected to be somewhat greater than the corresponding actual \( C_6 \) constants, because of our neglect of higher-order dispersion terms, which have not yet been calculated. The \( C_6' \) parameter obtained bears significance only in describing the scattering data, and in describing the region of the potential to which these data are sensitive. This region probably does not extend as far as the 6.5 Å upper limit attained for the He–Ar potentials of Paper II, because the present experiments include low-angle scattering data down to \( \sim 2.7^\circ \), instead of 1.9°.²³ As a further consequence, our accuracy is probably less than 20% in the “attractive tail” region beyond \( -5 \) Å.²³ For these reasons, the \( C_6' \) parameter is optimized in these fits instead of being held fixed at its theoretical value. The MSV potential thus has four adjustable parameters \((r_m, \epsilon, \beta, \text{and } c_6)\), while the M²SV and SPFD potentials each have five \((r_m, \epsilon, \beta, \beta', \text{and } c_6; r_m, \epsilon, \beta, b_0, b_1, \text{and } c_6)\), respectively.

A prerequisite for Eq. (3), together with the reduced potential forms of Eqs. (4) and (5), to provide an accurate description of the intermolecular interactions of the systems studied here, is that anisotropic contributions to the potential must be small over the intermolecular distance range to which the DCS data are sensitive \((2.8 \leq r \leq 6 \) Å).²³ It is only in such a case that the potential is independent of the molecular orientation. Although this central-field assumption may not be made \textit{a priori} for the analysis of atom–molecule scattering experiments, we nevertheless base a “first-order” extraction of intermolecular potentials on it.

A possible procedure for more appropriately modeling the systems studied here is to incorporate anisotropic contributions to the intermolecular potentials in the \( r_m \) and \( \epsilon \) parameters of Eq. (3), using an elliptical modification to central-field types of potentials:\³²

\[
V(r, \gamma) = \epsilon(r) f[(\rho(r, \gamma))], \quad \text{where} \quad \rho(r, \gamma) = \frac{r}{r_m(r, \gamma)}, \quad \text{and}
\]

\[
r_m(r, \gamma) = \left[ 1 + \frac{r \sin^2 \gamma}{1 + r^2} \right]^{1/2}; \quad \epsilon(r) = \epsilon_0 + \epsilon_2 P_2(\cos \gamma).
\]

In this expression \( r \) is the length of the position vector \( r \) of the He atom with respect to the molecular center of mass, and \( \gamma \) is the angle between \( r \) and the molecular axis. For arbitrary \( \gamma \), \( r_m(\gamma) \) is the value of \( r \) at the potential minimum, and \( -\epsilon(\gamma) \) is the corresponding potential energy. The parameters \( r_m \) and \( \epsilon_2 \) are measures of the anisotropy of the intermolecular potential. Any central-field reduced potential energy function \( f(p) \) may be used, since Eq. (6) introduces anisotropy into the potential through the elliptically shaped \( r_m(\gamma) \) and the Legendre polynomial representation for \( \epsilon(\gamma) \). Scattering calculations for the anisotropic potential model of Eq. (6) are performed using the infinite-order sudden approximation, as discussed in Sec. IV. Because the MSV potential form for \( f(p) \) is known to provide a reasonably good representation for spherically symmetric interactions without requiring too many adjustable parameters, we use this form in Eq. (6) for the present anisotropic potential fits.

Since the central-field MSV potential already has four adjustable parameters, we may adjust only one of the anisotropy parameters of Eq. (6) to the data.²³ We choose to fix the \( \epsilon_2/\epsilon_0 \) ratio (see Sec. IV A), while adjusting \( r_m \) because of its greater influence on the rapid quantum oscillatory structure of the DCS.²³ The five adjustable parameters of the anisotropic potential model of Eqs. (4) and (6) are thus \( r_m, \epsilon_0, \epsilon_2, \beta, \text{and } c_6 \). Unfortunately, the \( D_{\text{oo}} \) symmetry of our “cigar-shaped” model potential of Eq. (6) is inappropriate for the He–CO and He–NO interactions. A “pear-shaped” model having the appropriate \( C_{\text{mm}} \) symmetry would, however, require at least one additional parameter. This further refinement should have a rather small effect; we note for example that the dipole moments of CO and NO are \(-0.112^{30} \) and \( \pm 0.158 \) D,³³ respectively (the sign has not yet been determined for NO). These dipole moments are too small to produce the large distortions in the overall electronic cloud distribution that presumably would necessitate a model with \( C_{\text{mm}} \) symmetry. By comparing the goodness of fit [to the DCS data, as measured by the \( \Delta a_{\text{res}}/a \) statistical index of Eq. (2)] of the anisotropic potential with those of the central-field M²SV and SPFD potentials, all of which have five adjustable parameters, it may be possible to gauge the appropriateness of the model potential of Eq. (6).

Potential parameters for the He + N₂, O₂, CO, and NO van der Waals interactions are given in Table II for the fits to the central-field MSV, M²SV, and SPFD potentials of Eqs. (4) and (5). The \( \Delta a_{\text{res}}/a \) goodness-of-fit
TABLE II. Central-field intermolecular potentials fit to the experimental DCS's.

<table>
<thead>
<tr>
<th>System</th>
<th>Potential type</th>
<th>( r_n/\AA )</th>
<th>( \sigma/\AA )</th>
<th>( \epsilon/\text{meV} )</th>
<th>Shape parameters</th>
<th>( Q^d/\AA^2 )</th>
<th>( \chi^2 )</th>
<th>( \Delta \alpha_{0,50}/\alpha^d(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>He + N(_2) (29)</td>
<td>MSV</td>
<td>3.67</td>
<td>3.24</td>
<td>2.50</td>
<td>( \beta = 5.82; c_4 = 2.15 )</td>
<td>87</td>
<td>110 (5)</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>M(^2)SV</td>
<td>3.72</td>
<td>3.24</td>
<td>2.15</td>
<td>( \beta = 5.30; \beta' = 9.09; c_4 = 1.88 )</td>
<td>82</td>
<td>100 (6)</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>SPFD</td>
<td>3.65</td>
<td>3.22</td>
<td>2.77</td>
<td>( b_2 = 31.9; b_1 = -4.72; c_4 = 2.10 )</td>
<td>83</td>
<td>110 (5)</td>
<td>1.64</td>
</tr>
<tr>
<td>He + O(_2) (31)</td>
<td>MSV</td>
<td>3.44</td>
<td>3.05</td>
<td>3.05</td>
<td>( \beta = 6.03; c_4 = 1.95 )</td>
<td>83</td>
<td>200 (4)</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>M(^2)SV</td>
<td>3.49</td>
<td>3.04</td>
<td>2.52</td>
<td>( \beta = 5.35; \beta' = 12.1; c_4 = 1.50 )</td>
<td>76</td>
<td>160 (5)</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>SPFD</td>
<td>3.40</td>
<td>3.03</td>
<td>2.73</td>
<td>( b_2 = 36.3; b_1 = -5.45; c_4 = 1.85 )</td>
<td>77</td>
<td>160 (5)</td>
<td>2.02</td>
</tr>
<tr>
<td>He + CO (27)</td>
<td>MSV</td>
<td>3.73</td>
<td>3.32</td>
<td>2.43</td>
<td>( \beta = 6.27; c_4 = 1.62 )</td>
<td>84</td>
<td>190 (4)</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>M(^2)SV</td>
<td>3.77</td>
<td>3.32</td>
<td>2.09</td>
<td>( \beta = 5.77; \beta' = 10.3; c_4 = 1.29 )</td>
<td>79</td>
<td>160 (5)</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>SPFD</td>
<td>3.70</td>
<td>3.31</td>
<td>2.28</td>
<td>( b_2 = 39.2; b_1 = -5.10; c_4 = 1.52 )</td>
<td>81</td>
<td>160 (5)</td>
<td>1.81</td>
</tr>
<tr>
<td>He + NO (26)</td>
<td>MSV</td>
<td>3.69</td>
<td>3.18</td>
<td>2.56</td>
<td>( \beta = 5.03; c_4 = 1.75 )</td>
<td>90</td>
<td>320 (4)</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>M(^2)SV</td>
<td>3.73</td>
<td>3.17</td>
<td>2.12</td>
<td>( \beta = 4.66; \beta' = 9.33; c_4 = 1.15 )</td>
<td>79</td>
<td>240 (5)</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>SPFD</td>
<td>3.67</td>
<td>3.16</td>
<td>2.16</td>
<td>( b_2 = 19.1; b_1 = -3.98; c_4 = 1.56 )</td>
<td>82</td>
<td>250 (5)</td>
<td>2.31</td>
</tr>
</tbody>
</table>

\( a \)Experimental conditions given in Table I; the number of experimental data points is given in parentheses.

\( \beta \)Defined in Eqs. (3)–(5).

\( \epsilon \)Scattering potentials given.

\( \delta \)Integral cross sections at a relative collision energy of 64 meV calculated from the partial wave expansion and the potentials given.

\( \alpha \)Scattering intensity normalized to 500 at \( \theta = 4.8^\circ \); the number of parameters varied is given in parentheses.

\( \beta \)See Eqs. (1) and (2).

index [Eq. (2)] displayed in this table statistically accounts for the number of fitted parameters. It may immediately be seen that the five-parameter \( M^2 \)SV and SPFD potentials are better able to fit the DCS data than is the MSV model. Although the size parameters \( r_n \) and \( \sigma \) are seen to be largely model independent (±0.04 Å for \( r_n \) and ±0.01 Å for \( \sigma \)), the MSV potentials give attractive minima consistently deeper than those of the \( M^2 \)SV and SPFD potentials, by ~15%. The latter two potentials' \( \epsilon \) values are however, within 5% of one another for each interaction pair. Under conditions of validity of the central-field assumption, the \( M^2 \)SV and SPFD parameterizations yield potentials which are accurate, when fitted to room–temperature DCS data for the present highly quantum systems, to about ±10% in the van der Waals attractive minimum region. The DCS data are fitted about equally well by either the \( M^2 \)SV and SPFD potentials, with the quality-of-fit being quite good except possibly for the He + NO system. We also display in Table II the integral cross sections \( Q \) at a relative collision energy of 64 meV, calculated for each system studied using the partial wave expansion. Because of the consistently greater well depths of the MSV potential, their \( Q \) are almost 10% larger than those of the corresponding \( M^2 \)SV or SPFD potentials.

In Table III we list the parameters obtained by fitting the anisotropic MSV potential model of Eqs. (4) and (6) to the DCS data. In the last three columns of this table, we also list the position and depth parameters for the spherical averages of these anisotropic potentials; we note that these are in quite close agreement with the corresponding parameters of the central-field \( M^2 \)SV and SPFD potentials as listed in Table II. In Figs. 2–5 we

TABLE III. Intermolecular potential parameters from anisotropic fits to the experimental DCS's.

<table>
<thead>
<tr>
<th>System</th>
<th>Anisotropic potential parameters</th>
<th>Spherically averaged anisotropic potential parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r_m/\AA )</td>
<td>( r_e/\text{meV} )</td>
</tr>
<tr>
<td>He + N(_2) (29)</td>
<td>3.60</td>
<td>-0.13</td>
</tr>
<tr>
<td>He + O(_2) (31)</td>
<td>3.29</td>
<td>-0.24</td>
</tr>
<tr>
<td>He + CO (27)</td>
<td>3.58</td>
<td>-0.22</td>
</tr>
<tr>
<td>He + NO (26)</td>
<td>3.45</td>
<td>-0.30</td>
</tr>
</tbody>
</table>

\( a \)Experimental conditions given in Table I; the number of experimental data points is given in parentheses.

\( \beta \)Potential form defined by Eqs. (4) and (6); symbols have the same meanings as in these equations. The MSV potential of Eq. (4) has \( \rho_2 = 1.60 \); the \( \epsilon_f/c_4 \) ratio is fixed at -0.2 as discussed in Sec. IV.

\( \chi^2 \)Scattering intensity normalized to 500 at \( \theta = 4.8^\circ \); the number of parameters varied is given in parentheses.

\( \chi^2 \)See Eqs. (1) and (2).
IV. DISCUSSION

A. Central-field and anisotropic potential analysis

The van der Waals interactions for the atom–molecule systems considered here are anisotropic. As such, the central-field potentials generically represented by Eq. (3) provide at best an approximate description of these interactions. Consequently, the first problem to be addressed is the validity of the central-field assumption. In the discussion that follows, we shall present a quantitative assessment of this assumption.

Even if the central-field assumption were invalid within the range of intermolecular distances sampled, Eq. (3) could still be expected to provide an “effective” description of processes which occur on a time scale much slower than molecular rotations, since any such process would sample only the spherical average of the anisotropic potential. Such processes do not, however, include the present scattering experiment. For a thermal rigid rotor at 300 K, representative of the secondary beams used in the present studies (Sec. II), a typical rotation frequency is \( \sim 10^{13} \text{ Hz} \) (for \( \text{N}_2 \)). Under our experimental conditions, the collision interaction time (to traverse \( \sim 8 \text{ Å} \)) is \( \sim 5 \times 10^{-15} \text{ sec} \), permitting the molecule only about half a revolution during the collision.

Interpretations of scattering results for anisotropic interactions have been based for some time on semiclassical calculations.\(^{12,13}\) These showed that the effect of anisotropic potential scattering on integral elastic cross sections is primarily to dampen, or quench, the glory undulations.\(^{24}\) Similar results were obtained for the supernumerary rainbow and rapid quantum oscillatory structure of elastic DCS's.\(^{34}\) On this basis, “total” (elastic plus inelastic) DCS's not exhibiting the quenching effect relative to corresponding DCS’s from spherically symmetric potentials have usually been interpreted...
as sensitive only to the spherical average of the intermo-
lecular potential.9 Such a straightforward application of the
semiclassical theory for DCS’s is however, inap-
propriate for the highly quantum systems under discus-
sion here. As an example of the differences between
semiclassical and quantum scattering, we note that the
present DCS’s exhibit strong undulations well beyond the
classical rainbow angle (at ~ 4° for these systems);
semiclassical oscillations should not appear on the dark
(wide-angle) side of the rainbow, 8,13 unless the effect of
complex trajectories is included.35

More recently, quantum mechanical calculations have
been performed for scattering from anisotropic poten-
tials. These calculations are extremely involved, and
are expensive to perform exactly by close-coupling
techniques36; "routine" calculations more wieldy for
data reduction require the use of various approximation
schemes.37 One of the most successful of these is the
infinite-order sudden approximation (IOSA),14 which
should be accurate when the collision energy is substan-
tially greater than the rotational spacing of the molecu-
lar partner.14 This condition is satisfied in the present
case: the most probable rotational levels at 298 K are
separated by ~ 3 meV, whereas the collision energy is
~ 64 meV (Sec. II). Computationally, the IOSA involves
taking cuts along the potential energy surface for vari-
ous angles γ between the molecular axis and the position
vector of the approaching He atom with respect to the
diatom center of mass. The resulting potentials depend
only parametrically on γ, allowing central-field scatter-
ing calculations to be performed at each such γ. The
DCS’s obtained in this manner are then simply spherical-
ly averaged by an eight-point Gauss–Legendre quadra-
ture to yield the IOSA scattering pattern resulting from
the assumed anisotropic potential. Although this pro-
cedure appears to be tantamount to assuming that the
angle γ remains fixed during the collision (which would
be incorrect, as mentioned at the beginning of this sec-
tion), it has been shown that the IOSA formulation need
assume only that the rotational energy level spacing,
and the differences in centrifugal potentials for adjacent
orbital angular momentum channels, are small.14 We
note that the IOSA DCS’s calculated in the above fashion
are degeneracy averaged over initial, and summed over
final, rotational states. This is also true of our experi-
mental measurements, which were performed with a
nearly thermal distribution of internal rotational states
(Sec. II), and without detection of rotational inelastici-
ities. We may therefore directly compare the IOSA DCS’s with
the measured experiments, after suitable coordi-
nate transformations and instrumental averaging effects
are included in the calculations (Sec. II).

In fitting the anisotropic MSV potential model of Eqs.
(4) and (6) to the DCS data, it was necessary to keep the
number of adjustable parameters limited to five.25 Con-
sequently, we fix the $e_0/e_3$ ratio, but fit the $r_m$ anisotropy
parameter of Eq. (6). We predicated this choice on the
demonstrated sensitivity of the rapid quantum oscillatory
structure on the attractive well position anisotropy, and
on its relative lack of sensitivity to the well depth anisot-
ropy.14b A suitable estimate for the well depth anisot-
ropy was taken as $e_0/e_3 = -0.2$, mimicking the behavior
of an electron–gas calculation for the He + CO potential
with angles $\gamma = 0$ or $\pi$ and $\gamma = \pi/2$.26 Note that $e_0/e_3 < 0$
implies that the absolute minimum of the van der Waals
potential energy surface is along $\gamma = \pi/2$. The resulting
fitted potentials, whose parameters are given in Table
III, are seen to be only weakly anisotropic. For exam-
ple, for the He + NO system, which exhibits the largest
absolute value of the anisotropy parameter $r_m$, the ratio
of $r_m$ at $\gamma = 0$ to that at $\gamma = \pi/2$ is only 1.2. Referring to
the $\Delta q_0/\alpha_\Delta$ columns of Tables II and III, we see that for
the He + N$_2$ system, the anisotropic model does not fit
the data any better than do the central-field models
having the same number of parameters (M$^2$SV and SPFD
potentials of Table II). The $r_m$ parameters obtained from
the fits to the He + O$_2$ and He + CO DCS data indicate that
radial anisotropies for these systems are more pro-
nounced than for He + N$_2$. Despite this, the DCS data are
not fit strikingly better by the anisotropic potential
model than by the central-field one. In contrast to these
three systems, the anisotropic potential fit to the He + NO
DCS does yield a substantial improvement over any of
the central-field fits. In addition, we note that the $r_m$
radial anisotropy parameter is more substantial for
He + NO than for any of the other systems considered in
these studies (Table III). Because of the $^3$II electronic
symmetry of the NO molecule, He + NO collisions at
thermal energies involve two potential energy surfaces.30
However, since these experiments were performed using
randomly oriented NO molecules, these closely-related38
potentials may be averaged, yielding a single effective
potential having axial symmetry. We note that, for all
four of these systems, the $r_m$ parameter is negative,
implying that the major axis of the fitted elliptical po-
larizability is parallel to the molecular axis, as would be
expected.

We must regard with some caution however, the rel-
ative sizes of the $r_m$ anisotropy parameters presented in
Table III.39 From the He + N$_2$ fit, it is apparent that the
present DCS data can be accurately described, and well
fit, by a central-field potential when the $r_m$ parameter
is smaller in magnitude than ~ 0.15. In addition, quench-
ing of the oscillatory structure or other obvious mani-
festations of anisotropy are not present in our DCS data.
Indeed, the experimental DCS’s presented in Fig. 1 are
quite similar in overall appearance to the He + Ar DCS of
Paper II.8 This is shown in Fig. 6, which displays the
latter DCS (also for scattering at a relative collision
energy of 64 meV), for a similar range of scattering
angles as used in this study, as well as the present He
+ NO DCS. Both these DCS’s, as well as the He + N$_2$, O$_2$,
and CO DCS’s (Fig. 1), exhibit a vestige of rainbow
scattering at ~ 4°, and all show the highly oscillatory
structure at the wider angles that is characteristic of
systems with relatively long de Broglie wavelengths and
shallow attractive wells.7,9,34 In addition, the present
scattering results may be fitted reasonably well with poten-
tial models that are spherically symmetric (Table II).
This is so despite the fact that some of the experimental
DCS’s and those calculated from the anisotropic poten-
tials [Eq. (6) and Table III], show a slight loss of
undulatory amplitude as compared to the best-fit (cen-
tral-
guishable from the spherical average of the anisotropic potentials. Thus, for the present systems, which are only slightly anisotropic and which show little evidence for quenching of the rapid quantum oscillatory structure in the DCS (Fig. 8), the central-field analysis may be used to obtain intermolecular potentials which closely approximate the spherical averages of the actual anisotropic interactions.

B. Comparison with other potentials

We now compare the present spherically symmetric potentials with earlier proposed ones. We do not, however, consider results from bulk property measurements (e.g., virial coefficients, viscosity data, etc.). This is because the bulk properties of highly quantum systems are usually sensitive only to a part of the repulsive wall to which the DCS data are insensitive. All four of the systems studied here have been investigated by measuring arbitrarily-normalized integral scattering cross sections $Q$ as a function of the relative collision velocity $v$; absolute $Q(v)$ measurements have also been reported for He + O$_2$. The arbitrarily-normalized $Q(v)$ provide data sensitive to the “area” of the attractive well, which is usually expressed as the product $\epsilon r_m$, and is dependent upon the model chosen to describe the interaction. The $\epsilon r_m$ products for a LJ12-6 model are presented for the $Q(v)$ results in Table IV.

To provide an indication of the consistency of our DCS measurements with these results, both of which are sensitive to the attractive well region, we fitted the LJ12-6 model to our scattering data (Sec. III). We list the corresponding $\epsilon r_m$ results in the same table, where we see that the DCS values are in reasonable agreement with the parameters obtained from the $Q(v)$ results. We note however, that these values are no more reliable than is the rather crude LJ12-6 model, and are presented here only as a rough estimate of the compatibility of the $Q(v)$ and DCS results. More reliable values for the $\epsilon r_m$ products may be obtained from the more accurate five-parameter potentials, and are presented in Table IV.

Also in Table IV, we compare our fitted “effective” $C_6$ dispersion coefficients (Sec. III) with those obtained theoretically. The experimentally determined coefficients for He + O$_2$, CO, and NO are seen to be ~20% higher than the corresponding calculated ones. This is expected from our neglect of dispersion interaction contributions of higher order than $C_6$ (Sec. III). However, the discrepancy for He + N$_2$ is almost a factor of 2, with our experimental value appearing to be anomalously high with respect to the other experimental values. This difference may be related to our lack of very low-angle measurements. We therefore place less confidence in our He + N$_2$ long-range potential than in our long-range potentials for He + O$_2$, CO, and NO. We also compare the present He + CO potential to that calculated from the electron-gas formulation. The latter’s spherically symmetric component has $r_m = 3.30 \text{ Å}$, $\sigma = 2.98 \text{ Å}$, and $\epsilon = 2.8 \text{ meV}$. The theoretical distance parameters appear to be too small by ~0.4 Å, while the well is too deep by perhaps ~25%. This is not too surprising, since it is known that the electron-gas method...
TABLE IV. Potential parameters obtained from DCS results, integral cross section measurements, and calculated dispersion coefficients.

<table>
<thead>
<tr>
<th>System</th>
<th>Potential quantity</th>
<th>$\epsilon r_m$ (meV Å)</th>
<th>Method of determination</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>He + N₂</td>
<td>8.3</td>
<td>9.1</td>
<td>$q(\theta)^{a}$</td>
<td>21</td>
</tr>
<tr>
<td>He + O₂</td>
<td>8.8</td>
<td>10.0</td>
<td>$q(\theta)^{a}$</td>
<td>22</td>
</tr>
<tr>
<td>He + CO</td>
<td>8.4</td>
<td>10.2</td>
<td>DCS$^b$</td>
<td>this work</td>
</tr>
<tr>
<td>He + NO</td>
<td>8.1</td>
<td>10.4</td>
<td>DCS$^b$</td>
<td>this work</td>
</tr>
<tr>
<td></td>
<td>$C_q$/(eV Å$^3$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>calculated$^d$</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>calculated$^d$</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>6.1</td>
<td>5.6</td>
<td>calculated$^d$</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>$C_f$/(eV Å$^4$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>7</td>
<td>DCS$^d$</td>
<td>this work</td>
</tr>
</tbody>
</table>

$^a$ Using the LJ12-6 potential.
$^b$ Using the central-field MSV and SPFD potentials, as well as the spherically averaged anisotropic MSV potential. Error reflects the discrepancies among the $\epsilon r_m$ products for these three potential forms.
$^c$ Spherically symmetric contributions to $C_q$.
$^d$ Using the central-field MSV and SPFD potentials, and neglecting contributions higher than $C_q$ to the dispersion interaction. The error reflects the ±20% or poorer accuracy with which the "attractive tail" portion of the potential ($r \gtrsim 55$ Å) is determined. $^{23}$ (Sec. III).

does not yield very good results for attractive interactions of He-containing systems. $^{5a-4}$ This may also be responsible for the observation that the theoretical anisotropies $^{18}$ for the well region of the He + CO potential appear to be somewhat larger than indicated by the $r_m$ parameter obtained from the present analysis of DCS scattering results.

Finally, we compare in Fig. 7 the spherically averaged anisotropic potentials of the four scattering systems described in the present paper. As is already evident from Tables II and III, and is more graphically seen in the figure, the He + O₂ potential's attractive minimum occurs at a significantly shorter intermolecular separation than do those of He + N₂, CO, and NO; the attractive minimum is also somewhat deeper for He + O₂. We also note that the repulsive walls of the systems studied generally have the same steepness (except for He + NO), but that the intermolecular distance at which they occur (as indicated by the value of $r$, for example) appear to be somewhat different. These differences are not correlated with the equilibrium bond lengths of the diatomic molecules (O₂ > NO > CO > N₂). In determining the potentials for these systems, it was hoped that some such simple correlation could be found between the electronic or molecular structures of these molecules and their van der Waals interactions with He atoms. Thus, N₂ and CO were naively expected to yield closely related spherically averaged potentials. Similarly, NO (with one unpaired electron) was expected to show some of the characteristics apparently peculiar to O₂ (with two unpaired electrons), such as those mentioned above. The lack of any such simple correlations is testimony to the complexity of van der Waals interactions in the weakly repulsive and attractive minimum regions; only the long-range potentials are as yet well understood.

SUMMARY AND CONCLUSIONS

By measuring the differential cross sections (DCS) for scattering of a room-temperature hypersonic beam of He by crossed beams of N₂, O₂, CO, and NO, we have determined intermolecular potentials describing their van der Waals interactions in the attractive minimum and adjacent regions of the potential. $^{23}$ The extraction of these intermolecular potentials was based initially on the central-field assumption, since there was little evidence for quenching of the experimental DCS's, which have been predicted. $^{12-14}$ and observed, $^{11,15}$ for scattering from highly anisotropic potentials.

A more detailed analysis, using a convenient and realistic anisotropic intermolecular potential model, together with the infinite-order sudden approximation, $^{11a}$ was used to show that anisotropy contributions are appreciable only for He + NO, being negligible for He + N₂, and small for He + O₂ and He + CO. The present study provides examples of anisotropic interactions which are too weak to significantly distort the DCS scattering pat-

![Fig. 7. Spherical averages of the anisotropic MSV potential model of Eqs. (4) and (6), as a function of the intermolecular separation. Solid curve: He + N₂; dashed curve: He + O₂; dotted curve: He + CO; dash-dotted curve: He + NO.](image-url)
terns from those expected from central-field interactions. Indeed, the central-field potentials are indistinguishable, within experimental error, from the spherical averages of the present anisotropic potentials. This finding is in strong contrast to scattering results for more highly anisotropic interactions, such as He + CO$_2$. For weakly anisotropic interactions in highly quantum systems, the central-field assumption thus provides a valid framework for the extraction of intermolecular potentials from thermal scattering data lacking discrimination between elastic and inelastic contributions. Consequently, of course, more detailed experimental information, such as the measurement of inelastic cross sections, will be required for determining anisotropic contributions to the intermolecular potentials for such systems from DCS scattering data.
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18. It is convenient to refer to $\theta$ as a laboratory DCS in arbitrary units. However, $\theta$ is really a signal intensity. To transform it into such a laboratory DCS requires multiplication by the laboratory velocity of the scattered beam (which is a function of $\theta$), since the mass spectrometer used in our measurements is a number density detector. See Ref. 8 for details.


26. Our M3SV potential is somewhat similar to the MMSV part of the EMSMSV potential form proposed in Ref. 4(d). However, we join the two Morse functions at $\sigma$, rather than at $r_m$.


36. See (a) W. A. Lester, Methods Comput. Phys. 10, 211 (1971), and references quoted therein. For more recent results, see for example, (b) S. Green and P. Thakoles, Astrophys. J. Chem. Phys., Vol. 70, No. 1, 1 January 1979


36 The spin-orbit splitting between the \( ^2 \Pi_2 \) and \( ^2 \Pi_3 \) states of NO is 15 meV. G. Herzberg, *Spectra of Diatomic Molecules* (van Nostrand Reinhold, New York, 1950), p. 558. For the Ar + NO system, the electron-gas calculations of G. C. Nelson, G. A. Parker, and R. T. Pack, J. Chem. Phys. 66, 1396 (1977) indicate that this splitting remains small for all geometries of importance for thermal-energy scattering. A similar situation is expected to prevail for the He + NO system.

37 Within the elliptical parameterization for the anisotropic potential [Eq. (6)], the \( r_e \) parameter is statistically independent of the other MSV parameters. This indicates the possibility of obtaining meaningful descriptions of the radial anisotropies. See also Refs. 10(a) and 11.
