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This article presents the progress made in probing femtosecond transition-state dynamics of elementary reactions. Experiments demonstrating the dynamics in systems characterized by a transition region and by a saddle-point transition state are reported, and comparison with theory is made.

1. Introduction

Since the early days of the transition-state theory of Eyring, Evans and Polanyi, the fleeting nature of the state as the reaction proceeds from reagents to products has been known. The lifetime of the state is typically $<10^{-12}$ s, and hence to observe these transition states in real time the temporal resolution must be on the femtosecond scale. Progress has been made in probing transition states of elementary reactions and in studying the dynamics in real time.

The objective of this account is not to review all the work done in this area (for a review, see ref. 2). Instead, I wish to discuss recent developments with particular focus on two- and one-dimensional reactions. The dimensionality ($D$) of the potential-energy surface (PES) determines the nature of the transition state, TS. In 1-D systems there is only one vibrational coordinate, and the motion can be mapped out as atoms recoil along this coordinate in the transition region. In 2-D (or more) systems, there may be a saddle point, and the dynamics would involve both the translational motion along the antisymmetric coordinate and vibrational motion (dynamical resonance) along the symmetric coordinate. In this case the saddle point defines clearly a TS, and the system spans both bound and repulsive features of the PES. Experiments demonstrating the dynamics in such systems are reported, and comparison with theory is made.

2. A Prototype Case: the Transition Region of Alkali Halide Reactions

We consider first the simplest case of two atoms with a single internuclear coordinate in the half-collision dissociation of a diatomic. This example we use to demonstrate the concepts involved and to report on the recent progress made on these alkali halide (MX) reactions:

$$MX^* \rightarrow [M \cdots X]^* \rightarrow M + X$$

As discussed by Berry, the PES for this class of reactions is well described by the covalent ($M + X$) and ionic ($M^+ + X^-$) curves, which cross at a given internuclear distance, $R_0$ (Fig. 1). Actually there are more curves, but they are not relevant here. When an alkali atom (e.g. Na) is brought closer to a halogen atom (e.g. I), according to the molecular-states picture [Hund’s case (a); $\Lambda = 0(\Sigma)$ and $\Lambda = 1(\Pi)$ etc.], $\Pi$ and $\Sigma$ singlet and triplet states are formed. However because of spin-orbit coupling, Hund’s case (c) is invoked, and the states are actually indexed according to the projection of the total angular momentum along the bond axis giving rise to $\Omega = 0^+$ and 1 states. In a correlation scheme, the $0^+$ state correlates with the $B \Sigma^+$ and the 1 state correlates with the $A \Pi$ (and triplet) state. The ground state is of type $\Sigma$ (or 0), and therefore
Fig. 1 The covalent (M+X) and ionic (M+X-) potential energy curves for the reaction of alkali halides.

the covalent 0+ and the ground state interact at the crossing point R_x to form the avoided crossing region between the covalent and ionic curves (Fig. 1). The covalent curve is essentially non-bonding (except for van der Waals attraction) until it reaches the repulsive branch.

This reaction of alkali halides represents an ideal test case for using femtosecond transition-state spectroscopy (FTS) to probe the nuclear motion as the system proceeds from MX* to [M•••X]++ and then finally to M+X. Over the past years we have studied these systems with different time and spatial resolutions in order to observe the nuclear motion in real time. In this section we discuss the femtosecond dynamics, particularly for the NaI system, and the new findings.

2.1. The Activated Complex: Motion between the Covalent and Ionic Potentials

As the wave packet, prepared at time zero, moves from the covalent to the ionic curve, the bond changes its characteristic from being purely covalent to a mixture of covalent and ionic. As discussed by Pauling, the crossing (or closeness) of the covalent and ionic potentials is a general phenomenon which describes the nature of the chemical bond. The dynamics of the bond is that of the activated complex, as termed by Atkins, in the transition region and its decay toward final products. Classically, the probability
Fig. 2 Top: the oscillatory (resonance) behaviour observed by detecting the activated complex \([\text{Na} \cdots \text{I}]^{2+}\) in the transition region. In the insert, both the peak area (solid) and peak height (hatched) of the oscillations are shown to indicate the leakage through the Landau–Zener region and the dephasing of the wave packet. Bottom: detection of free fragments \((a)\) and the activated complex \((b)\)

of going out to form \(\text{M} + \text{X}\) depends on the coupling between the two potential curves (a Landau–Zener type of interaction). Quantum-mechanically, this coupling changes the nature of the wavefunction as the internuclear separation, \(R\), changes.

If we probe the motion in the transition region, \([\text{M} \cdots \text{X}]^{2+}\), we should observe the resonance motion between the covalent and ionic curves, with a damping determined by the leakage probability through the Landau–Zener region. On the other hand, if free M atoms are detected, one should see an increase in the number of M atoms every time the system executes a resonance period, \(i.e.\) a series of steps of increasing signal intensity determined by the period of covalent to ionic motion. Such observations (see \(e.g.\) Fig. 2) have been made by Rose \textit{et al.} and Rosker \textit{et al.}\(^7\) and related to the resonance period, the lifetime of the activated complex, the escape probability and the magnitude of the coupling (covalent/ionic). [The \(\Omega = 1\) curve is a repulsive curve and has dynamical characteristics similar to other reactions studied by Dantus \textit{et al.} and Rosker \textit{et al.} (ICN),\(^7\) and by Glownia \textit{et al.} and Bowman \textit{et al} (Bi\(_2\)).\(^7\)] For example, at a total energy of 6850 cm\(^{-1}\) above the Na + I channel, the period is 1.25 ps, the lifetime of the complex
is 34 fs, the recoil velocity is 0.029 Å fs⁻¹ and the Landau-Zener escape probability is 18% (the largest value at this energy). The total splitting between the adiabatic curves at $R_s$ is 0.1 eV. As discussed below, the wave packet spreads, and the spreading in time is larger than the lifetime of the complex; it can be observed experimentally (Fig. 2) because the probing window has sufficient $\Delta R$ resolution.

2.2. The Two Potentials Involved

In probing the transition region, we use laser-induced fluorescence and ionization/mass-spectrometric methods with a time delay resolution of ca. 10 fs. In principle, we have to consider the two potentials involved, the lower potential $V_1$ and the upper potential(s) $V_2$. As discussed by Bernstein et al.,⁹ FTS enables determination of $V_1$ if $V_2$ is essentially flat at large $R$. In general, however, one probes $\Delta V(t)$, and this $\Delta V$ can be deciphered into $V_1(t)$ and $V_2(t)$ by changing the two wavelengths of the pump and probe, $\lambda_1$ and $\lambda_2$, in addition to scanning the delay time; i.e. measurements involve $I(\lambda_1, \lambda_2; \tau)$.

In the centre-of-mass frame, $E = \frac{1}{2} \mu v_r^2$, and by changing $\lambda_1$, we can change $v_r$, the recoil velocity. Thus, for a fixed probe wavelength ($\lambda_2$), the total energy can be changed systematically to observe the effect of $v_r$ on the dynamics of the motion between covalent and ionic curves. In Fig. 3 this behaviour is shown for NaI dissociation. Clearly, the potential is far from harmonic, and ‘opens up’ as we increase the total energy.

There is another measurement that helps us determine the nature of the $V_1$ potential. It is called a clocking experiment.⁸ If $\tau = 0$ is determined precisely, then we can measure the time it takes the wavepacket to travel from $R_0$ at $t = 0$ to $R$ of the probe. This time, $\tau$, must change depending on $E$ and the shape of $V_1$. As shown in Fig. 4, strongly repulsive $V_1$ and weakly repulsive $V_1$ have different temporal dynamics. For a fixed probe $\lambda_2$, we change the available energy ($\lambda_1$ tuning) and determine clocking times $\tau(E)$. By self-consistency between the values of $\tau$ and $E$ we determine a unique length parameter $L$ for the repulsive branch [see eqn. (3)], and from the periods we determine the outer turning points at different values of $E$.

For illustration, we consider $R(t)$, from conservation of energy:

$$R(t) = R_0 + \int_0^t \left( \frac{2}{m} \left( E - V_1[R(t')] \right) \right)^{1/2} dt'$$

(1)
As an example, if

\[ V_i = A \exp \left( -\frac{(R - R_0)}{L} \right) \]  

then one can calculate the time it takes the particle to travel from \( R_0 \) to \( R \). Solving the equation for \( R(t) \), and taking \( \Delta R \gg L \), one obtains

\[ \tau(R - R_0) = \frac{(R - R_0)}{v_r} + \frac{L}{v_r} \ln 4 \]  

The first term describes the kinetic energy (velocity) effect; i.e. fragments begin at \( R_0 \) with the terminal velocity \( v_r \). The second term gives the influence of the exponent \( L \) of the potential. As an example, for \( L = 0.4 \text{ Å} \) and \( v_r = 0.018 \text{ Å fs}^{-1} \) (total energy = 2570 cm\(^{-1}\); 391 nm), \( \tau \) is 171 fs for \( R \) to change from 3.07 to 5.6 Å. This value is determined experimentally to be 175 fs, as discussed below. One can define a finite time for dissociation, \( \tau_d \), as the limit of the difference between \( \tau \) and \( (R - R_0)/v_r \) and obtain the effect of \( L \) on \( \tau \), by analogy with particle physics definitions; for more discussion, see ref. 11.

The value of \( \tau \) is different from a characteristic time, \( \tau_1 \), defined to include the window of the probe; during this time the potential drops to a value equal to \( \gamma \) (the energy width of the probe window) the absorption of free fragment reaches half of its maximum value:

\[ \tau_1 = \frac{L}{v_r} \ln \frac{4E}{\gamma} \]  

For the same \( L \), \( E \) and \( v_r \), mentioned above, \( \tau_1 = 94 \text{ fs} \). This indicates that for this type of strongly repulsive \( (L = 0.4 \text{ Å}) \) branch, the potential drops to the \( \gamma \)-value and the
The PE curves of the NaI reaction and the experimental range of points reached in the FTS studies by changing the total energy $\lambda_1(R_0)$ and the probe position $\lambda_2(R)$, and by measurement of the period $\tau_p$. (b) and (c) The experimentally deduced $V_1(c)$ and $V_2(b)$. For $V_2$ there are two sets of data, using different ways of measuring the clocking times, and the results give the potential well discussed in text. The dotted curve in (b) is the one deduced in ref. 12. For $V_1$, the experimental points give the repulsive branch, with $L = 0.4 - 0.5 \text{ Å}$, and the coulombic branch. The value of 0.4–0.5 Å is consistent with other studies, but larger than the value of 0.245 Å reported in ref. 65. We have taken a simple repulsion form, eqn. (2), and this can be modified in form to include other terms (see ref. 66 and 67). The dotted line is the potential predicted by inversion of the data, and the circles give the RKR potential. The solid line is the potential from ref. 6, which has been used in many calculations. These studies will be discussed and compared in more detail in ref. 68.

In Fig. 4 illustrates $R(t)$ vs. $t$ in two regimes, emphasizing velocity and distance effects on two different potentials, and the self-consistency between $R(t)$ and $E$ to determine $L$. The data obtained in Fig. 5 give $L = 0.4 - 0.5 \text{ Å}$ for the repulsive branch and the $1/R$ dependence for the coulombic branch. (A more precise determination of $L$ is currently underway.)

To probe $V_2$, we then fix the total energy and change $\lambda_2$ systematically. These experiments, which sweep the absorption (in time) from the free fragment to the transition region, give the nature of the upper potential reached by $\lambda_2$. In Fig. 5 we summarize...
our findings for both \( V_1 \) and \( V_2 \), probed by FTS. The well found in \( V_2 \) is deeper (ca. 0.2 eV) than that previously deduced (530 cm\(^{-1}\)) by Bower et al.\(^{12}\) and is consistent with a recent spectroscopic study by Bluhm et al.\(^{13}\) For \( V_1 \), our probing distance of the potential is over the range of \( R \) from ca. 2.7 to 12 Å.

2.3. Dynamics of the Activated Complex Motion and Recurrences

From the damping of the resonance oscillations, we obtained the coupling matrix element (415 cm\(^{-1}\)) between the covalent/ionic curves, which is in good agreement with the theoretical calculation by Grice and Herschbach\(^{14}\) (400 cm\(^{-1}\)). From the period of resonance oscillations and the clocking times, we deduced the PES (Fig. 5) and the dynamics (Fig. 2 and 3). However, the quantum nature of wave-packet spreading with time can be obtained only if the window's resolution is sufficient to observe the coherent/incoherent changes in the motion.

For a free particle, a wave packet spreads appreciably for times given by

\[ \tau_s = \frac{2m}{\hbar} (\Delta R_0)^2 \]

showing the natural relationship to the mass, \( m \). For NaI, \( \tau_s = 6 \) ps. Accordingly, a 1 Å wave packet in \( R \)-space will begin to spread appreciably after 6 ps. Manifestations of this spreading come from the change of the width of the observed resonance with time (Fig. 2). Thus, both the spreading or dephasing of the wave packet and the population
leakage through the Landau-Zener region are present. Detection of free Na gives the population time constant(s), and in fact, as shown by Cong et al.,\textsuperscript{15} the build-up of population is not a single exponential, but can be fitted to two exponentials. This non-exponentiality indicates that the packet is inhomogeneous in its level structure\textsuperscript{15} (see below). In some sense, this is reminiscent of $T_1$- and $T_2$-type relaxations, an analogy which has been made clearly by Beswick and Jortner.\textsuperscript{16}

Can isolated molecular systems dephase and then rephase again to give an echo? Because the wave packet executes the different resonances of the motion (or equivalently spans the different quasi-bound levels) owing to the avoided crossing, there are different timescales for the motion: the packet first oscillates between the covalent and ionic curves, and spreads on the picosecond, not femtosecond, timescale. In the process of breaking the bond, the packet spreads significantly, and at ca. 15 ps our results indicate that it becomes so-called 'chaotic', spreading in all regions of $R$. Calculations of snapshots at these times confirm this picture.

By accident, we discovered that if we wait long enough (30–40 ps), this so-called 'chaotic' packet appearance starts to take on a coherent appearance, and recurrence echo of the initial resonance oscillations (with the same period!) occurs (Fig. 6). These recurrences are very sensitive to the total available energy, and reflect the nature of the PES caused by the avoided crossing. The observations represented our first example of seeing the wavefunction of an isolated molecular system, in the course of the reaction, spreading and rephasing again. This brings to focus another point. Even though the wave packet spreads and appears 'chaotic', the system is actually non-chaotic; the wave
Fig. 7 Simulation of the wave packet motion in 2-D space of $R$ and $t$. The lower plot shows the snapshots of the wavepacket motion at different internuclear separations. Note the time evolution of the splittings as $R$ increases.

nature and the phases of the individual wavefunctions constituting the packet are still well defined, up to 40 ps; otherwise recurrences would not have occurred!

2.4. Observation of the Trajectories in $R$ and $t$

Fig. 7 displays trajectories in the $R$ vs. $t$ domain. As shown in the figure, the wave packet changes direction as $R$ and $t$ change, starting from the initial time zero at $R = 2.7 \text{ Å}$. After half a period, the packet has reached the ionic turning point, and after a complete period, it has returned to the covalent turning point. At or near the ionic-covalent crossing, the packet bifurcates; some of it continues to move in the direction of increasing $R$, becoming Na and I, and the rest remains as $[\text{Na} \cdots \text{I}]^{\pm}$, oscillating between the covalent and ionic curves (see also Fig. 1).

To observe the motion of the trajectories, a window in $R(t)$ must be opened with sufficient distance resolution $\Delta R$ to allow us to view the directionality of the packet at different times. If the window is stepped continuously along $R$, then we can map out the motion and characteristics of the PES. For a given distance resolution, the temporal motion represents a snapshot of the PES at this particular $R$. For example, a window at $R = 3 \text{ Å}$ will give the snapshot shown at the bottom of Fig. 7, which is basically the oscillatory motion displayed in Fig. 2. On the other hand, if a snapshot is taken at $R = 4.5 \text{ Å}$, the oscillatory motion displays a splitting because at this distance the packet is going in and out of the probing $\Delta R$ window. At longer $R$, the splitting increases in time, because the distance the trajectory travels is longer. The observation of such
splitting would indicate two important points. First, it would mean that the window opened in $R$ is sufficiently narrow to resolve the nuclear motion in and out of that region of the PES. Secondly, the splitting gives a time (at each $R$) that is directly related to the clocking time, defined by the distance travelled from time zero to the probing point on the PES, as discussed before.

Fig. 8 shows the experimental observations by Mokhtari et al.\textsuperscript{17} for the NaI reaction. The packet was prepared by a femtosecond pulse at a wavelength $\lambda_1$ corresponding to $E \approx 2570$ cm$^{-1}$ above the Na+I threshold. To probe at different $R$, we used another femtosecond pulse of a different wavelength $\lambda_2$. For a given total energy in the bond, both the time and $\lambda_2$ can be changed systematically to obtain the snapshots at different values of $R$. Three snapshots in Fig. 8 are shown as examples of the many results obtained. The evolution of the splitting as $\lambda_2$ decreases (\textit{i.e.} as $R$ increases) is evident. The splitting at $\lambda_2 = 620$ nm, for example, is 350 fs. This gives a clocking time for the packet to reach the probe on the PES of 175 fs. The distance being probed is 5.6 Å, and this is consistent with theory, as discussed above. The window resolution is very appropriate for studying the dynamical motion of chemical reactions: the temporal splitting observed gives an experimental $\Delta R \approx 0.5$ Å on the PES. The potential for these types of reactions is quite flat (non-bonding type) at intermediate $R$ (Fig. 1), and therefore even better resolution may be achieved in other systems.

As $E$ is decreased, we expect the velocity to decrease and the distance travelled by the wave packet, to a given $R$, to decrease also. Depending on the PES, these two effects determine whether or not the splitting will increase or decrease with $E$ (Fig. 4). Fig. 8 shows three snapshots at different $\lambda_1$. We observe an increase in the splitting as $E$ is
lowered. We also observe a decrease in the period (Fig. 3). The latter is consistent with the potential 'narrowing' in R at lower E (Fig. 5). The former indicates that the covalent side of the potential is very repulsive at short R and is dominated by velocity (not distance) effects (Fig. 4), as deduced in Fig. 5, and discussed above.

2.5. Theory

Since the early report of these experiments, all major features have been understood using an intuitive classical mechanical description. Because the system is relatively heavy and we are interested in the early time motion, the centre of the wave packet is described as particles moving according to the laws of classical mechanics. Relying on these ideas makes the visualization of the experiments very simple.

However, the wave properties of the particle are manifested in several ways. First, the spreading of the wave packet, which as shown above for NaI, is beginning to be appreciable at ca. 6 ps (for an electron, in contrast, this time is ca. 10^-18 s). Secondly, the uncertainty principle for a free wave packet indicates that a wave packet broad in P-space is narrow in R-space. For heavy particles, the de Broglie wavelength is sufficiently small that wave properties may appear to be unimportant; for NaI, the de Broglie wavelength is ca. 0.2 Å, compared to a distance motion of \( \geq 7 \) Å. Thirdly, the wave packet at \( t = 0 \) is not the simple 'classical mechanical packet' projected from the ground state. The packet shape must take into account the question of the preparation by a finite pulse width: the classical picture is equivalent to a preparation by a pulse of zero duration (such pulses have been discussed recently!). Finally, classical mechanics fails to describe the spread and the (non-chaotic) rephasing of coherence particularly at long times, up to 40 ps, unless one designs different initial trajectories for simulations.

Classical mechanical theory has reproduced the oscillatory motion using the known PES and the equation of motion of R(t). It also shows the salient features of many experimental observations, as discussed by Rosker \textit{et al.}, Bersohn \textit{et al.}, and Lee \textit{et al.}. Semiclassical treatments by Marcus and by Lin and Fain have also been successful in obtaining the early-time oscillatory motion and damping.

Metiu and co-workers have shown that rigorous quantum calculations are able to describe the FTS observations from \( t = 0 \) to ca. 8 ps. These studies are important in showing that quantum calculations, involving all known (not adjustable) parameters of the PES and the preparation process, are in accord with experiments. The calculations also illustrate the presence of spreading (less than observed, however) and show splittings on the peaks which were not identified with the clocking of the reaction. Snapshots of the packet at different times indicate the motion between the covalent and ionic regions. The quantum calculation of Choi and Light has successfully reproduced the oscillatory behaviour of the motion. All of these calculations describe the global dynamics in the region 0–10 ps.

Chapman and Child, in a beautiful paper, showed that the recurrences at long times are manifestations of the distribution of the level structure and resonance lifetimes (caused by the avoided crossing), and hence obtained the timescale for rephasing. Their calculations are in good agreement with experimental observations at long times, 30–40 ps. In ref. 15 we discuss this in relation to the dynamics of the packet in the adiabatic well and its interaction with the ground state.

Very recently, Fujimura and Kono have computed the motion in the R and t domain and showed the trajectory of the motion at different total energies. They obtained splittings in the FTS resonance, similar to those shown in Fig. 7. Quantification of the
theoretical results with the PES derived from FTS experiments will be given in detail in ref. 68.

2.6. Summary

The results reported here illustrate the concepts and methodology involved in probing the dynamics on the femtosecond timescale. The motion of the nuclear wave packet during the breaking of the NaI bond can be observed with an experimental resolution of ca. 0.5 Å of internuclear separation. The total energy and the position of the probing ‘window’ can be varied to map the trajectories $R(t)$ and the shape of the potentials involved. The range of internuclear distances probed is up to 6.5 Å on the covalent and 12 Å on the ionic curves. The dynamics probed in real time include motion of the activated complex, its damping by the avoided crossing between covalent and ionic potentials, and quantum spreading and rephasing of the wave packet as the complex decays to final fragments. Theory is quite advanced for these systems, and provides, successfully, the global picture.

Because of their 1-D nature, these alkali halide reactions serve as prototype systems for studying simple elementary reactions and they help in understanding the concepts involved. But what about motion in two (or more) dimensions?

3. Probing the Transition-state and Dynamical Resonances

In the case of alkali halides, the activated complex spans a configuration defined by the separation of atoms in the $R$-region (one coordinate). In the full collision along the covalent curve, reaction (II),

$$\text{Na} + \text{I} \rightarrow [\text{Na}\cdots\text{I}]^{\dagger\ast} \rightarrow \text{Na} + \text{I}$$

the complex path is continuous along a repulsive curve. However, when the activated complex is prepared at a specified configuration in a half-collision, $[Na\cdots I]^{\dagger\ast}$ is established at a given $R$, and its dynamics can be followed. There is, of course, no saddle point in this case.

If the reaction dynamics involve more than one coordinate, an interesting question arises: can one observe in real time the reactive evolution from the TS at the saddle point to final products on the global PES? The simplest system for addressing the question is of the type ABA $\rightarrow$ AB + A. This system is the half-collision of the full-collision

$$A + BA \rightarrow [ABA]^{\dagger} \rightarrow AB + A$$

It involves one symmetrical stretch ($Q_1$), one antisymmetrical stretch ($Q_2$), and one bend ($q$).

We have chosen the system $[\text{I}\cdots\text{Hg}\cdots\text{I}]^{\dagger\ast}$, for which the antisymmetric (translational) motion gives rise to vibrationally cold (or hot) nascent HgI. The symmetric motion is bound and may give rise to a dynamical resonance. The idea of the experiments was to excite directly the collision complex from the ground state to the transition state, $[\text{I}\cdots\text{Hg}\cdots\text{I}]^{\dagger\ast}$, and to follow the real-time dynamics of the complex as the motion proceeds from $t = 0$ (transition state) to long times (free fragments). The energetics are shown in Fig. 9. One advantage of exciting the complex directly is the possibility of observing the dynamics with minimum-impact parameter averaging. In the full collision case, this averaging may ‘smear out’ dynamical resonance effects. The concept of transition-state detection along symmetric and antisymmetric coordinates is illustrated using the PES of Fig. 10 in these types of reactions.

The dynamics of the complex in this case is fundamental to the understanding of the TS of reactions involving more than one degree of freedom, and, as pointed out by
Bernstein, it is directly connected to the bimolecular case of Hg + I$_2$. In theory, one projects the initial wavefunction onto the final product-state wavefunction and obtains expressions for product-state distributions. If, however, the wave-packet motion is described along $Q_1$ and $Q_2$, one considers the structural and vibrational frequency changes on going from the transition-state region to the final products. It is therefore of great interest to attempt probing such motion in this class of reactions in real time, and to relate the observables to the nature of the force field along the reaction coordinate.

There are a number of interesting features for this reaction. First, the equivalence of the two bonds makes the PES symmetrical with respect to the I, HgI coordinate and the reaction path is well defined along the antisymmetric coordinate (Fig. 11). Secondly, because of the large change in structure, one expects changes in the vibrational frequencies on going from the transition-state region to the final products. The A—B bond in the upper state of ABA corresponds to a vibrationally excited A—B fragment. The bend gives rise to rotations. Thus, the dissociation impulse produces HgI in different vibrational/rotational states allowing one to monitor different sets of reaction trajectories.

3.1. Observation of the TS and Nascent Fragments

The TS was prepared by a laser pulse at $\lambda_1 = 310$ nm. This amounts to $ca. 12500 \text{ cm}^{-1}$ of energy available for vibration and translation in the HgI + I channel, as discussed by Dantus et al. and shown in Fig. 9 and 12. As the HgI and I/I* (or Hg + 2I) fragments separate, they are probed by a second laser pulse at a different $\lambda_2$, e.g. 620 or 390 nm. At short interfragment distances, the separation between the PE surfaces leading to HgI product in its X $^2\Sigma^+$ and B $^2\Sigma^+$ states is smaller than in the asymptotic limit. The 620 nm pulse thus probes early times, and 390 nm the long-time behaviour of the reaction.

Bowman et al. and Dantus et al. studied FTS of the reaction and observed the femtosecond transients of the TS and the nascent fragments. Fig. 12 shows transients probed at 390 nm, differing only in the detection wavelength $\lambda_{det}$, which probes different $\langle v^* \rangle$ levels in the X state of HgI (Fig. 13). They are very dissimilar in characteristics,
even when detected at nearby wavelengths (e.g. $\lambda_{\text{det}} = 427.5$ and 432.5 nm). Fig. 12(a) shows rapid oscillations (with a period of 300 fs at longer delay times) observed at $\lambda_{\text{det}} = 427.5$ nm, corresponding to HgI vibrational motion near the bottom of the anharmonic potential well, while Fig. 12(b) shows an initial sharp peak followed by slow oscillations (with a period of ca. 1 ps), corresponding to highly excited vibrational motion of HgI near the dissociation limit (Fig. 13).
Fig. 11 The two types of PES [(a) and (b)] used in the theoretical calculations of wave-packet propagation from the TS to free fragments (for the parameters, see ref. 35).

Fig. 12 Experimental FTS displaying the transitory behaviour observed in the detection of nascent HgI in different \(v^*\) states as it evolves from the TS: (a) \(E_{\text{HgI},1} = 4900\) cm\(^{-1}\), \(\langle v_{\text{HgI}} \rangle = 7\); (b) \(E_{\text{HgI},1} = 12\,500\) cm\(^{-1}\), \(\langle v_{\text{HgI}} \rangle = 29\). The total available energy for product vibration and translation was the same (12,500 cm\(^{-1}\)). The detection method identifies the I and I* channels, and hence the energy available in (a) (the I* channel) is less by 7600 cm\(^{-1}\) (see text and ref. 28). Note the drastic change in the oscillatory behaviour with time and energy.

In the I* channel, relatively less energy is available for vibrational and translational excitation, having mostly been taken up by spin–orbit excitation of I atoms. Ground-state HgI\((X^2\Sigma^+)\) is formed in low vibrational levels, then probed to the \(B^2\Sigma^+\) state. The resulting levels fluoresce strongly at 427.5 nm, less at 400 nm, and very little at 432.5 or 360 nm compared with the I channel. In the I channel, highly vibrationally excited \(X^2\Sigma^+\) product is formed and probed to a different set of \(B^2\Sigma^+\) state vibrational levels; these fluoresce strongly at 432.5 and 360 nm, less at 440 nm, and little at 427.5 nm, relative to the I* channel. These fluorescence spectra thus allow a selection of the dynamics to be probed.

For TS detection, we kept the total energy constant and changed the probe wavelength to a region where there is no absorption by free fragments (at \(\lambda_\lambda = 620\) nm). The transients are shown in Fig. 14. We observe only two peaks, separated by 200 fs, and a fast damping imaging the ultrafast motion of the packet away from the saddle point toward final products.

The transients of the TS and nascent fragments in real time reflect the dynamics quite well. Vibrationally excited HgI is coherently formed in the decay of the complex,
and the experiments probe different trajectories of the reaction to various final $v''$ states of HgI, spanning the $v''$ distribution. This is evident in the change of the vibrational period observed for HgI with $\langle v'' \rangle = 7$ vs. $\langle v'' \rangle = 29$ in Fig. 12. The periods (at long delay times) are in good agreement with the spectroscopic analysis for stable HgI,\textsuperscript{29} and the delay of the signal gives the dissociation time, describing the change of the complex from $R_0 (t = 0)$ to the distance projected by the window of the probe. The observation of the TS describes the early-time motion in the symmetric-stretch direction, as discussed below.

### 3.2. Time-dependent Anisotropy and the Geometry of the TS

The above results give the temporal picture imaging the vibrational dynamics of the complex and fragment, and the electronic excitation of iodine (spin-orbit states). The bend motion is on a longer timescale, and has important consequences for the alignment. From time-integrated alignment experiments\textsuperscript{30} one knows the importance of the anisotropy in understanding the vectorial properties of the dissociation. Alignment in real time provides information on rotations,\textsuperscript{31,32} and more recently we have used it to study rotational (torque) dynamics in dissociation reactions.\textsuperscript{32} Here the experiments probe the relative alignment of the fragment transition moment and the initial alignment of the complex as a function of time. As shown in Fig. 15, the transients observed for the pump and probe in parallel polarization are very different, in their decay and buildup, from that of pump and probe in perpendicular polarization. Yet the vibrational periods observed in both transients are identical. The experiments indicate that while HgI is executing the vibrational motion, the torque on HgI is inducing rotations, and as a function of time the anisotropy changes. From these experiments, one obtains, in a simple description, the $\langle J \rangle$ produced as a result of the torque, the coherence time and

\textsuperscript{†} For other references on the spectroscopy, see ref. 28 and references therein.
Fig. 14 (A) Transition-state femtosecond transients, exciting \([I\cdots Hg\cdots I]^+\) at \(\lambda_1 = 310\, \text{nm}\) and detecting at 620 nm. The transients in (a) and (b) are the same, but for (a) parallel and (b) perpendicular polarization. The three transients in each panel are for different detection wavelength (thin line, 440 nm; medium line, 390 nm; and heavy line, 360 nm). Note the ca. 200 fs time spacing between the peaks, independent of polarization and emission detection wavelength. (B) A cut along the translational coordinate, together with the absorption cross-section, showing the idea for detection of the TS and nascent fragments the geometry of the TS. There is a finite time for \(J\) to become well defined, and this has been discussed elsewhere.\(^\text{32}\)

The alignment\(^\text{30}\) is related to rotational angular momenta by\(^\text{32}\)

\[
I(t) = C[1 + \alpha r(t)]A(t) \tag{7}
\]

where \(C\) and \(\alpha\) are well defined constants, \(A(t)\) is the scalar dissociation temporal function and \(r(J, t)\) is the anisotropy function:

\[
r(J, t) = 0.4 \langle P_2[\cos \eta(t)] \rangle \tag{8}
\]

where \(\eta\) is the time-dependent angle between the transition dipole of the pump transition at \(t = 0\) and that of the probe at time \(t\). The theoretical fits in Fig. 15 were obtained when \(J_{\text{max}} = 80\). The rotational distribution (\(\Delta J\)) gives rise to the early time decay (and buildup) and defines a coherence time for rotational dephasing, measured to be ca. 1 ps.
Fig. 15 The polarization anisotropy in real time. Note the build-up and decay, and persistence of the vibrational oscillation with the same phase in both ‘parallel’ and ‘perpendicular’ FTS experiments. The solid lines are the theoretical curves (see text)

The coherence time is longer than the time constant for scalar dynamics (dissociation of the complex). The HgI fragment rotates relatively slowly, $\omega_0 = 0.01$ ps$^{-1}$. The dip observed in the transient of Fig. 15 reflects the shift of the rotational distribution from $J = 0$, as detailed in Ref. 32. These polarization experiments complement the ‘scalar experiments’ in that $r(t)$ has signatures of the rotational and torque dynamics. It is interesting to note that we can now define $\tau^\dagger$ (complex dissociation time) and $\tau_R$ (rotational), and these are the same quantities used by Herschbach to define direct and complex-mode reactions.33

3.3. TS and the Dynamical Resonance

Even without detailed theoretical calculations, the above understanding of the dynamics is intuitive, and is based on simple models for rotational and vibrational excitation, and on Polanyi’s general concepts regarding the position of the TS on the PES.34 The analysis was verified in our earlier work38 by a two-dimensional classical trajectory calculation, which yielded dissociation times and vibrational distributions in agreement with experiment. The quantum simulation of the dynamics allowed a more detailed comparison with the FTS transients, as well as pointing to a number of interesting features of the reaction dynamics and PES, including the early-time motion along the symmetric coordinate.

The theory has been detailed for the case of [I⋯Hg⋯I]* elsewhere,35 and the approach is that of a wave-packet analysis.36 Gruebele et al.35 have studied the wave-packet dynamics, product state distributions, and FTS by performing 2-D wave-packet calculations to compare with experiments. The PES we used is that of a damped Morse oscillator with parameters based on spectroscopic data, photofragmentation, I and I* yield, and some $ab initio$ calculations made on analogous systems. The explicit form is given in ref. 35.
Wave-packet propagations were done at energies of $-1000, 1350$ and $8950 \text{ cm}^{-1}$ with respect to dissociation to Hg$^+1+1$ atoms on two surfaces, labelled (a) and (b) in Fig. 11. Fig. 16(A)–(C) show some examples of the dynamics at different excess energies. Fig. 16(A) corresponds to an energy of $-1000 \text{ cm}^{-1}$ with respect to the full (Hg$^++21$) dissociation limit on surface (b). The narrow-channel surface confines the dissociating wave packet, which essentially flows along equipotential contours. Fig. 16(B) corresponds to an energy of $1350 \text{ cm}^{-1}$ on surface (a), and represents the simplest picture of I$^*$ channel dissociation. Here there is considerably more motion in the symmetric coordinate, until the expanding wave packet diffuses back into the walls of the HgI potential well at $t > 300 \text{ fs}$. At 800 fs, well developed 'clouds' of Hg$^++1$, I$^*+\text{HgI}$ and I$^*+\text{Hg}^++1$ have formed. The early-time symmetric stretching behaviour becomes even more dramatic in the case of $ca. 8950 \text{ cm}^{-1}$ excitation energy on surface (b), corresponding to the simplest picture of I channel dissociation. The wave packet proceeds along the symmetric coordinate before beginning to separate into three sections. Clearly, the most important motions during the initial phase of the dissociation reaction are not required to be along the natural reaction coordinate (path of steepest descent leading to products) in the present case. While at low energies the steepest descent path is good for parametrization of the reaction, at higher energies motion proceeds along it only at very early times (symmetric coordinate) and very long times (along $r_1$).

In the asymptotic limit one can obtain approximate vibrational product distributions by taking sections of the wave packet perpendicular to the translational coordinate $r_1$, projecting onto the HgI($X^2\Sigma^+$) bound eigenstates, and summing the weighted distribution of all sections at different $r_1$ to obtain a translationally averaged vibrational distribution (with all coherent effects averaged out). Generally, the average vibrational quantum number decreases with increasing $r_1$ of the sections, as shown in Fig. 17, and discussed in more detail in ref. 35.

Vibrational distributions for potentials (a) and (b) at the three energies studied were obtained using these calculations. The wider-channel PES generally causes a marked increase in the vibrational excitation. This is to be expected, since it results in wider ranging initial motion along the symmetric coordinate, which is partially transferred into a larger vibrational amplitude. On both surfaces, as the excess energy is increased, the vibrational distribution broadens considerably and moves to higher average $v^*$. In addition to the calculations of product-state distributions (Fig. 10 of ref. 35), several quantities, such as emission spectra (Fig. 11 of ref. 35) of the probed HgI and oscillatory effects in the FTS transients (Fig. 18 here) due to wave packet motion, were obtained.

The simplest parameter for comparison with experiment is the reaction time. A long-lived transition state would be reflected in a delay of the experimental transient rise time. In our calculations, the I-channel wave packets reach the asymptotic ($>4.5 \text{ Å}$) region in $ca. 200 \text{ fs}$, while the I$^*$-channel packet requires $ca. 350 \text{ fs}$, comparing well with the experimental times for a prompt reaction.

Fig. 18 shows FTS transients for the I and I$^*$ channels on surface (b), calculated for a probe wavelength of 390 nm. The periods for both reaction paths correspond closely to the experimental observations. Two features deserve special mention. Because the calculated transients correspond to detection of all the LIF signal (rather than $\lambda_{\text{det}} \pm 5 \text{ nm}$ as in the experiments), and are not convoluted with a 'monochromator response function', they show more structure than experimentally observed. It is also notable that even the fairly broad vibrational distribution at 8950 cm$^{-1}$ on surface (b) yields sharp, well defined FTS maxima with a 1 ps period. The width of the distribution does lead to some irregularities in the period at long times; indeed, some weak features have been observed$^{28}$ in the experimental transients (Fig. 12) which may correspond to this behaviour.

Finally, the Fourier-transform spectra of the experimental transients reflect the expected time-integrated spectra. In the transition state, the spectra would be $ca.$
Fig. 16 (A) Snapshots of the wave packet on surface (b) at different times; (a) = 155, (b) = 233, (c) = 389 and (d) = 467 fs. The total energy is -1000 cm\(^{-1}\) with respect to total dissociation (Fig. 9). (B) The dynamics on surface (a) at 1350 cm\(^{-1}\) with respect to total dissociation, and times (a) 160, (b) 320, (c) 400 fs and (d) = 800 fs. (C) The dynamics on surface (b) at 8950 cm\(^{-1}\) with respect to total dissociation, and times (a) 58, (b) 233, (c) 400 and (d) = 600 fs.
3.4. Surface Crossings and Initial Alignment

The experiments of Hofmann and Leone have determined the cross-section for the I and I* channels. These experiments can be discussed in terms of excitation to the I* channel surface followed by partial Landau-Zener crossing at a conical intersection.
with the I surface, or in terms of separate excitation to the I and I* surfaces. The I* cross-section reaches a peak at ca. 4300 cm\(^{-1}\) higher photolysis energy than the I cross-section. Alignment experiments in the TS region help establish the nature of crossing (or lack of) between the PESs.

In Fig. 14 the FTS display a strong polarization effect in the first 400 fs. If the two PE surfaces of I and I* channels are non-interacting, then an extinction of the polarization is expected. This is because the I* asymptote correlates with a parallel transition, while the I asymptote with a perpendicular transition.\(^{40}\) On the other hand, if there is a Landau-Zener interaction, then the states are mixed and the polarization anisotropy of the two channels becomes less pronounced, reaching a limiting value when the mixing is very strong. Our results therefore indicate that the two PE surfaces do not cross at the probe region. There may be a crossing at shorter \(R\), but \(R\) should be \(<3.5\ \text{Å}\) to insure that the surfaces are free of interaction at the probing region. These results are consistent with the fact that the second peak (at later time) is the one to achieve enhancement in the \((\|,\|)\) polarization experiment. The behaviour at different detection wavelengths (Fig. 14) requires knowledge of \(V_2\) (with also possible crossing), and the 2-D calculation of the absorption in the TS region. These experiments, when completed at different energies and different \(\lambda_2\), should provide the nature of the coupling between PE surfaces in the short-\(R\) region. It should be noted that on this timescale of the TS, the rotation of the complex is negligible, as evidenced by the measured long coherence time, 1 ps, discussed before.

### 3.5. Summary and Future Studies

As discussed above, the uniqueness of this reaction is in showing characteristics of TS dynamics, from a saddle-point region to the asymptotic region (nascent fragment). The early-time transients arise from wave packets moving along the symmetric stretch coordinate (towards total dissociation). At longer times, diffusion into the potential wells sets in, and the vibrational motion of the wave packets gives rise to oscillations
of the FTS signal. Classical and quantum calculations produce results that are close to experimental observations. These observations include: vibrational oscillations as the complex gives birth to free fragments in different \( \nu' \) states; TS decay, and motion along the symmetric coordinate; the decay (and buildup) of polarization anisotropy, in real time, as bending motion converges to rotations; and the initial alignment \( (t < 400 \text{ fs}) \), which reflects the symmetry of and coupling between the PESs.

However, the case of this class of reactions is clearly still far from closed. Experiments at different total energies and different \( \hbar^2 \) would probe the PES at new regions, hopefully for complete characterization, as in the case of alkali halides. The study should also allow us to probe the validity of adiabatic correlation between TS vibrational excitation and coherent formation of vibrational excitation in the product. Characterization of the resonance in the symmetric stretch at different \( E \) would be of great interest. Careful alignment studies at several energies should pinpoint the location of surface crossings and the role of the bending vibration in the reaction, starting at different points within the TS region. Product-state distributions will yield valuable information and allow us to compare the coherent dynamical \( \nu'' \) distribution at early times with the distribution for \( t \to \infty \).

In parallel, \textit{ab initio} surfaces would be very desirable as a basis for further quantum and classical dynamics studies and more quantitative comparisons between theory and experiments. In particular, three-dimensional calculations, including the bending motion, will then become useful in comparing with the longer-time behaviour of the FTS signal.

Recently, two types of studies have been initiated. On the experimental side, Janssen \textit{et al}.\textsuperscript{41} have studied the same system (IHgI), but at \( \lambda_2 = 335 \) and 275 nm. Both the TS and the fragments were detected. The observed oscillations at these energies show some interesting new features, and when these experiments are completed we may learn about the question of adiabatic correlation. Theoretically\textsuperscript{+} there is hope for obtaining the calculation of the PES. When available for the IHgI system, we will study the wave-packet dynamics to compare with experiments. Other related systems in the ABA family of reactions are also under experimental investigation.

4. How Can a Broad-energy Pulse Probe a Sharp Resonance?

With femtosecond pulses, one immediately thinks of the time resolution dictated by the ultrashort duration. However, according to the uncertainty principle, the pulse will have a broad-energy spectrum, and one might think that if the energy width is much broader than vibrational energy spacings of a resonance (e.g. the symmetric-stretch direction of the PES in section 3), then all the spectroscopic information will be lost. This is not true, provided one can exploit the coherence in the preparation of the complex, as has been observed in the context of vibrational and rotational dynamics of isolated molecules.\textsuperscript{2}

Consider a one-dimensional system that can be treated rigorously by classical and quantum mechanics. If a femtosecond laser pulse excites a diatomic molecule, such as \( I_2 \), to the bound region of an excited electronic state, a superposition of vibrational states is formed and then propagates back and forth in the bound well as a wave packet. Probing with a second laser pulse at successive time delays \( \Delta t \) should reveal the vibrational and rotational motion; this is possible because the bandwidth of the pump laser is larger than the separation of energy levels. Thus the uncertainty principle works

\( \textsuperscript{+} \text{Progress in this direction has been made for systems of interest (CH}_3\text{I}, \text{ICN, NaI etc.) by Morokuma's group. For Hgl}_2, Rosmus' group in Frankfurt (personal communication) is initiating studies of the PES. \)
in our favour, because the short pulse’s finite energy width allows for this coherent superposition! The wave packet moves in and out of resonance with the probe laser absorption window located at a particular internuclear separation. The measured intensity $I(\Delta t, \lambda)$ images the motion and gives the eigenstate frequencies of which the wave packet is composed. Fourier transformation of the intensity $I(\Delta t, \lambda)$ gives spectroscopic data about the bound vibrational states, recovering all the information that one might have thought was lost owing to the broad energy bandwidth of the ultrashort pulses.

If polarized femtosecond pulses are used, the molecules can be aligned, and that alignment can be probed as the molecules rotate in real time, as discussed above for other systems.\textsuperscript{2} The initial alignment decays as the rotational motion of molecules in different angular momentum states dephase, but at longer times the molecules rephase at a time determined precisely by the fundamental rotational period.

Such observations of vibrational and rotational motions have been made for molecular iodine in various excited states by Dantus et al.\textsuperscript{43} From these results (Fig. 19) direct inversion to the potential-energy curve governing the $1-1$ vibration has been obtained by Gruebele et al.,\textsuperscript{44} Bernstein et al.,\textsuperscript{45} and Janssen et al.\textsuperscript{46} The FTS results are in excellent agreement with results from high-resolution techniques. This approach demonstrates two points. First, even though the light pulses are very short and energy resolution is therefore poor, coherent superposition can recover the spectroscopic information, as observed in NaI, I\textsubscript{2} and even in such large molecules as
Recent experimental FTS results on Bi$_2$ with $\lambda_1 = 308$ nm and $\lambda_2 = 298.9$ nm. (a)-(c) A schematic of the potentials (a), and the spectral and temporal evolution of atomic Bi resonance [(b)-(d)]; (b) shows the LIF signal taken when the delay time is $t < 250$ fs, while (c) is at $t > 1$ ps. Note the absence of one of the sharp lines in (b) and its appearance in (c) as time increases. (The broad bands are the pump and probe spectra on the same scale.) (d) The temporal evolution as [Bi$_2$...Bi]$_2^+$ (top) dissociates to Bi$^+$Bi (bottom). Because Bi$_2$ is heavier than, e.g. ICN, the Bi fragment takes a long time to appear, ca. 1 ps. The results are in agreement with recent quantum and classical calculations, and show the characteristic behaviour for dissociation on a repulsive PES (ref. 2 and 7), but with a long dissociation time [ref. 8(b)]

5. Other Studies and Future Directions

Since the early development of this field, a number of reactions have been studied. In ref. 2 the progress made was recently reviewed. The concepts and methodology have been illustrated with examples drawn on increasingly complex potential-energy surfaces, from bound diatomics, to 1-D direct reactions, to reactions involving potentials with avoided crossings, to 2-D half-collision reactions and finally to a special class of bimolecular reactions: (i) bound systems: I$_2$, IC$_2$, IBr, (ii) 1-D repulsive systems: I$_2$, IC$_2$, and Bi$_2$ (Fig. 20); (iii) systems with avoided crossing: NaI and NaBr, IC$_2$, and Bi$_2$.
2-D (or more) systems: HgI$_2$ and CH$_3$I; a special class of bimolecular species: IH···CO$_2$. The IBM group has provided experimental and theoretical studies of time-resolved absorption, on the sub-picosecond timescale, which illustrate the direct dissociation dynamics in Bi$_2$ and TlI. In Freiburg, the femtosecond dynamics of autoionization has been demonstrated on Na$_2$. On the theory side, a large number of contributions have been made, and ref. 2 gives a recent review of the work done by many groups.

There are other directions that promise to be important. Experimentally, the use of multiphoton probing or excitation should allow one to reach different PE surfaces (see ref. 48, 51 and 52). Very recently, using molecular beam mass-spectrometry, M. Janssen and M. Dantus (this laboratory) have observed the femtosecond predissociation dynamics of molecules in Rydberg states (ca. 8–9 eV energy), using a total of two UV photons and one red. This study extends FTS to a new direction for probing the dynamics of highly excited molecules, and so far CH$_3$I, CD$_3$I, (CH$_3$)$_3$Cl and I$_2$ have been studied in molecular beams. With the use of depletion and stimulated emission techniques, one should be able to reach ground state PESs. Double-resonance methods in the preparation may help in reaching a well defined and different initial state.

To date, LIF$^2$ ionization$^2$ and mass-spectrometric$^{2,48,51}$ detection techniques have all been employed. The use of Raman and IR techniques is another advance that would complement these techniques. To obtain direct structural information on the femtosecond timescale, it is proposed to extend FTS by 'replacing' the probe optical pulse with an electron pulse so that femtosecond transition-state diffraction (FTD) can be obtained. The trajectories $R(t)$ will then be observed for all atoms. The technique promises to be general for recording elementary and complex reactions and for studying molecular rearrangements. Such an FTD 'machine' is currently under construction at Caltech to cover the PS to FS time domains. Extension of this concept to X-rays may also be possible in the future.

There are a number of systems, small and large, to be studied using these techniques, and in the coming years we anticipate extensions to new areas: reactions on surfaces; large organics, and ionic systems; other van der Waals impacted bimolecular reactions (and even 'honest' bimolecular reactions). The class of bimolecular reactions light–heavy–heavy versus heavy–light–heavy (HX·Y andX···H·Y, where X and Y are atoms and diatoms, e.g. halogens) are of particular interest to us. We hope to be able to observe the oscillatory motion of the activated complex (Fig. 21), similar to the case of alkali halides and HgI$_2$, but now on the ground-state PES of a bimolecular reaction. One significant advance here is the ability to study the bimolecular collision for systems like HBr·I$_2$, where the light H atom is ca. 20 Å away from the force field of the reactants within 100 fs. These studies will be made using state-of-the-art femtosecond pulses and molecular beams. The same apparatus is currently used to resolve the femtosecond dynamics of the XH·CO$_2$ system (see ref. 49 for discussion), which so far has been studied in the ps regime. Studies of the inelastic scattering would also be of great interest.

Control of wave-packet motion may be at the moment an academic curiosity; however, it is of great interest. In the iodine experiments by Gerdy et al$^{53}$ the control of the packet in the preparation process was made using two pulses of well defined relative phases. This sequence of pulses changes the amplitudes and hence the apparent simple oscillatory behaviour observed earlier using conventional FTS on I$_2$. Wave-packet theory$^{54}$ is in agreement with experiments. Femtosecond phase controlled pulses by Scherer et al$^{55}$ have been demonstrated on I$_2$, also in the gas phase, and wave-packet theory is in accord with experiments. Weiner et al$^{56}$ have reported on phase-controlled impulses in crystals, and Mukamel$^{56}$ has discussed the theory under these conditions. The iodine experiments indicate that both the amplitude and phase of the motion are controllable. In this area, theory$^{57}$ has been very enlightening and different proposals have been introduced by Brumer and Shapiro, Tannor and Rice, Rabitz, Manz and others.
Fig. 21 Femtosecond dynamics of a bimolecular reaction: Br + I\textsubscript{2} → IBr + I. The calculations were made by M. Gruebele (this laboratory) and they demonstrate the oscillatory motion of the complex [Br⋯I⋯I]. In real time, analogy with the results of Fig. 2 should be made. The lifetime of the complex resonance in this case is ca. 6 ps at the translational energy of interest for this potential.

Fig. 22 The idea of TS spectroscopy of H/D\textsubscript{2} system, courtesy of John Polanyi's group (ref. 70); the 'inverse case' of IHgI (see text)
Finally, the TS spectroscopy of the H + D₂ system was pioneered by Polanyi’s group. The experiments, although shown to be difficult, are important for a number of theoretical and experimental reasons. We hope to be able to carry out such experiments (F + H₂ and H + D₂) now with FTS (Fig. 22) when the required sensitivity and temporal resolution are attained. The experiments will be similar to the H₁:CO₂ study, but with ca. 6 fs time resolution. We will compare the results with those made by photodetachment in real-time by using FTS and invoking Neumark’s idea of going from the anion to the TS.

Much remains to be studied in femtosecond transition-state dynamics and the femtochemistry of reactions. Have the experiments reached the so-called ‘chemistry timescale’? In 6 fs, the nuclear motions are indeed those which characterize chemical reactions and molecular dynamics. For reactions, this time corresponds, typically, to a motion of ca. 0.1 Å, and it is shorter than any TS lifetime (deduced by classical and quantum calculations). The 6 fs duration represents the state of the art in laser pulse generation achieved by Shank and colleagues. The energy uncertainty \( \Delta E \), although not a problem for the preparation even in bound systems (see section 4), should be compared with bond energies; \( \Delta E = 0.7 \text{ kcal mol}^{-1} \) for a 60 fs pulse and 7 kcal mol\(^{-1}\) for a 6 fs pulse.\(^\dagger\) So does it help to shorten the pulse further? One may say not, only because the energy uncertainty of sub-femtosecond pulses (attosecond regime) is very large (100 as = 420 kcal mol\(^{-1}\)) compared to bond energies, as pointed out by Porter.\(^\ddagger\) As illustrated here (section 4), despite the broadening, the pulse can still be used for coherent preparation, and this ‘avoids’ the issue of the uncertainty principle.

While sub-femtosecond pulses’ resolution may be considered outside the ‘limit of chemistry’, they may prove useful for electron motion and valency. For example, based on Pauling’s simple description of the bonding in H₂⁺, the electron will hop between the two nuclei in a time of 2 fs (about an order of magnitude longer than the orbital motion about the nucleus of the electron in the hydrogen atom) because of the 50 kcal mol\(^{-1}\) resonance energy. The localization length of the initial packet must be on the atomic or molecular scale, still orders of magnitude larger than the scale of femtophysics (1 fm). Perhaps attosecond pulses would allow us to see such the process of electron valency (in H₂⁺, benzene structures etc.) in real time, just as femtosecond pulses make it possible to expose the (nuclear) dynamics of the chemical bond.
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Dedication

Richard B. Bernstein, a dear friend and colleague, was scheduled to give the Spiers Memorial Lecture of this Discussion. Dick was planning to talk about the dynamics of

\( 1 \text{ cal} = 4.184 \text{ J} \).

\( ^\dagger \) Ref. 60 indicates that a 1 fs pulse has a broadening of 400 kJ mol\(^{-1}\) (= 95.6 kcal mol\(^{-1}\)), simply by using \( \Delta t \Delta \nu = 1 \). In our calculation, we use experimental transform-limited pulses, and for gaussian pulses this relationship is actually \( \Delta t \Delta \nu = 0.441 \). Thus, 1 fs = 42 kcal mol\(^{-1}\) or 176 kJ mol\(^{-1}\). For sech²-pulses, \( \Delta t \Delta \nu = 0.315 \).
two sabbatical leaves at Caltech. This article is dedicated to the memory of Dick; his friendship, excitement about femtochemistry, and the joy he brought in discussing science will never be forgotten.
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