Measurement of the $\Lambda_b$ cross section and the $\overline{\Lambda}_b$ to $\Lambda_b$ ratio with $J/\psi \Lambda$ decays in pp collisions at $\sqrt{s} = 7$ TeV
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A B S T R A C T

The $\Lambda_b$ differential production cross section and the cross section ratio $\sigma(\overline{\Lambda}_b)/\sigma(\Lambda_b)$ are measured as functions of transverse momentum $p_T^{\Lambda_b}$ and rapidity $|y^{\Lambda_b}|$ in pp collisions at $\sqrt{s} = 7$ TeV using data collected by the CMS experiment at the LHC. The measurements are based on $\Lambda_b$ decays reconstructed in the exclusive final state $J/\psi \Lambda$, with the subsequent decays $J/\psi \rightarrow \mu^+\mu^-$ and $\Lambda \rightarrow \pi\tau\nu$. Using a data sample corresponding to an integrated luminosity of 1.9 $fb^{-1}$, the product $\sigma(\Lambda_b) \times B(\Lambda_b \rightarrow J/\psi \Lambda)$ versus $p_T^{\Lambda_b}$ falls faster than that of $b$ mesons. The measured value of $\sigma(\Lambda_b) \times B(\Lambda_b \rightarrow J/\psi \Lambda)$ for $p_T^{\Lambda_b} > 10$ GeV and $|y^{\Lambda_b}| < 2.0$ is $1.16 \pm 0.06 \pm 0.12$ nb, and the integrated $\sigma(\overline{\Lambda}_b)/\sigma(\Lambda_b)$ ratio is $1.02 \pm 0.07 \pm 0.09$, where the uncertainties are statistical and systematic, respectively.
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1. Introduction

Cross sections for $b$-quark production in high-energy hadronic collisions have been measured at $p\bar{p}$ colliders at center-of-mass energies from 630 GeV [1] to 1.96 TeV [2–4], in fixed-target $p$-nucleus collisions with beam energies from 800 to 920 GeV [5], and recently in pp collisions at 7 TeV at the Large Hadron Collider (LHC) [6–13]. As the expected cross sections can be calculated in perturbative quantum chromodynamics (QCD), the comparison between data and predictions provides a critical test of next-to-leading-order (NLO) calculations [14,15].

Considerable progress has been achieved in understanding heavy-quark production at Tevatron energies, largely resolving earlier discrepancies in which theoretical predictions were significantly below observed production rates [15]. However, substantial theoretical uncertainties on production cross sections remain due to the dependence on the renormalization and factorization scales. Measurements of $b$-hadron production at 7 TeV represent a test of theoretical approaches that aim to describe heavy-flavor production at the new center-of-mass energy [16,17]. Furthermore, understanding the production rates for $b$ hadrons represents an essential component in accurately estimating heavy-quark backgrounds for various searches, such as $t\bar{t} \rightarrow b\bar{b}$ and supersymmetric or exotic new physics signatures with $b$ quarks.

This Letter presents the first measurement of the production cross section of a $b$ baryon, $\Lambda_b$, from fully reconstructed $J/\psi \Lambda$ decays in pp collisions at $\sqrt{s} = 7$ TeV and complements the measurements of $B^+$ [6], $B^0$ [7], and $B_d^0$ [9] production cross sections also performed by the Compact Muon Solenoid (CMS) experiment at the LHC [18]. The comparison of $b$ quark production relative to meson production resulting from the same initial $b$-quark momentum spectrum allows for tests of differences in the hadronization process. Such differences are particularly interesting in the context of heavy-baryon production in relativistic heavy-ion collisions, where the medium could significantly enhance the production of heavy baryons relative to mesons [19–21]. Furthermore, the pp initial state at the LHC allows tests of $b$-baryon transport models, which predict rapidity-dependent antibaryon/baryon asymmetries, in contrast to baryon–antibaryon pair production, which typically results in equal yields [22,23]. Measurements of the $\overline{\Lambda}_b$ to $\Lambda_b$ cross section ratio, $\sigma(\overline{\Lambda}_b)/\sigma(\Lambda_b)$, as functions of $p_T^{\Lambda_b}$ and $|y^{\Lambda_b}|$ allow for the first test of such models with heavy-quark baryons at $\sqrt{s} = 7$ TeV.

Events with $\Lambda_b$ baryons reconstructed from their decays to the final state $J/\psi \Lambda$, with $J/\psi \rightarrow \mu^+\mu^-$ and $\Lambda \rightarrow \pi\tau\nu$, are used to measure the differential cross sections $d\sigma/dp_T^{\Lambda_b} \times B(\Lambda_b \rightarrow J/\psi \Lambda)$, $d\sigma/dy^{\Lambda_b} \times B(\Lambda_b \rightarrow J/\psi \Lambda)$, and $\sigma(\overline{\Lambda}_b)/\sigma(\Lambda_b)$ with respect to the transverse momentum $p_T^{\Lambda_b}$ and the rapidity $|y^{\Lambda_b}|$, as well as the integrated cross section times branching fraction for $p_T^{\Lambda_b} > 10$ GeV and $|y^{\Lambda_b}| < 2.0$. The cross section times branching fraction is reported instead of the cross section itself because of the 54% uncertainty on $B(\Lambda_b \rightarrow J/\psi \Lambda)$ [24]. The cross section times branching fraction measurements are averaged over particle and antiparticle states, while the ratio is computed by distinguishing the two states via decays to $p$ or $\bar{p}$, respectively.
2. Detector

The data sample used in this analysis was collected by the CMS experiment in 2011 and corresponds to an integrated luminosity of 1.86 ± 0.04 fb⁻¹ [25]. A detailed description of the detector may be found elsewhere [18]. The main detector components used in this analysis are the silicon tracker and the muon detection systems.

The silicon tracker measures charged particles within the pseudorapidity range \( |\eta| < 2.5 \), where \( \eta = -\ln(\tan(\theta/2)) \) and \( \theta \) is the polar angle of the track relative to the counterclockwise beam direction. It consists of 1440 silicon pixel and 15148 silicon strip detector modules and is located in the 3.8 T field of the superconducting solenoid. It provides an impact parameter resolution of about 15 \( \mu m \) and a \( p_T \) resolution of about 15% for particles with transverse momenta up to 100 GeV. Muons are measured in the pseudorapidity range \( |\eta| < 2.4 \), with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Events are recorded with a two-level trigger system. The first level is composed of custom hardware processors and uses information from the calorimeters and muon systems to select the most interesting events. The high-level trigger processor farm further decreases the event rate from about 100 kHz to around 350 Hz before data storage.

3. Event selection

Early data taking conditions in 2011 utilized a loose dimuon trigger with the following requirements. Events are selected requiring two oppositely charged muons with dimuon transverse momentum greater than 6.9 GeV. Displaced muon pairs from long-lived b-hadron decays are preferentially selected by further requiring a transverse separation from the mean pp collision position of \( 20 \pm 5 \) mm, at least five times larger than its uncertainty. The proton candidate, identified as the higher-momentum track, is required to have \( p_T > 1.0 \) GeV. Misassignment of the correct proton track is found to be negligible from simulation. The reconstructed \( \Lambda \) decay vertex must have a \( \chi^2 \) per degree of freedom <7 and a transverse separation from the beamspot at least five times larger than its uncertainty. The invariant mass \( m_{p\mu} \) is required to be within 8 MeV of the world-average \( \Lambda \) mass [24]. Candidates are rejected if \( m_{\pi^+\pi^-} \) is within 20 MeV of the world-average \( K^0_s \) mass [24].

The \( \Lambda_b \) candidates are formed by combining a \( J/\psi \) candidate with a \( \Lambda \) candidate. A vertex-constrained fit is performed with the two muons and the \( \Lambda \) candidate, with the invariant masses of the \( J/\psi \) and \( \Lambda \) candidates constrained to their world-average values [24]. The \( \Lambda_b \) vertex fit confidence level is required to be greater than 1% and the reconstructed \( \Lambda_b \) mass must satisfy \( 5.2 < m_{J/\psi \Lambda} < 6.0 \) GeV. Multiple \( \Lambda_b \) candidates are found in less than 1% of the events with at least one candidate passing all selection criteria. In those cases, only the candidate with the highest \( \Lambda_b \) vertex fit confidence level is retained. The \( m_{J/\psi \Lambda} \) distributions for selected \( \Lambda_b \) and \( \bar{\Lambda}_b \) candidates are shown in Fig. 1.

4. Efficiency determination

Theefficiency for triggering on and reconstructing \( \Lambda_b \) baryons is computed with a combination of techniques using the data and large samples of fully simulated Monte Carlo (MC) signal events generated with PYTHIA 6.422 [28], decayed by EVTGEN [29], and simulated using GEANT4 [30]. The efficiency is factorized according to the higher-momentum track, is required to have \( p_T > 1.0 \) GeV. Misassignment of the correct proton track is found to be negligible from simulation. The reconstructed \( \Lambda \) decay vertex must have a \( \chi^2 \) per degree of freedom <7 and a transverse separation from the beamspot at least five times larger than its uncertainty. The invariant mass \( m_{p\mu} \) is required to be within 8 MeV of the world-average \( \Lambda \) mass [24]. Candidates are rejected if \( m_{\pi^+\pi^-} \) is within 20 MeV of the world-average \( K^0_s \) mass [24].

The \( \Lambda_b \) candidates are formed by combining a \( J/\psi \) candidate with a \( \Lambda \) candidate. A vertex-constrained fit is performed with the two muons and the \( \Lambda \) candidate, with the invariant masses of the \( J/\psi \) and \( \Lambda \) candidates constrained to their world-average values [24]. The \( \Lambda_b \) vertex fit confidence level is required to be greater than 1% and the reconstructed \( \Lambda_b \) mass must satisfy \( 5.2 < m_{J/\psi \Lambda} < 6.0 \) GeV. Multiple \( \Lambda_b \) candidates are found in less than 1% of the events with at least one candidate passing all selection criteria. In those cases, only the candidate with the highest \( \Lambda_b \) vertex fit confidence level is retained. The \( m_{J/\psi \Lambda} \) distributions for selected \( \Lambda_b \) and \( \bar{\Lambda}_b \) candidates are shown in Fig. 1.

Fig. 1. Fit results for the \( m_{J/\psi \Lambda} \) distribution for \( \Lambda_b \) (top) and \( \bar{\Lambda}_b \) (bottom) for \( p_T^{\mu} > 10 \) GeV and \( |y^{\mu}| < 2.0 \), where the dashed line shows the background fit function, the solid line shows the sum of signal and background, and the points indicate the data.
\[ \epsilon = A \cdot \epsilon_{\text{trig}}^{\mu^+} \cdot \epsilon_{\text{rec}}^{\mu^+} \cdot \epsilon_{\text{trig}}^{\mu^-} \cdot \epsilon_{\text{rec}}^{\mu^-} \cdot \epsilon_{\text{sel}}. \]

where each term is described below. The trigger \(\epsilon_{\text{trig}}^{\mu^+}\) and muon-reconstruction efficiencies \(\epsilon_{\text{rec}}^{\mu^+}\) are obtained from a large sample of inclusive \(J/\psi \rightarrow \mu^+ \mu^-\) decays in data using a “tag-and-probe” technique similar to that described in Ref. [31], where one muon is identified with stringent quality requirements and the second muon is identified using information either exclusively from the tracker (to measure the trigger and offline muon-identification efficiencies) or from the muon system (to measure the trigger and offline tracking efficiencies). While, in principle, the inclusive \(J/\psi \rightarrow \mu^+ \mu^-\) sample can include signal events, which could bias the measurement, in practice the fraction is negligibly small and provides an unbiased measurement of the muon efficiencies.

For the portion of the trigger efficiency that depends on single-muon requirements \(\epsilon_{\text{trig}}^{\mu^+}\), the efficiency for a given \(A_b\) event is computed as the product of the two single-muon efficiencies. However, the trigger efficiencies for dimuon events where the muons bend toward each other are up to 30% lower than for events where the muons bend away from each other for certain portions of the detector. This inefficiency arises when the muon trajectories cross in the muon system, and one of the candidates is rejected because of shared hits. To account for this effect, the trigger efficiencies for muons that bend toward and away from each other are computed separately in data and the appropriate efficiency is applied to each class of signal events. This procedure naturally accounts for the correlations between the two single-muon efficiencies, as confirmed in simulation. The portions of the trigger efficiency that depend on dimuon quantities \(\epsilon_{\text{trig}}^{\mu^+}\) are measured from an inclusive \(J/\psi\) sample collected with triggers where only single-muon requirements are applied.

The probabilities for the muons to lie within the dimuon kinematic acceptance region \(A\) and for the \(A_b\) and \(A_b\) candidates to pass the selection requirements \(\epsilon_{\text{rec}}^{\mu^+}\) are determined from the simulated events. To minimize the effect of the PYTHIA modeling of the \(p_T^{A_b}\) and \(y^{A_b}\) distributions on the acceptance and efficiency calculations, the simulated events are reweighted to match the kinematic distributions observed in the data. The simulated events used for the efficiency calculations have also been reweighted to match the measured distribution of the number of pp interactions per event (pileup). On average, there are six pileup interactions in the data sample used in this analysis. The efficiencies for hadron track reconstruction [32], \(A_b\) reconstruction [33], and fulfilling the vertex quality requirements are found to be consistent between data and simulation.

The total efficiency of this selection, defined as the fraction of \(A_b \rightarrow J/\psi A\) with \(J/\psi \rightarrow \mu^+ \mu^-\) and \(A \rightarrow \pi^+ \pi^-\) decays produced with \(p_T^{A_b} > 10\) GeV and \(|y^{A_b}| < 2.0\) that pass all criteria, is 0.73%. The efficiency ranges from 0.3% for \(p_T^{A_b} > 10-13\) GeV to 4.0% for \(p_T^{A_b} > 28\) GeV, with the largest losses due to the \(A\) reconstruction (10–16% efficiency), the dimuon kinematic acceptance (12–63%), and the displaced dimuon trigger requirements (33–56%). The efficiencies in bins of \(p_T^{A_b}\) and \(y^{A_b}\) are shown in Table 1.

To measure the ratio of antiparticle to particle cross sections \(\sigma(\bar{A})/\sigma(A_b)\), only the ratio of the \(A_b\) and \(\bar{A}\) detection efficiencies is needed. Many of the efficiency contributions cancel in the ratio, including all the \(J/\psi\) and \(\mu^+ \mu^-\) efficiencies since the particle and antiparticle states are indistinguishable. However, the \(A\) and \(\bar{A}\) reconstruction efficiencies differ because of different interaction cross sections with the detector material; the \(\beta\) are more likely to suffer a nuclear interaction and be lost, resulting in an efficiency that is on average 13% lower for \(\bar{A}\) than for \(A_b\), as shown in Table 2.

The ratio of the \(A_b\) and \(\bar{A}\) selection efficiencies is calculated from simulation as described above for the combined sample, where the simulation modeling of the detector interactions is validated by comparing the number of hits reconstructed on tracks with that observed in data. The uncertainty on the amount of detector material and the appropriateness of simulated interaction cross sections are considered as systematic uncertainties, as described in Section 7.

5. Fitting procedure

The backgrounds are dominated by nonprompt \(J/\psi\) production from \(b\) hadrons. The dimuon invariant-mass distribution in data confirms that the contamination from events containing a misidentified \(J/\psi\) is negligible after all selection criteria have been applied. Background events are distinguished from signal by their reconstructed \(m_{JJ}/\psi\) \(A\) distribution, which is found to be in good agreement between data away from the signal peak and simulated \(b \rightarrow J/\psi X\) events. The \(A_b\) proper decay length distribution in data confirms that the background events arise from long-lived \(b\) hadrons, and therefore offers no additional discriminating power between signal and background. The measured \(m_{\pi\pi}\) distribution shows a purity of 77% genuine \(A\) events after applying the full selection criteria, while the \(m_{\pi\pi}\) – \(m_{\pi\pi}\) distribution confirms that more than 99.9% of the \(K_0^*\) background is rejected by the kaon mass-window veto.

The \(A_b\) yields are extracted from unbinned extended maximum-likelihood fits to the \(m_{JJ}/\psi\) distribution in bins of \(p_T^{A_b}\) and \(|y^{A_b}|\) defined in Table 1. In each bin, the signal is described by a double-Gaussian function with resolution parameters fixed to values found when fitting simulated signal events and means set to a common value left free in the fit. The background shape is modeled with a third-order polynomial, whose parameters are left free to float independently in each bin. The ratio of antiparticle to particle yields is obtained by simultaneously fitting the \(A_b\) and \(\bar{A}\) mass distributions, with resolution parameters fixed from the fit to the combined \(A_b\) and \(\bar{A}\) simulated sample and common mean allowed to float. The background shapes are fit with separate third-order polynomials, whose parameters are left free in the fit. The signal mass resolution varies as a function of \(|y^{A_b}|\), ranging from a mean of 11 MeV for central \(A_b\) to 27 MeV for forward \(A_b\) events.

6. Results

The fitted signal yields in each bin of \(p_T^{A_b}\) and \(|y^{A_b}|\) are summarized in Table 1. Fig. 1 shows the fits to the \(m_{JJ}/\psi\) distributions for \(A_b\) and \(\bar{A}\) candidates in the inclusive sample with \(p_T^{A_b} > 10\) GeV and \(|y^{A_b}| < 2.0\). The total number of signal events extracted from an inclusive fit is 1252 ± 42, where the uncertainty is statistical only.

The \(A_b\) differential cross section times branching fraction is calculated in bins of \(p_T^{A_b}\) as

\[
\frac{d\sigma(pp \rightarrow A_bX)}{dp_T^{A_b}} \times B(A_b \rightarrow J/\psi A) = \frac{n_{\text{sig}}}{2 \cdot \epsilon \cdot B \cdot \mathcal{L} \cdot \Delta p_T^{A_b}}.
\]

and similarly for \(|y^{A_b}|\), where \(n_{\text{sig}}\) is the fitted number of signal events in the given bin, \(\epsilon\) is the average efficiency for signal \(A_b\) and \(\bar{A}\) baryons to pass all the selection criteria, \(\mathcal{L}\) is the integrated luminosity, \(\Delta p_T^{A_b}\) is the bin size, and \(B\) is the product of branching fractions \(B(J/\psi \rightarrow \mu^+ \mu^-) = (5.93 \pm 0.06) \times 10^{-2}\) and \(B(A \rightarrow \pi\pi) = 0.639 \pm 0.005\) [24]. The additional factor of two in the denominator accounts for our choice of quoting the cross section for \(A_b\) production only, while \(n_{\text{sig}}\) includes both \(A_b\) and \(\bar{A}\). The efficiencies are calculated separately for each bin, always considering only baryons produced with \(|y^{A_b}| < 2.0\) for \(p_T^{A_b}\) bins and...
Table 1

A_1 + \bar{A}_1 signal yield $n_{\text{sig}}$, efficiency $\epsilon$, and measured differential cross sections times branching fraction $d\sigma/d^2p_T^b \times B(A_b \rightarrow J/\psi \Lambda)$ and $d\sigma/dy^b \times B(A_b \rightarrow J/\psi \Lambda)$, compared to the POWHEG [34,35] and PYTHIA [28] predictions. The uncertainties on the signal yields are statistical only, while those on the efficiencies are systematic. The uncertainties in the measured cross sections are statistical and systematic, respectively, excluding the common luminosity (2.2%) and branching fraction (1.3%) uncertainties.

<table>
<thead>
<tr>
<th>$p_T^b$ (GeV)</th>
<th>$n_{\text{sig}}$</th>
<th>$\epsilon$ (%)</th>
<th>$d\sigma/d^2p_T^b \times B(A_b \rightarrow J/\psi \Lambda)$ (pb/GeV)</th>
<th>$d\sigma/dy^b \times B(A_b \rightarrow J/\psi \Lambda)$ (pb/GeV)</th>
<th>POWHEG</th>
<th>PYTHIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>226 ± 1</td>
<td>0.6 ± 0.04</td>
<td>230 ± 13 ± 30</td>
<td>129 ± 70 ± 12 ± 13 ± 50</td>
<td>210</td>
<td>102</td>
</tr>
<tr>
<td>13–15</td>
<td>260 ± 12</td>
<td>0.7 ± 0.06</td>
<td>164 ± 8 ± 12</td>
<td>148 ± 9 ± 11 ± 11 ± 90</td>
<td>102</td>
<td>55</td>
</tr>
<tr>
<td>15–18</td>
<td>330 ± 2</td>
<td>0.8 ± 0.07</td>
<td>97 ± 6 ± 10</td>
<td>60 ± 10 ± 9 ± 10 ± 70</td>
<td>55</td>
<td>102</td>
</tr>
<tr>
<td>18–22</td>
<td>430 ± 12</td>
<td>0.9 ± 0.08</td>
<td>16 ± 6 ± 10</td>
<td>7 ± 10 ± 6 ± 9 ± 70</td>
<td>40</td>
<td>55</td>
</tr>
<tr>
<td>22–28</td>
<td>630 ± 5</td>
<td>1.0 ± 0.09</td>
<td>5 ± 6 ± 10</td>
<td>4 ± 10 ± 6 ± 9 ± 70</td>
<td>30</td>
<td>55</td>
</tr>
<tr>
<td>28–50</td>
<td>1000 ± 10</td>
<td>1.1 ± 0.10</td>
<td>5 ± 6 ± 10</td>
<td>4 ± 10 ± 6 ± 9 ± 70</td>
<td>30</td>
<td>55</td>
</tr>
</tbody>
</table>

$|y^{A_b}| > 10$ GeV for $|y^{A_b}|$ bins, and taking into account bin-to-bin migrations (0–23%) because of the finite resolution on the measured $p_T^b$ and $|y^{A_b}|$. Equal production of $A_b$ and $\bar{A}_b$ is assumed for the efficiency, as predicted by PYTHIA and is as consistent with our measurement.

The measured differential cross sections times branching fraction versus $p_T^b$ and $|y^{A_b}|$ are shown in Fig. 2 and Table 1. They are compared to predictions from the NLO MC generator POWHEG 1.0 with the hqg package [34,35] using a b-quark mass $m_b = 4.75$ GeV, renormalization and factorization scales $\mu = \sqrt{m_b^2 + p_T^b}$, CTEQ6M parton distribution functions [36], and PYTHIA 6.422 [28] for the parton hadronization. The uncertainty on the predicted cross section is calculated by varying the renormalization and factorization scales by factors of two and, independently, $m_b$ by \pm 0.25 GeV. The largest variation in each direction is taken as the uncertainty. The data are also compared to the PYTHIA 6.422 prediction, using a b-quark mass of 4.80 GeV, CTEQ6L1 parton distribution functions, and the Z2 tune [37] to simulate the underlying event. No attempt has been made to quantify the uncertainty on the PYTHIA predictions. The measured $p_T$ spectrum falls faster than predicted by POWHEG and PYTHIA, while the $|y|$ spectrum shape is in agreement with the predictions within uncertainties, as illustrated in the data-to-POWHEG ratio plots shown in the lower panels of Fig. 2. The integrated cross section $\sigma(pp \rightarrow A_b X) \times B(A_b \rightarrow J/\psi \Lambda)$ for $p_T^b > 10$ GeV and $|y^{A_b}| < 2.0$, calculated as the sum over all $p_T$ bins, is 1.16 ± 0.06 ± 0.12 nb, where the first uncertainty is statistical, and the second is systematic. For the total cross section result, the highest $p_T^b$ bin is fit without an upper bound and has a yield of 97.0 ± 13.2 events. The total cross section measurement is in good agreement with the prediction from PYTHIA of 1.19 ± 0.64 nb and higher than the prediction from POWHEG of 0.63 ± 0.41 ± 0.33 nb, where the uncertainties are dominated by the 54% uncertainty on $B(A_b \rightarrow J/\psi \Lambda)$ [24].

This result can be compared to previous CMS measurements of $B^+ [6], B^0 [7]$, and $B_s^0 [9]$ production at $\sqrt{s} = 7$ TeV. To facilitate the comparison, the $B^+$ and $B^0$ results are taken for the range $p_T^b > 10$ GeV. Simulated events are generated with MC@NLO [38] with $m_b = 4.75$ GeV and CTEQ6M parton distribution functions to determine the fraction of $B^+$, $B^0$, and $B_s^0$ events within the $p_T^b$ and $|y^{B_s^0}|$ ranges used for their respective measurements with the $p_T > 10$ GeV and $|y| < 2.0$ requirements used in this analysis. Scaling by the appropriate ratio and using the world-average values of $B(\Lambda_b \rightarrow J/\psi \Lambda) = (5.7 \pm 3.1) \times 10^{-4}$ and $B(B_s^0 \rightarrow J/\psi \phi) = (1.4 \pm 0.5) \times 10^{-3}$ [24], we determine the following cross sections for $p_T^b > 10$ GeV and $|y^{B_s^0}| < 2.0$: $\sigma(pp \rightarrow B^+ X) = 6.7 \pm 1.0$ pb; $\sigma(pp \rightarrow B^0 X) = 6.7 \pm 0.8$ pb; $\sigma(pp \rightarrow B_s^0 X) = 2.5 \pm 1.0$ pb and $\sigma(pp \rightarrow A_b X) = 2.1 \pm 1.1$ pb, where the uncertainties are the quadratic sum of the statistical and systematic components. No uncertainty has been included for the phase-space extrapolation based on MC@NLO [38]. The large systematic uncertainties for $\sigma(pp \rightarrow B_s^0 X)$ and $\sigma(pp \rightarrow A_b X)$ are dominated by the poorly known branching fractions $B(A_b \rightarrow J/\psi \Lambda)$ and $B(B_s^0 \rightarrow J/\psi \phi)$, respectively. The ratios among the four results are in good agreement with the world-average b-quark fragmentation results [24].

The world-average b-quark fragmentation results assume that the fractions are the same for b jets originating from Z decays at LEP and directly from $p\bar{p}$ collisions at the Tevatron. However, measurements of $f_{A_b}$ performed at LEP [39,40] and at the Tevatron [41] show discrepancies. A recent result [42] from the LHCb Collaboration measures a strong $p_T$ dependence of the ratio of $A_b$ production to B-meson production, $f_{A_b}/(f_{B_s^0} + f_{B_s^0})$, with $f_{A_b} \equiv B(b \rightarrow A_b)$ and $f_{B_s^0} \equiv B(b \rightarrow B_s^0)$. Larger $f_{A_b}$ values are observed at lower $p_T$, which suggests that the discrepancy observed between the LEP and Tevatron data may be due to the lower $p_T$ of the $A_b$ baryons produced at the Tevatron.

A comparison of this and previous CMS results for b-hadron production versus $p_T$ is shown in the left plot of Fig. 3, where the data are fit to the Tsallis function [43],

$$\frac{1}{N} \frac{dN}{dp_T} = C_T \left[1 + \sqrt{2p_T^2 + m^2 - m} \right]^{-n}.$$  \hspace{1cm} (3)

Here $C_T$ is a normalization parameter, $T$ and $n$ are shape parameters, $m$ is the mass of the b hadron and $N$ is the b-hadron yield. The statistical and bin-to-bin systematic uncertainties are used in the fits. The $T$ parameter represents the inverse slope parameter of the event distribution, which dominates at low $p_T$. Since our data do not constrain that region well, $T$ is fixed to the mean value found from fitting the $B^+$ and $B^0$ distributions, where the $p_T$ threshold is lowest. The result of $T = 1.10$ GeV is used to obtain the following values of the $n$ parameter, which controls the power-law behavior.
at high $p_T$: $n(B^+)=5.5 \pm 0.3$, $n(B^0)=5.8 \pm 0.3$, $n(B^0_s)=6.6 \pm 0.4$, and $n(B_s)=7.6 \pm 0.4$. The larger $n$ value for $B_s$ indicates a more steeply falling $p_T$ distribution than observed for the mesons, also suggesting that the production of $B_s$ baryons, relative to $B$ mesons, varies as a function of $p_T$, with a larger $B_s/B$ ratio at lower transverse momentum. The right plot of Fig. 3 shows the $p_T$ spectrum for $B^0_s$ and $B^0$, where the distributions are normalized to the common bin with $p_T=10-13$ GeV.

The ratio $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ is calculated in bins of $p_T$ or $|y^{L_h}|$ as

$$\sigma(\Lambda_b)/\sigma(\Lambda_b) = \frac{n_{\Lambda_b}^{\text{sig}}}{n_{\bar{\Lambda}_b}^{\text{sig}}} \times \frac{\epsilon(\Lambda_b)}{\epsilon(\bar{\Lambda}_b)},$$

where $n_{\Lambda_b}^{\text{sig}}$ and $n_{\bar{\Lambda}_b}^{\text{sig}}$ are the antiparticle and particle yields in a given bin, and $\epsilon(\Lambda_b)$ and $\epsilon(\bar{\Lambda}_b)$ are the particle and antiparticle efficiencies for a given bin, always considering only baryons produced with $|y^{L_h}|<2.0$ for $p_T^{L_h}$ bins and $p_T^{L_h}>10$ GeV for $|y^{L_h}|$ bins. The results versus $p_T^{L_h}$ and $|y^{L_h}|$ are shown in Fig. 4 and Table 2. The ratio $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ is found to be consistent with unity and constant as a function of both $p_T^{L_h}$ and $|y^{L_h}|$, within the uncertainties, as predicted by POWHEG and PYTHIA. Therefore, no evidence of increased baryon production at forward pseudorapidities is observed within the available statistical precision for the kinematic regime investigated. The integrated $\sigma(\bar{\Lambda}_b)/\sigma(\Lambda_b)$ for $p_T^{L_h}>10$ GeV and $|y^{L_h}|<2.0$ is $1.02 \pm 0.07 \pm 0.09$, where the first uncertainty is statistical and the second is systematic.

7. Systematic uncertainties

The cross section is affected by systematic uncertainties on the signal yields and efficiencies that are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by the uncertainties on branching fractions and integrated luminosity, which are common to all bins and only affect the overall normalization. The uncertainties on the signal yields arise from the following sources:

- Signal shape uncertainty (1–6%): evaluated from the variations when floating the means of the two Gaussians (set to a common value) in data or by using a single Gaussian shape.

Fig. 2. Upper: Measured differential cross sections times branching fraction $d\sigma/dp_T \times B(p_\Lambda \rightarrow j/\psi \Lambda)$ (top) and $d\sigma/d|y^{L_h}| \times B(p_\Lambda \rightarrow j/\psi \Lambda)$ (bottom) compared to the theoretical predictions from PYTHIA and POWHEG. The inner error bars correspond to the statistical uncertainties and the outer ones represent the uncorrelated systematic uncertainties added in quadrature to the statistical uncertainties. The dashed lines show the uncertainties on the POWHEG predictions. Overall uncertainties of 2.2% for the luminosity and 1.3% for the $J/\psi$ branching fractions for the data are not shown, nor is the 54% uncertainty due to the uncertainties of the theoretical predictions from POWHEG predictions. Overall uncertainties on the signal yields arise from the following sources:

- Branching fractions and integrated luminosity, which are common to all bins and only affect the overall normalization.
- Signal shape uncertainty (1–6%): evaluated from the variations when floating the means of the two Gaussians (set to a common value) in data or by using a single Gaussian shape.

Fig. 3. Comparison of production rates for $B^+$ [6], $B^0$ [7], $B^0_s$ [9], and $\Lambda_b$ versus $p_T$. The top plot shows the absolute comparison, where the inner error bars correspond to the total bin-to-bin uncertainties, while the outer error bars represent the total bin-to-bin and normalization uncertainties added in quadrature. Fits to the Tsallis function [43] for each distribution are also shown. The overall uncertainties for $B^0$ and $\Lambda_b$ are dominated by large uncertainties on $B(B^0 \rightarrow J/\psi \Lambda)$ and $B(\Lambda_b \rightarrow J/\psi \Lambda)$, respectively. The bottom plot shows a shape-only comparison where the data are normalized to the 10–13 GeV bin in $p_T$ and the error bars show the bin-to-bin uncertainties only. $B^0$ is omitted because the 10–13 GeV bin is not available for the common normalization.
background shape uncertainty (1–2%): evaluated from the variation when using a second-order polynomial, exponential, or third-order polynomial fit in the restricted range 5.4–6.0 GeV.

- Final-state radiation (0–1%): evaluated by removing it from the simulation and taking half of the difference in the results.

The uncertainties on the efficiencies arise from the following sources:

- Pion/proton/Λ reconstruction efficiency uncertainty (8%): evaluated by varying the simulated detector material [44], alignment, and beamspot position, and by varying the reconstruction cuts, by using different event simulations, and comparing the measured Λ lifetime [33], which is sensitive to the efficiency correction, to the world-average value [24].
- Tag-and-probe systematic uncertainties (1–7%): evaluated as similar to the single-muon efficiencies.
- Tag-and-probe statistical uncertainties (4–6%): evaluated by propagating statistical uncertainties from the data-driven determination of the single-muon efficiencies.
- Pileup (0–4%): evaluated by considering an uncertainty of the measured pileup interaction distribution.
- Pileup (0–4%): evaluated by considering an uncertainty of the measured pileup interaction distribution.

<table>
<thead>
<tr>
<th>$p_T^{\Lambda} , (\text{GeV})$</th>
<th>Uncorrected $\sigma(\Lambda_b)/\sigma(\Lambda_b)$</th>
<th>$\epsilon(\Lambda_b)/\epsilon(\Lambda_b)$</th>
<th>Data $\sigma(\Lambda_b)/\sigma(\Lambda_b)$</th>
<th>POWHEG $\sigma(\Lambda_b)/\sigma(\Lambda_b)$</th>
<th>PYTHIA $\sigma(\Lambda_b)/\sigma(\Lambda_b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>0.96 ± 0.14</td>
<td>0.84 ± 0.09</td>
<td>1.14 ± 0.17 ± 0.12</td>
<td>0.98 ± 0.02</td>
<td>0.99</td>
</tr>
<tr>
<td>13–15</td>
<td>0.76 ± 0.11</td>
<td>0.79 ± 0.09</td>
<td>0.96 ± 0.14 ± 0.10</td>
<td>0.99 ± 0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>15–18</td>
<td>0.89 ± 0.13</td>
<td>0.90 ± 0.09</td>
<td>0.98 ± 0.14 ± 0.09</td>
<td>1.01 ± 0.01</td>
<td>0.99</td>
</tr>
<tr>
<td>18–22</td>
<td>0.73 ± 0.12</td>
<td>0.95 ± 0.08</td>
<td>0.77 ± 0.12 ± 0.07</td>
<td>0.97 ± 0.05</td>
<td>0.99</td>
</tr>
<tr>
<td>22–28</td>
<td>1.26 ± 0.24</td>
<td>0.94 ± 0.10</td>
<td>1.33 ± 0.26 ± 0.14</td>
<td>0.90 ± 0.03</td>
<td>0.99</td>
</tr>
<tr>
<td>28–50</td>
<td>0.99 ± 0.25</td>
<td>0.72 ± 0.08</td>
<td>1.37 ± 0.35 ± 0.14</td>
<td>0.95 ± 0.04</td>
<td>0.97</td>
</tr>
</tbody>
</table>

| $|y^{\Lambda_b}|$ | Uncorrected $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ | $\epsilon(\Lambda_b)/\epsilon(\Lambda_b)$ | Data $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ | POWHEG $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ | PYTHIA $\sigma(\Lambda_b)/\sigma(\Lambda_b)$ |
|-----------------|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| 0.0–0.3         | 0.71 ± 0.10                     | 0.79 ± 0.08     | 0.89 ± 0.13 ± 0.09 | 0.98 ± 0.02  | 0.99             |
| 0.3–0.6         | 0.92 ± 0.13                     | 0.90 ± 0.08     | 1.02 ± 0.14 ± 0.09 | 1.01 ± 0.01  | 0.98             |
| 0.6–0.9         | 1.16 ± 0.18                     | 0.88 ± 0.09     | 1.32 ± 0.21 ± 0.13 | 0.97 ± 0.05  | 0.97             |
| 0.9–1.2         | 0.99 ± 0.17                     | 0.85 ± 0.09     | 1.16 ± 0.20 ± 0.12 | 0.98 ± 0.03  | 1.00             |
| 1.2–1.5         | 0.92 ± 0.17                     | 0.82 ± 0.11     | 1.11 ± 0.20 ± 0.15 | 0.99 ± 0.02  | 1.00             |
| 1.5–2.0         | 0.66 ± 0.16                     | 0.99 ± 0.11     | 0.67 ± 0.16 ± 0.08 | 0.98 ± 0.03  | 0.98             |
8. Conclusions

In summary, the first measurements of the differential cross sections times branching fraction $\sigma_d/dp_T^b \times B(A_b \rightarrow J/\psi\Lambda)$ and $\sigma_d/dy_{\Lambda_b} \times B(A_b \rightarrow J/\psi\Lambda)$ for $A_b$ baryons produced in pp collisions at $\sqrt{s} = 7$ TeV have been presented. The measurements are given for $p_T^{A_b} > 10$ GeV and $|y_{\Lambda_b}| < 2.0$. The $p_T^{A_b}$ distribution falls faster than both the measured $p_T$ spectra from $b$ mesons and the predicted spectra from the NLO MC powheg and the leading-order MC pythia. The total cross section and rapidity distribution are consistent with both predictions within large uncertainties. The measured $\sigma(A_b)/\sigma(A_b)$ ratio is consistent with unity and constant as a function of both $p_T^{A_b}$ and $|y_{\Lambda_b}|$.
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