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Abstract: The $t\bar{t}$ production cross section ($\sigma_{t\bar{t}}$) is measured in proton-proton collisions at $\sqrt{s} = 7$ TeV in data collected by the CMS experiment, corresponding to an integrated luminosity of 2.3 fb$^{-1}$. The measurement is performed in events with two leptons (electrons or muons) in the final state, at least two jets identified as jets originating from b quarks, and the presence of an imbalance in transverse momentum. The measured value of $\sigma_{t\bar{t}}$ for a top-quark mass of 172.5 GeV is $161.9 \pm 2.5$ (stat.) $^{+5.1}_{-5.0}$ (syst.) $\pm 3.6$ (lumi.) pb, consistent with the prediction of the standard model.
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1 Introduction

A precise measurement of the $t\bar{t}$ production cross section ($\sigma_{t\bar{t}}$) in pp collisions at the Large Hadron Collider (LHC) is important for several reasons. At LHC energies, $t\bar{t}$ production is dominated by gluon-gluon fusion, representing a benchmark for other processes of the standard model (SM) initiated through the same mechanism, such as the production of Higgs bosons. In addition, a precise value of $\sigma_{t\bar{t}}$ can provide constraints on parton distribution functions (PDF) and be used to check the validity of perturbative calculations in quantum chromodynamics (QCD). It can also benefit searches for physics beyond the SM, as $t\bar{t}$ production is often a major source of background.

The precision of initial measurements of $\sigma_{t\bar{t}}$ in 2010 at $\sqrt{s} = 7$ TeV [1, 2] has been improved in refs. [3–8], and measurements of electroweak single-top-quark production are available in refs. [9, 10]. By now, many top-quark events have been collected at the LHC, with studies proceeding on a variety of top-quark production and decay channels [5, 11–13], as well as on searches for deviations relative to predictions of the SM.
This work presents a measurement of $\sigma_{t\bar{t}}$ in dilepton final states that improves upon a previous measurement [5] of the Compact Muon Solenoid (CMS) experiment [14]. It is based on more refined event selections and analysis techniques, an improved estimation of systematic uncertainties, and with a data sample approximately sixty times larger. Starting from the nearly 100% decay of both top quarks through the electroweak transition $t \rightarrow Wb$, we focus on events in the dilepton final states $e^+e^-, \mu^+\mu^-$, and $e^\pm\mu^\mp$, where both W bosons decay leptonically ($W \rightarrow \ell\nu\ell$), but with contributions from $W \rightarrow \tau\nu\tau$ arising only when the $\tau$ leptons decay into $\ell\nu\nu\tau$ ($\ell = e$ or $\mu$) states. A cross-section measurement based on $\tau$ leptons that decay into hadrons and a neutrino can be found in ref. [15]. The final states contain two leptons of opposite electric charge, their accompanying neutrinos from the W-boson decays, and two jets of particles resulting from the hadronization of the b quarks. These modes correspond to $(6.45 \pm 0.11)\%$ [16] of all $t\bar{t}$ decay channels, including the partial contributions from $\tau$ leptons.

This measurement is based on a data sample corresponding to an integrated luminosity of $2.3 \pm 0.1$ fb$^{-1}$ recorded by the CMS experiment. A profile likelihood-ratio (PLR) method [17, 18], as well as a counting analysis based on direct selections, are used to extract the $t\bar{t}$ cross section.

A brief description of the components of the CMS detector specific to this analysis is provided in section 2, followed by details of event Monte Carlo (MC) simulation in section 3, and event selection in section 4. Estimations of backgrounds yields are presented in section 5. Following a discussion of systematic uncertainties in section 6, the event yields in data are compared with simulations in section 7. The results of the measurement of the $t\bar{t}$ cross section are presented in section 8, followed by a summary in section 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m in diameter, which provides an axial magnetic field of 3.8 T. The bore of the solenoid is outfitted with a variety of particle-detection systems. Charged-particle trajectories are measured with the silicon pixel and strip trackers that cover $0 < \phi < 2\pi$ in azimuth and $|\eta| < 2.5$ in pseudorapidity, where $\eta$ is defined as $\eta = -\ln[\tan(\theta/2)]$, with $\theta$ being the polar angle of the trajectory of the particle with respect to the anticlockwise beam direction. A crystal electromagnetic calorimeter (ECAL) and a brass/scintillator hadronic calorimeter surround the inner tracking volume and provide high-resolution measurements of energy ($E$) used to reconstruct electrons, photons and particle jets. Muons are measured in gas detectors embedded in the flux-return yoke of the solenoid. The detector is nearly hermetic, thereby providing reliable measurements of momentum imbalance in the plane transverse to the beams. A two-tier trigger system selects the most interesting pp collisions for analysis. A more detailed description of the CMS detector is given in ref. [14].
3 Simulation of signal and backgrounds

The $t\bar{t}$ cross section, calculated with the MCFM program [19, 20] at next-to-leading order (NLO) in perturbative QCD, assuming a top-quark mass of $m_t = 172.5 \text{ GeV}$, is $158^{+23}_{-24} \text{ pb}$. Several approximate next-to-next-to-leading-order (NNLO) calculations are also available in the literature, in particular those of Kidonakis ($163^{+11}_{-10} \text{ pb}$ [21]), Ahrens et al. ($149 \pm 11 \text{ pb}$ [22]) and the HATHOR program ($164^{+13}_{-10} \text{ pb}$ [23]), with the latter used to normalize the distributions and yields of simulated $t\bar{t}$ events to the measured luminosity. However, this cross section is used just to present expected rates in figures and tables and has no effect on the final measurement.

Signal and background events are simulated using the MC event generators MadGraph (v. 5.1.1.0) [24], Powheg (r1380) [25] or Pythia (v. 6.424) [26], depending on the process in question. MadGraph is used to model $t\bar{t}$ events, with matrix elements corresponding to up to three additional partons that are matched to Pythia, which is used for the subsequent hadronization. Decays of $\tau$ leptons are handled with Tauola (v. 2.75) [27].

MadGraph is also used to simulate the $W$+jets and Drell-Yan (DY: $q\bar{q} \rightarrow Z/\gamma^{*} + \text{jets}$, where $\gamma^{*}$ represents the contribution from virtual photons) background samples, with up to 4 partons in the final state. For $W$+jets, the MadGraph sample provides only event with leptonic decays of $W$ bosons. The total inclusive NNLO cross section of $31.3^{\pm}1.6 \text{ nb}$ is calculated with the Fewz program [28]. Simulations of DY events with two oppositely charged leptons of same flavor in the final state are generated for dilepton invariant masses between 10 and 50 GeV, as well as for $>50 \text{ GeV}$. The corresponding NNLO cross sections, also calculated with Fewz are $11.91 \pm 0.64 \text{ nb}$ and $3.04 \pm 0.13 \text{ nb}$, respectively. Single-top-quark events ($pp \rightarrow tW^{-}$ and $pp \rightarrow \bar{t}W^{+}$) are simulated in Powheg, for a cross section of $15.7 \pm 0.4 \text{ pb}$ (calculated at approximate NNLO [29]). Inclusive production of the WW, WZ, and ZZ diboson final states is simulated with Pythia, and the respective cross sections are $47.0 \pm 1.5 \text{ pb}$, $18.2 \pm 0.7 \text{ pb}$, and $7.7 \pm 0.2 \text{ pb}$.

Among all of the simulated backgrounds, only the contributions from WW, WZ, and ZZ (referred as diboson in the text and labeled as VV in figures) and single-top-quark production are used to estimate the absolute number of background events. Recent measurements of single-top-quark and diboson cross sections show good agreement with SM predictions [8, 9, 30–33]. All other backgrounds are estimated from control samples in data.

Effects from additional pp interactions (pileup) are modeled by adding simulated minimum-bias events (generated with Pythia) to the simulated processes, using a pileup multiplicity distribution that reflects the luminosity profile of the observed pp collisions. The CMS detector response is simulated using Geant4 (v. 9.4) [34].

4 Event selection

Events are collected using dilepton triggers (excluding “hadronic” $\tau$ triggers) that require the presence of two large transverse momentum ($p_T$) leptons. The definitions and ranges of thresholds, isolation and identification requirements for dilepton triggers were changed periodically during data taking so as to adapt to changes in instantaneous luminosity
delivered by the LHC. In particular, electrons selected at the trigger stage must pass a threshold on electron transverse energy $E_T$, that ranges from 8 to 17 GeV, as measured online by combining information from ECAL with that from the inner tracker, and muons identified in muon detectors are similarly required to exceed a threshold on $p_T$, that ranges between 7 and 17 GeV as measured online by combining information from the outer muon detector with that from the inner tracker.

The efficiency for $t\bar{t}$ dilepton triggers is measured in data through other triggers that are only weakly correlated with the dilepton-trigger requirements. Because of the presence of a significant imbalance in transverse momentum in $t\bar{t}$ events, $E_T$-based triggers with different $E_T$ thresholds are used for this purpose. At the trigger level, the $E_T$ is defined by the magnitude of the vector $\vec{E}_T = -\sum \vec{E}_{T\text{ towers}}$, using the transverse energies of calorimeter towers. Studies based on simulated events indicate that the $E_T$ triggers are uncorrelated with the dilepton triggers.

Using the measured dilepton-trigger efficiency in data, the corresponding efficiencies in simulations are corrected by multiplicative data-to-simulation scale factors (SF) of $0.962 \pm 0.015$, $0.977 \pm 0.016$, and $1.008 \pm 0.009$ for the $e^+e^-$, $\mu^+\mu^-$ and $e^\pm\mu^\mp$ final states, respectively, to provide agreement between data and simulation.

The first step in the offline selections requires the presence of a proton-proton interaction vertex within 24 cm of the detector center along the beam line direction, and within 2 cm of the beam line in the transverse plan. These selections have an efficiency $>99.5\%$ for events with two leptons that pass selection criteria. The main primary vertex of an event corresponds to the vertex with the largest value for the scalar sum of the transverse momenta of the associated tracks.

At least two leptons in the event (either electrons or muons) are required to pass identification and isolation requirements. The selection criteria are similar to those of refs. [1, 5], and can be described briefly as follows. Electron candidates are based on a cluster of energy depositions in the ECAL. Clusters are matched to hits in the silicon tracker using a track reconstruction algorithm that takes into account possible energy loss due to bremsstrahlung. Muon candidates are reconstructed by combining information from the inner tracker with information from the outer muon detectors.

Both leptons must have $p_T > 20$ GeV, with electrons and muons being restricted to $|\eta| < 2.5$ and $|\eta| < 2.1$, respectively. The lepton-candidate tracks are required to be consistent with originating from the primary vertex, and must satisfy additional quality requirements, as described in refs. [1, 5]. Lepton candidates are required to be isolated from other energy depositions in the event. A cone of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 0.3$, where $\Delta \eta$ and $\Delta \phi$ are the differences in pseudorapidity and azimuthal angle between any element of energy and the axis of the lepton, is constructed around the initial direction of the candidate. The particle energies within this cone, obtained using the particle-flow (PF) reconstruction algorithm, which provides a list of particles and their kinematic properties, are projected onto the plane transverse to the beam, and summed as scalar quantities, excluding the contribution from the lepton candidate. In this procedure, all charged PF particles not associated with the main primary vertex are assumed to arise from pileup events, and are excluded from the sum. Then, the relative isolation discriminant, $I_{rel}$,
is defined as the ratio of this sum to the transverse momentum of the lepton candidate. A lepton candidate is not considered as isolated and is rejected if the value of $I_{rel}$ is $>0.20$ for a muon and $>0.17$ for an electron. These selections are optimized using simulated $t\bar{t}$ events.

The efficiency of lepton selection is measured using a “tag-and-probe” method in dilepton events enriched in $Z$-boson candidates, and indicates that electron and muon reconstruction efficiencies are $>99\%$ [39]. The efficiencies for the above lepton-identification requirements, calculated as function of the $p_T$ and $\eta$ of the leptons, are in the range of 98–99% for muons and 85–94% for electrons. The average efficiency of the lepton-isolation criterion measured in such $Z$ events is in the range of 90–99% for both muons and electrons. The efficiencies measured in data are found to be very close to the estimates from the DY simulation. Based on an overall comparison of lepton-selection efficiencies in data and simulations, the event yield in simulation is corrected by multiplicative scale factors of $0.995 \pm 0.003$, $0.997 \pm 0.005$ and $0.994 \pm 0.005$ for the $e^+e^-$, $\mu^+\mu^-$ and $e^\pm\mu^\mp$ final states, respectively, to provide consistency with data.

Accepted events are required to have at least one pair of oppositely charged leptons. While muon-charge misidentification is negligibly small, the electron-charge misidentification rate is 0.8%, as measured from $Z \to e^+e^-$ decays. Dilepton $t\bar{t}$-candidate events with invariant mass $M_{\ell\ell} < 20$ GeV are removed from all three channels, with a consequent reduction of about 2% in $t\bar{t}$ signal. However, this requirement significantly suppresses backgrounds from heavy-flavor resonances, as well as contributions from low-mass DY processes. In events containing several possible $\ell^+\ell^-$ pairs that pass all acceptance requirements, only the pair of leptons with the highest sum of scalar transverse momenta is retained. To suppress contributions from $Z$ boson production, the invariant mass of the dilepton system is required to be outside the range of 76 to 106 GeV for both the $e^+e^-$ and $\mu^+\mu^-$ modes. According to simulation, this invariant mass requirement rejects about 91% of the DY events, at the cost of rejecting $\approx 24\%$ of both the $e^+e^-$ and $\mu^+\mu^-$ $t\bar{t}$ signal events.

The anti-$k_T$ clustering algorithm [40] with a distance parameter $R = 0.5$ is used for jet clustering. Jets are reconstructed based on information from the calorimeter, tracker, and muon systems [41] using PF reconstruction. Jet energy corrections rely on simulations and on studies performed with exclusive two-jet and photon+jet events in data. To minimize the impact of pileup, charged PF particles not associated with the primary event vertex [38] are ignored in reconstructing jets. After eliminating the charged component of pileup events, the neutral component is removed by applying a residual energy correction, following the “area-based” procedure described in refs. [42, 43]. Jets are also required to satisfy $p_T > 30$ GeV and $|\eta| < 2.5$. For dilepton $t\bar{t}$ candidates with at least two jets and before applying any b-tagging requirement, both b-quark jets from $t\bar{t}$ decays pass the jet selection criteria in about 65% of the events, as predicted by the $t\bar{t}$ simulation.

For the offline analysis, the missing transverse energy ($E_T$) is redefined by the magnitude of the vectorial sum of the particle transverse momenta $\vec{E}_T = -\sum \vec{p}_T$, calculated using the particles reconstructed with the PF algorithm [44]. As implied above, $E_T$ corresponds to a distinguishing feature of $t\bar{t}$ events in the dilepton channel because of escaping energetic neutrinos. Neither the dominant DY background ($Z/\gamma^* \to e^+e^-$ and $\mu^+\mu^-$), nor the smaller background from false isolated leptons in multijet events, provide a source of
large $E_T$. We require $E_T > 40$ GeV in the $e^+e^-$ and $\mu^+\mu^-$ modes in $t\bar{t}$ events with at least two jets. This cut causes a loss of $\approx 25\%$ of $t\bar{t}$ signal in these channels, but reduces the contribution from DY production by about a factor of 30. No $E_T$ requirement is imposed for the $e\mu^{\pm}$ mode, as there is very little contamination from DY events in this channel.

To account for any mismodeling of the $E_T$ distribution, the efficiency of the $E_T$ selection in the $t\bar{t}$ simulation is corrected using data. The corresponding data-to-simulation SF are estimated by applying the $E_T$ selection to $e\mu^{\pm}$ data, after correcting for the presence of background. The systematic uncertainties on these factors arise from two sources: (i) the background contamination in the $e\mu^{\pm}$ channel, which is changed in the study by $\pm 30\%$, and (ii) the difference in lepton energy resolution between electrons and muons, which affects differently the $E_T$ in $e^+e^-$ and $\mu^+\mu^-$ channels relative to the $e\mu^{\pm}$ channel. The data-to-simulation SF are $1.008 \pm 0.012$ and $1.008 \pm 0.016$ for the $e^+e^-$ and $\mu^+\mu^-$ final states, respectively, with the uncertainties accounting for both statistical and systematic effects summed in quadrature.

As dilepton $t\bar{t}$ events contain jets from the hadronization of b quarks, requiring b tagging can reduce background from events that do not contain b jets. Jets are identified as b jets originating from b quarks through a “combined secondary vertex” (CSV) algorithm [45], which provides a b-tagging discriminant by combining information from secondary vertices and track-based lifetime measurements. The chosen b-tagging selection has an efficiency of 80–85% for each b jet in dilepton $t\bar{t}$ events, and a 10% mistagging rate for light-flavor or gluon jets misidentified as b jets, both estimated from inclusive simulated $t\bar{t}$ events. The b-tagging efficiency can be estimated from $t\bar{t}$ events in data, as described in ref. [46]. To avoid statistical correlations between the extraction of the b-tagging efficiency and the $t\bar{t}$ cross section, the b-tagging performance is measured from multijet events in data [45], and used to correct the b-tagging performance of the simulation. This analysis uses the b-tagging information either as input to a likelihood fit (in the PLR method presented in section 8.1) or directly to select events that are required to contain at least one b-tagged jet (in a counting analysis used as a cross-check, and presented in section 8.2).

5 Background estimates

The main backgrounds in this analysis arise from DY, diboson, and single-top-quark events ($tW$), where at least two prompt leptons are produced from Z or W decays. Other background sources, such as $t\bar{t}$ events with decays to lepton+jets or no leptons at all (all jets), or generic multijet (MJ) events, are related to the presence of at least one jet reconstructed incorrectly as a lepton, which mainly happens for electrons, or a lepton from the decay of bottom or charm hadrons, which mainly happens for muons.

The yields from background processes with smallest contributions to $t\bar{t}$ candidates, corresponding to single-top-quark and diboson production, are estimated directly from simulations. This section focuses on other backgrounds, which are not adequately described through simulation, such as the DY contribution, and events with leptons that do not arise from W or Z decays. In these cases, the background estimates are based on data.
5.1 Backgrounds from Drell-Yan contribution

To estimate the background from DY events contributing into e^+e^- and μ^+μ^- tt̄ final states, we use the method described in refs. [1, 5]. The number of DY events in data that pass the Z-boson veto on M_{ℓℓ} can be estimated from the number of events in data with a dilepton invariant mass within 76 < M_{ℓℓ} < 106 GeV, scaled by the ratio (R_{out/in}) of events that fail and that pass this selection, which is estimated through DY simulation.

To achieve a better estimate of this background, the value of R_{out/in} is corrected using data. In particular, R_{out/in} is sensitive to detector effects, such as the modeling of lepton resolution and the dependence of the fraction of vetoed DY events for different requirements on jet multiplicities. The value of R_{out/in} is corrected for these effects by using control regions enriched in DY events in data.

A 15% systematic uncertainty is assigned to account for remaining discrepancies in the dependence of R_{out/in} on E_T. Using the data-corrected R_{out/in} values leads to the final data-to-simulation scale factors of 1.86 ± 0.50 and 1.76 ± 0.36 for the e^+e^- and μ^+μ^- channels, respectively. After requiring at least one b-tagged jet, there are too few events in data to perform a precise estimation, which leads to larger uncertainties on the corresponding scale factors, yielding 2.04 ± 0.52 and 1.67 ± 0.42 for the e^+e^- and μ^+μ^- channels, respectively.

Finally, most of the background contribution in the e^±μ^∓ channel is from Z/γ^* → ττ → eν_eν_τµν_τ̄ events. As the yield from this final state corresponds to a fraction of about 3% of the total DY cross section, its impact is expected to be small. In addition, because of the presence of additional neutrinos from τ decays, the dilepton invariant mass is often well below the value of the Z-boson mass. The DY contamination of the e^±μ^∓ channel is therefore estimated through a fit of two components to the dilepton invariant-mass distribution, one component reflecting the dilepton mass distribution for Z/γ^* events, and the other corresponding mainly to tt̄, single-top-quark and diboson events. The templates for these components are extracted from simulations. The systematic effects that arise from the small contamination of single-top-quark and diboson events are negligible relative to the large statistical uncertainty of the fit. The data-to-simulation scale factor for the e^±μ^∓ channel, following the jet selection, is found to be 1.34 ± 0.29.

The estimates of the DY contributions to the tt̄ data sample are given in section 7, before and after requiring at least one b-tagged jet.

5.2 Backgrounds with leptons not from W/Z decays

A data-based method is also used to estimate the background from misidentified leptons, and from well-identified leptons that pass the isolation requirement but which come from semi-leptonic decays of bottom or charm hadrons contained within jets. These leptons are referred to as non-prompt leptons in the following. Three categories of backgrounds can be defined: signal-like, W-like, and MJ-like sources, containing two, one, and no true isolated (prompt) leptons, respectively. The signal-like sample contains tt̄ signal events, but also DY, single-top-quark, and diboson events. The W-like sample consists of W+jets events and tt̄ events observed in the lepton+jets channel. The MJ-like sample contains mainly generic multijet events or tt̄ events in all-jets final states.
Before b tagging

<table>
<thead>
<tr>
<th></th>
<th>Requiring ≥1 b-tagged jet</th>
</tr>
</thead>
<tbody>
<tr>
<td>e⁺e⁻</td>
<td>e⁺e⁻</td>
</tr>
<tr>
<td>e⁺µ⁻</td>
<td>µ⁺µ⁻</td>
</tr>
<tr>
<td>e⁺µ⁺</td>
<td>e⁺µ⁺</td>
</tr>
</tbody>
</table>

Table 1. Estimated number of W-like (NW) and MJ-like (NMJ) background events in data before and after b tagging.

The number of events in each of the above categories is defined by relaxing the single-lepton isolation from \( I_{\text{rel}} < 0.17 \) and \( I_{\text{rel}} < 0.20 \) for electrons and muons, respectively (which corresponds to the definition of “tight” leptons), to \( I_{\text{rel}} < 0.8 \) for both flavors of leptons (which defines “loose” leptons). Dilepton samples are then constructed to correspond to loose, medium, and tight events, respectively, defined by two loose, at least one tight, and two tight isolated leptons. Only the tight dilepton sample is used to measure \( \sigma_{t\bar{t}} \).

By introducing probabilities for a loose event to pass medium or tight criteria, and the probability of a medium event to be accepted as a tight event, a system of equations can be constructed to estimate the number of signal-like, W-like, and MJ-like events. The probabilities can be expressed in terms of individual probabilities for prompt and non-prompt leptons that pass the relaxed isolation selection to also pass the tight isolation requirement. The prompt-lepton efficiencies are estimated using Z events in data, in a manner similar to that discussed in section 4, while the rates for non-prompt leptons are estimated using a data sample enriched in multijet events. The corresponding systematic uncertainties are estimated by half of the difference between efficiencies determined from data and from simulation studies.

The estimated number of W-like (NW) and MJ-like (NMJ) background events in data before and after requiring at least one b-tagged jet are presented in table 1. The uncertainties account for both statistical and systematic contributions to the efficiency for single prompt and non-prompt loose leptons to pass the tight selection. The effect of the b-tagging selection efficiency and mistagging rates are estimated from simulation.

6 Sources of systematic uncertainty

Systematic uncertainties considered in this measurement include those from biases in detector performance, deviations in t\( t \)-signal acceptance due to ambiguities in modeling t\( t \) production, precision of background estimates, and the uncertainty on integrated luminosity [47].

A correction is applied to event rates in simulated t\( t \) samples, to account for differences in dilepton-trigger and dilepton offline selection efficiencies between data and simulations, as described in section 4. The combined data-to-simulation SF, with their uncertainties defined by adding the statistical and systematic sources in quadrature, are \( \text{SF}^{e\mu} = 0.957 \pm 0.016, \text{SF}^{\mu\mu} = 0.974 \pm 0.016, \) and \( \text{SF}^{e\mu} = 1.002 \pm 0.010 \), for the e⁺e⁻, µ⁺µ⁻, and e⁺µ⁺ t\( t \) final states, respectively.
Systematic uncertainties arising from the lepton energy scale are estimated by comparing the position of the dilepton invariant-mass peak in $Z/\gamma^*\gamma$-enriched events in data with simulations, applying only trigger and dilepton selection criteria. The effect corresponds to a 0.3% uncertainty on the $t\bar{t}$ selection efficiency for all three dilepton final states.

The uncertainties on jet energy scale (JES) and jet energy resolution (JER) affect the efficiency of jet selection. The impact of uncertainty on JES is estimated from the change observed in the number of selected MC $t\bar{t}$ events after changing the jet momenta within the JES uncertainties \[48\]. Similarly, the effect of the JER uncertainty is estimated by changing the resolution on jet momenta by $\pm10\%$, and then estimating the corresponding change in the number of selected MC $t\bar{t}$ events. The systematic uncertainty on $E_T$ is discussed in section 4.

After requiring at least one b-tagged jet, the uncertainties on the data-to-simulation factors for b tagging are propagated to the selection efficiency in the simulated $t\bar{t}$ samples. The uncertainties on the b-tagging scale factors in $t\bar{t}$ signal events are $\approx2\%$ for b jets and $\approx10\%$ for mistagged jets \[45\].

The 8% uncertainty in the inelastic proton-proton cross section at $\sqrt{s}=7$ TeV \[49\], when propagated to the modeling of pileup, leads to an uncertainty of 0.5% on the yield of simulated $t\bar{t}$ events.

Systematic uncertainties on the MC modeling of $t\bar{t}$ production are estimated by using MadGraph with different parameter settings, such as renormalization/factorization scales $\mu$, which are increased and decreased by a factor of 2 to estimate the effect on the calculated $t\bar{t}$ cross section. Other studies change the threshold that controls the matching of partons from the matrix element with those from parton showers. Systematic uncertainties in the $t\bar{t}$ event selection efficiency from independent changes in the two $\mu$ scales and in the matching of partons produce a total uncertainty of 0.6% for each source. Systematic effects from the choice of parton distribution functions are also studied and found to be negligible.

The systematic uncertainty arising from the uncertainty on the measured values of leptonic branching fractions of the W boson ($0.1080 \pm 0.0009$ \[16\]) translates into a 1.7% uncertainty on the number of selected MC $t\bar{t}$ events. This uncertainty can be reduced through a more precise measurement of the leptonic branching fractions of the W and used to recalculate the measured cross section.

Uncertainties on the selected number of single-top-quark and diboson events are estimated through simulation, and arise from the same kind of sources that affect the $t\bar{t}$ signal. The above-described detector effects contribute to an 8% uncertainty on the number of selected background events, which is dominated by the uncertainty on the JES. In events with at least one b-tagged jet, the uncertainty from b tagging is $\approx15\%$ for diboson and 5% for single-top-quark events, arising mainly from misidentification of light-flavor jets. In addition, an uncertainty in the cross section for single-top-quark and diboson backgrounds, estimated to be $\approx20\%$ \[9, 31–33\], is added in quadrature.

Table 2 summarizes the impact of relative systematic uncertainties from selection efficiencies in simulated $t\bar{t}$ signal events. Uncertainties on background contamination from DY processes and from events with non-prompt leptons are estimated from data, as described in sections 5.1 and 5.2, and given in table 3 of section 7.
Table 2. Summary of the relative (%) systematic uncertainties on the number of signal $t\bar{t}$ events, after applying the full selection criteria, both, before b tagging and with at least one b-tagged jet in the event. Combined uncertainties are listed for the sum of contributions from the three dilepton channels, except for lepton efficiencies, which are given separately for $e^+e^-$, $\mu^+\mu^-$, and $e^\pm\mu^\mp$ events.

### 7 Event yields and distributions

In this section, the predicted distributions from simulation are compared with those from data. When possible, the yields predicted for background are estimated using data, as discussed in section 5. The remaining backgrounds, as well as the distributions in simulated $t\bar{t}$ events, are scaled to the measured integrated luminosity, assuming a $t\bar{t}$ cross section of 164 pb [23]. In the figures below, the hatched regions correspond to uncertainties on the predicted event yields.

Transverse momentum distributions of leptons and jets are shown, respectively, for the largest (leading) $p_T$ and next-to-largest (next-to-leading) $p_T$ of each set of these objects, after jet multiplicity selections, separately for the two $\ell^+\ell^-$ and for all combined dilepton channels, in figures 1 and 2, respectively. The ratio of the data to the sum of simulations for the signal and backgrounds are shown in the bottom panels of each of the figures. The corresponding $M_{\ell\ell}$ and $E_T$ distributions and their ratios to expectations are shown, respectively, in figures 3 and 4, separately for the combined two $\ell^+\ell^-$ channels and for the $e^\pm\mu^\mp$ channel. The multiplicity of selected jets is presented in figure 5, after applying the dilepton and $E_T$ selections. The observed number of events with less than two jets is used to check the reliability of background predictions. The multiplicity of jets that pass the b-tagging selections is given in figure 6, again separately for the summed $e^+e^-$ and $\mu^+\mu^-$ channels, and for the $e^\pm\mu^\mp$ channel. The observed number of events and the expectation from simulations and data-based predictions are presented in table 3, for a $t\bar{t}$ cross section of 164 pb. The uncertainties shown account for statistical and systematic sources. The predicted and observed number of events are consistent within their uncertainties. Also
shown in table 3 are the acceptances for simulated $t\bar{t}$ signal events, including the two-lepton branching fractions, with and without requiring at least one b-tagged jet.

### 8 Measuring the $t\bar{t}$ production cross section

The $t\bar{t}$ production cross section is measured using a profile likelihood-ratio method described in section 8.1, while section 8.2 discusses a counting analysis used as a cross-check. The latter is based on counting the number of events in the data that survive an additional selection, which requires at least one b-tagged jet, and is referred to as a counting analysis in what follows. For ease of comparison with previous measurements, the value of $m_t=$

![Diagram of $p_T$ distributions for (a) electrons, (b) muons, and (c) jets of the largest-$p_T$ after the jet multiplicity selection. The expected distributions for $t\bar{t}$ signal and individual backgrounds are shown by the histograms, and include all data-based corrections. A $t\bar{t}$ cross section of 164 pb is used to normalize the simulated $t\bar{t}$ signal. In this and all following figures, the hatched regions show the total uncertainties on the sum of the $t\bar{t}$ and background predictions. The ratios of data to the sum of the $t\bar{t}$ and background predictions are given at the bottom of each panel and the corresponding error bars include statistic and systematic uncertainties added in quadrature.](image)
Figure 2. Same as figure 1, but for the second-largest $p_T$ electrons, muons and jets in each event.

172.5 GeV is used to extract the $t\bar{t}$ cross section. The dependence of $\sigma_{t\bar{t}}$ on $m_t$ is discussed in section 8.3.

8.1 Cross-section measurement using a profile likelihood ratio

A profile likelihood ratio [17, 18] is used to measure $\sigma_{t\bar{t}}$ in the individual $e^+e^-$, $\mu^+\mu^-$, and $e^\pm\mu^{\mp}$ dilepton channels, as well as in their combination. The minimum value of $-2\ln[R(\sigma_{t\bar{t}})]$ is extracted from a scan over a wide range of $\sigma_{t\bar{t}}$, where $R$ is defined as:

$$R(\sigma_{t\bar{t}}) = \frac{L(\sigma_{t\bar{t}}, \{\hat{U}_i\})}{L(\hat{\sigma}_{t\bar{t}}, \{\hat{U}_i\})},$$

(8.1)

with $L$ being the likelihood function with one free parameter, $\sigma_{t\bar{t}}$, and a set of other parameters $\{U_i\}$, called “nuisance parameters”, that describe the estimated systematic uncertainties in the measurement. The set $\{\hat{U}_i\}$ denotes the conditional maximum-likelihood (ML) estimates of the $\{U_i\}$ that depend on the specific value of $\sigma_{t\bar{t}}$. The denominator corresponds to the maximized unconditional likelihood function, with its ML estimators.
Figure 3. Same as figure 1, but for the dilepton invariant-mass distribution of (a) the sum of the $e^+e^-$ and $\mu^+\mu^-$ channels, and (b) the $e^+\mu^\mp$ channel. The gap in the former distribution reflects the requirement that removes dileptons from $Z$ decay.

Figure 4. The $E_T$ distributions after the selection on jet multiplicity. Details on the distributions are same as for figure 1.

defined as $\hat{s}_{t\bar{t}}$ and $\{\hat{U}_i\}$. The presence of the nuisance parameters broadens the distribution of the $R$ function, which reflects the loss of information on $\sigma_{t\bar{t}}$ from the presence of systematic uncertainties.

We consider a likelihood defined by a probability density function binned in a 2-dimensional (2D) space of jet multiplicity ($N_{\text{jets}}$) and multiplicity of b-tagged jets ($N_{\text{b-jets}}$). The predicted 2D distributions (or “templates”) are obtained by applying the event selection criteria to simulated events for each contributing process, without imposing b-tagging requirements. The corresponding number of selected events in simulation, compared with the number selected in data, are shown in figure 7 for different combinations of $(N_{\text{jets}}, N_{\text{b-jets}})$. 

---

---
Figure 5. The jet multiplicity for events passing the dilepton and $E_T$ criteria, but before the b-tagging requirement, for (a) the sum of $e^+e^-$ and $\mu^+\mu^-$ channels, and (b) the $e^\pm\mu^\mp$ channel.

Figure 6. The multiplicity of b-tagged jets in events passing full event selections for (a) the summed $e^+e^-$ and $\mu^+\mu^-$ channels, and (b) the $e^\pm\mu^\mp$ channels.

Without systematic uncertainties, the likelihood function represents the product of Poisson distributions that reflect the statistical content of each bin. To incorporate systematic uncertainties, Gaussian terms are introduced for the nuisance parameters into the likelihood function as constraints on $\{U_i\}$. A systematic uncertainty can affect the 2D distribution by changing its normalization and its differential dependence. The effect is estimated by means of an interpolation between the original 2D template and the ones obtained by changing each nuisance parameter $U_i$ by $\pm 1$ standard deviation. For uncertainties on data-to-simulation SF in tagging of b jets and light-flavor jets, the change in template for a given process is computed analytically for each bin of the distribution, according to the combinatorial probability of tagging $N_{b\text{-jets}}$ jets in an event with $N_{jets}$ jets.
Table 3. Number of dilepton events in the $e^+e^-$, $\mu^+\mu^-$, and $e^\pm\mu^\mp$ channels after applying the event-selection criteria: (a) without requiring a b-tagged jet, and (b) requiring at least one b-tagged jet. The results are given for the individual sources of background, $t\bar{t}$ signal for $\sigma_{t\bar{t}} = 164$ pb, and the data. The uncertainties reflect statistical and systematic uncertainties added in quadrature. Panel (c) gives the $t\bar{t}$ acceptance multiplied by the selection efficiency and by the branching fractions $B$ (in %) of $t\bar{t}$ to two-lepton states, estimated using $t\bar{t}$ simulated events.

The $\mathcal{R}$ function given in eq. (8.1) is used to extract the uncertainty on $\sigma_{t\bar{t}}$ from a change by ±0.5 of the fitted $-2\ln[\mathcal{R}]$ value relative to its minimum. This represents the Gaussian equivalent of 68% confidence for the combined statistical and systematic uncertainties. The minimization of $\ln[\mathcal{R}]$ corresponds to an integration over the parametrized systematic uncertainties ($U_i$), which also reduces the overall uncertainty on $\sigma_{t\bar{t}}$.

The technique described for a given decay channel can be extended to the combined channels. The $e^+e^-$, $\mu^+\mu^-$, and $e^\pm\mu^\mp$ channels are statistically independent because they correspond to independent data samples. The likelihood function for the combined channels is expressed therefore as the product of the individual likelihood functions. Correlations
The results for each dilepton channel and for the combined sample are presented in table 4. The uncertainties reflect statistical and systematic sources, and the uncertainty on integrated luminosity. The measurements from the three dilepton channels are consistent within their uncertainties. The combined result from the PLR method is $161.9 \pm 2.5 \text{ (stat.)} ^{+5.1}_{-5.0} \text{ (syst.)} \pm 3.6 \text{ (lumi.) } \text{ pb}$.

8.2 Measurement of $\sigma_{t\bar{t}}$ using a counting analysis

The $t\bar{t}$ production cross section is also measured by counting events and applying the expression:

$$\sigma_{t\bar{t}} = \frac{N - N_B}{A\mathcal{L}} ,$$

where $N$ is the total number of dilepton events observed in data, $N_B$ is the number of estimated background events, $A$ is the mean acceptance multiplied by the selection efficiency and by the branching fraction $B(t\bar{t} \rightarrow \text{dilepton final state})$, for all produced $t\bar{t}$ events, and $\mathcal{L}$ is the integrated luminosity. The measurement is performed separately for each dilepton channel and the individual channels are combined using a BLUE procedure [50]. While the
Table 4. Measured $\sigma_{\ell\ell}$ in pb for a top quark mass of 172.5 GeV for each of the dilepton channels, as well as for their combination. The quoted uncertainties are, respectively, from statistical and systematic sources and the contributions from integrated luminosity.

<table>
<thead>
<tr>
<th>Channel</th>
<th>PLR method</th>
<th>Counting analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>ee</td>
<td>$168.0 \pm 6.6^{+7.6}_{-7.0} \pm 3.7$</td>
<td>$165.9 \pm 6.4 \pm 7.0 \pm 3.6$</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>$156.3 \pm 5.6^{+7.7}_{-6.6} \pm 3.5$</td>
<td>$153.8 \pm 5.4 \pm 6.6 \pm 3.4$</td>
</tr>
<tr>
<td>e$\mu$</td>
<td>$161.9 \pm 3.1^{+5.8}_{-5.4} \pm 3.6$</td>
<td>$161.6 \pm 3.1 \pm 5.6 \pm 3.6$</td>
</tr>
<tr>
<td>Combined</td>
<td>$161.9 \pm 2.5^{+5.1}_{-5.0} \pm 3.6$</td>
<td>$161.0 \pm 2.6 \pm 5.6 \pm 3.6$</td>
</tr>
</tbody>
</table>

PLR method adjusts the jet and the b-tagged jet multiplicities without applying specific b-tagging selections, the counting analysis requires at least one b-tagged jet in an accepted event. This enriches the purity of the $t\bar{t}$ signal in the data sample, but leads to only 5% loss in the number of $t\bar{t}$ events. The values of $N$, $N_B$, and $A$ are given in table 3.

The cross sections measured with this method are given in table 4. As for the PLR method, the systematic uncertainties are described in section 6 and summarized in tables 2 and 3. A breakdown of the statistical and systematic uncertainties contributing to the combined measurement is given in table 5. The measurements agree very well with those based on the PLR method.

Compared to the PLR method, the analysis presented in this section follows an alternative approach that leads to a slightly less sensitive measurement. The PLR and the counting analysis measurements are not combined since they are highly correlated: both are extracted from almost the same data sample, and are affected by essentially the same systematic uncertainties.

8.3 Cross section and mass of the top quark

As the acceptance for $t\bar{t}$ signal depends on the top-quark mass, the measured $t\bar{t}$ cross section also depends on the value of the top-quark mass used to simulate $t\bar{t}$ events. The results presented in table 4 for both the PLR and the counting analysis use a top-quark mass of 172.5 GeV without any additional uncertainties attributed to this quantity.

The dependence of the cross section on $m_t$ in the range 160–185 GeV is studied by measuring $\sigma_{t\bar{t}}$ in $t\bar{t}$ samples simulated at different $m_t$ values. The cross-section dependence can be parametrized as

$$\frac{\sigma_{t\bar{t}}}{\sigma_{t\bar{t}}(m_t = 172.5)} = 1.00 - 0.008 \times (m_t - 172.5) - 0.000137 \times (m_t - 172.5)^2.$$  (8.3)

For completeness, the combined cross section is also extracted using the PLR method at the currently accepted value $m_t = 172.9 \pm 0.6$ (stat.) $\pm 0.9$ (syst.) GeV [16], which yields a cross section of $\sigma_{t\bar{t}} = 161.3 \pm 2.5$ (stat.) $^{+5.3}_{-5.2}$ (syst.) $\pm 3.6$ (lumi.) pb, where the systematic uncertainty also accounts for the uncertainty on the value of $m_t$. 

---

[Table 4 content]
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<th>Channel</th>
<th>PLR method</th>
<th>Counting analysis</th>
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<tbody>
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<td>$168.0 \pm 6.6^{+7.6}_{-7.0} \pm 3.7$</td>
<td>$165.9 \pm 6.4 \pm 7.0 \pm 3.6$</td>
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</tr>
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<td>$161.9 \pm 2.5^{+5.1}_{-5.0} \pm 3.6$</td>
<td>$161.0 \pm 2.6 \pm 5.6 \pm 3.6$</td>
</tr>
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Table 4. Measured $\sigma_{\ell\ell}$ in pb for a top quark mass of 172.5 GeV for each of the dilepton channels, as well as for their combination. The quoted uncertainties are, respectively, from statistical and systematic sources and the contributions from integrated luminosity.

PLR method adjusts the jet and the b-tagged jet multiplicities without applying specific b-tagging selections, the counting analysis requires at least one b-tagged jet in an accepted event. This enriches the purity of the $t\bar{t}$ signal in the data sample, but leads to only 5% loss in the number of $t\bar{t}$ events. The values of $N$, $N_B$, and $A$ are given in table 3.

The cross sections measured with this method are given in table 4. As for the PLR method, the systematic uncertainties are described in section 6 and summarized in tables 2 and 3. A breakdown of the statistical and systematic uncertainties contributing to the combined measurement is given in table 5. The measurements agree very well with those based on the PLR method.

Compared to the PLR method, the analysis presented in this section follows an alternative approach that leads to a slightly less sensitive measurement. The PLR and the counting analysis measurements are not combined since they are highly correlated: both are extracted from almost the same data sample, and are affected by essentially the same systematic uncertainties.

8.3 Cross section and mass of the top quark

As the acceptance for $t\bar{t}$ signal depends on the top-quark mass, the measured $t\bar{t}$ cross section also depends on the value of the top-quark mass used to simulate $t\bar{t}$ events. The results presented in table 4 for both the PLR and the counting analysis use a top-quark mass of 172.5 GeV without any additional uncertainties attributed to this quantity.

The dependence of the cross section on $m_t$ in the range 160–185 GeV is studied by measuring $\sigma_{t\bar{t}}$ in $t\bar{t}$ samples simulated at different $m_t$ values. The cross-section dependence can be parametrized as

$$\frac{\sigma_{t\bar{t}}}{\sigma_{t\bar{t}}(m_t = 172.5)} = 1.00 - 0.008 \times (m_t - 172.5) - 0.000137 \times (m_t - 172.5)^2.$$  (8.3)

For completeness, the combined cross section is also extracted using the PLR method at the currently accepted value $m_t = 172.9 \pm 0.6$ (stat.) $\pm 0.9$ (syst.) GeV [16], which yields a cross section of $\sigma_{t\bar{t}} = 161.3 \pm 2.5$ (stat.) $^{+5.3}_{-5.2}$ (syst.) $\pm 3.6$ (lumi.) pb, where the systematic uncertainty also accounts for the uncertainty on the value of $m_t$. 

---

[Table 4 content]
<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty on $\sigma_{t\bar{t}}$(pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diboson</td>
<td>0.4</td>
</tr>
<tr>
<td>Single top</td>
<td>2.3</td>
</tr>
<tr>
<td>Drell-Yan</td>
<td>1.0</td>
</tr>
<tr>
<td>Non-W/Z leptons</td>
<td>0.6</td>
</tr>
<tr>
<td>Lepton efficiencies</td>
<td>1.7</td>
</tr>
<tr>
<td>Lepton energy scale</td>
<td>0.5</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>2.8</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_T$ efficiency</td>
<td>1.9</td>
</tr>
<tr>
<td>b-tagging</td>
<td>1.1</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.7</td>
</tr>
<tr>
<td>Scale of QCD ($\mu$)</td>
<td>1.0</td>
</tr>
<tr>
<td>Matching partons to showers</td>
<td>1.0</td>
</tr>
<tr>
<td>W branching fraction</td>
<td>2.7</td>
</tr>
<tr>
<td>Total systematic</td>
<td>5.6</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>3.6</td>
</tr>
<tr>
<td>Statistical</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 5. Summary of the individual contributions to the systematic uncertainty on the $\sigma_{t\bar{t}}$ measurement for the combined dilepton sample, using the counting analysis. The uncertainties are given in pb. The statistical uncertainty on the result is given for comparison.

9 Summary

A measurement of the $t\bar{t}$ production cross section at $\sqrt{s} = 7$ TeV is presented for events containing $e^+e^-$, $\mu^+\mu^-$, or $e^\pm\mu^\mp$ lepton pairs, at least two jets, and a large imbalance in transverse momentum. The measurement is performed using two approaches: a profile likelihood-ratio procedure and an event-counting analysis that relies on the presence of at least one b-tagged jet. The results from the individual dilepton channels and from the two analysis methods are consistent with each other, and are also found to be compatible with previous published measurements. For the profile likelihood-ratio method, the cross section for the combined dilepton channels amounts to $\sigma_{t\bar{t}} = 161.9 \pm 2.5$ (stat.) $^{+5.1}_{-5.0}$ (syst.) $\pm 3.6$ (lumi.) pb, in agreement with the prediction of the standard model. This result corresponds to the most precise measurement of $\sigma_{t\bar{t}}$ at 7 TeV.
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