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Two-dimensional lattices of \( N \) synchronized oscillators with reactive coupling are considered as high-precision frequency sources in the case where a spiral pattern is formed. The improvement of the frequency precision is shown to be independent of \( N \) for large \( N \), unlike the case of purely dissipative coupling where the improvement is proportional to \( N \), but instead depends on just those oscillators in the core of the spiral that acts as the source region of the waves. Our conclusions are based on numerical simulations of up to \( N = 29,929 \) oscillators, and analytic results for a continuum approximation to the lattice in an infinite system. We derive an expression for the dependence of the frequency precision on the reactive component of the coupling constant, depending on a single parameter given by fitting the frequency of the spiral waves to the numerical simulations.
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I. INTRODUCTION

Frequency sources find uses in applications such as timekeeping, communications, and sensors. Crucial for all applications is the level of frequency precision, and increasing frequency precision is a necessity for improving these technologies. No practical oscillator is ever completely isolated, but subject to stochastic noise: it is this noise that reduces the frequency precision. The frequency precision of oscillators subject to noise is also important in biological systems [1].

Traditional frequency devices (e.g. quartz crystals) have fundamental size limitations: it is a current engineering challenge to increase frequency precision with smaller devices. An alternative frequency technology is the nano-scale mechanical oscillator [2, 3], which is much smaller than current frequency sources but also much less precise. It is a well known property of oscillators that when they are coupled they tend to synchronize [4] to a common frequency. It has been suggested that by coupling \( N \) oscillators the resulting array, treated as a single oscillator, may have enhanced frequency precision [1, 5, 6]. Such a method exploits the fact that the noise sources on constituent oscillators are independent. Therefore, if one were to average over independent oscillators for a long time, the effect of the noise would reduce by \( N^{-1} \). Simply averaging the signal from independent oscillators is not viable since there will be small differences in the natural frequencies due to manufacturing imperfections or natural variability, and so the signal itself would also vanish. Synchronization prevents this, but the collective dynamics of the system becomes non-trivial, and the simple argument for noise reduction does not in general apply.

When coupled, the dynamics of an oscillator become a function of the difference in phase to each oscillator with which it is coupled. Coupling is dissipative if it is an odd function of phase difference, and reactive if an even function [7]: a physical realization may include both components. Reactive coupling causes differences in phase to propagate through the network of oscillators, and the synchronized state is often one of waves propagating away from one or more sources in the lattice [8]. In this situation, it might be anticipated that the frequency precision of the resulting state should depend on properties of these source regions, rather than the lattice as a whole. Masuda et al. [9] demonstrated this for a lattice of identical oscillators except for a small region of higher frequency “pacemakers” they added to act as the source. They showed that the improvement in frequency precision is not the naïve \( N^{-1} \) in the case of nonzero reactive coupling. One of us [10] extended this to the case of a lattice of oscillators with frequency dispersion given by a random distribution: in this case the source is a region that, due to random fluctuation, happens to have a higher average frequency than the surrounding oscillators. Again the improvement in frequency precision was reduced from \( N^{-1} \) and instead scaled as \( N_C^{-1} \) with \( N_C \) the number of oscillators forming the core of the source.

Here we consider oscillators on a two-dimensional lattice. A two-dimensional lattice admits spirals: states with a \( 2\pi n \) phase winding. For such a phase winding the sum of phase differences between neighbors around any closed curve enclosing the spiral center is \( 2\pi n \) where \( n \), the “winding number”, counts the number of arms to the spiral. Since \( n \) is constrained to take integer values and it is an observable property, it may only change if a spiral center migrates off the lattice or if two spirals of opposite winding number collide. Therefore \( n \) is a conserved topological quantity which cannot be changed by normal continuous evolution for a single spiral. Spiral patterns are common features of synchronized oscillators on two-dimensional lattices [8, 11]. In these states the spiral cores act as the sources of the phase waves. In
this paper we will investigate analytically and numerically the frequency precision of a single spiral state. The state may form even in the case of identical oscillators, and we take advantage of this to focus mainly on this simpler case. We do not expect small frequency dispersion of the oscillators to significantly change the spiral state, except perhaps by favoring a particular location of the spiral core, or to change the frequency precision. We have confirmed this by numerical simulation.

It is convenient to use the abstract language of limit-cycle oscillators to discuss frequency sources. A limit-cycle oscillator, in the phase reduction description, is a device with state described by a periodic phase cycle oscillator, in the phase reduction description, is cycle oscillators to discuss frequency sources. A limit-cycle oscillator, for the limit cycle, leading to a change in the uniform rotation. Thus noise is described by a stochastic function $\xi(t)$ acting on $\dot{\theta}$, and it is this noise that leads to the degradation of the frequency precision. The strength of this noise is denoted $f$. The physical signal will be a periodic function of the phase $\theta$. The frequency precision is conveniently quantified by the inverse of the width of the power spectrum of this signal in frequency space. In the synchronized state, we can describe the entire lattice by a single collective oscillator $\Theta(t)$ with mean frequency $\Omega$ and fluctuating component $\Xi(t)$ with strength $F$. The width of the signal obtained from $\Theta$ is the quantity that we wish to calculate. More specifically, we will calculate the “relative frequency precision” $R$ of the collective phase of a single spiral synchronized state as compared to a single constituent oscillator. $R$ is defined as the ratio of the line widths of these two cases.

The relationship of the strength of the noise $F$ acting on the collective phase to measures of the frequency precision of the system, such as the spectral density of fluctuations of a periodic function of the collective phase, is discussed in Ref. [12]. As discussed there, a white noise spectrum leads to diffusion of the collective phase, and a broadening of the spectral peaks at the frequency of the oscillator and its harmonics, which are $\delta$-functions in the absence of noise, into Lorentzians with tails decreasing as $\delta \omega^{-2}$ with $\delta \omega$ the frequency offset from the peak frequency. Colored noise spectra will lead to different power laws for the decrease that are easily calculated from the stochastic equation for the collective phase. The broadening of the spectra of periodic signals measured from individual oscillators locked to the collective phase, or collections of such oscillators, will be similar. These oscillators will show additional fluctuations, which could be calculated from the exponential decay back onto the limit cycle given by the other modes of the system. However these fluctuations do not give a broadening of the $\delta$-function spectral peak of the ideal oscillator, since they do not affect the precision at which the frequency can be identified over the very long time assumed for the calculation of the spectrum, but rather contribute an additional background to the spectrum [13]. This is analogous to thermal fluctuations in a crystal giving a Debye-Waller factor lowering the intensity of Bragg peaks in the diffraction pattern, but not broadening the peaks, which remain $\delta$-functions for an infinite crystal.

This paper is organized as follows: the model is defined in section II, our analytic approach and approximations are described in section III, results of numerical simulation are given in section IV, and in section V these are discussed and conclusions drawn.

II. MODEL

The model used here is the same as that of Ref. [12]. Each oscillator has an index and we define $N_i$ as the set of indices of nearest-neighbor oscillators to $i$. Coupling is via a function $\Gamma(\chi)$. The equations of motion are therefore

$$\dot{\theta}_i = \omega_i + \xi_i(t) + \sum_{j \in N_i} \Gamma(\theta_j - \theta_i).$$

The stochastic noise $\xi_i$ is assumed to be uncorrelated between different oscillators, with a white profile and strength $f$ so that $\langle \xi_i(t)\xi_j(t') \rangle = f \delta(t-t') \delta_{ij}$. We offset the distribution of natural frequencies $\{\omega_i\}$ to have a mean of zero and define its width to be $\sigma$. For most of the paper we take $\sigma = 0$. Our coupling function is one commonly used [8, 11, 12, 14, 15] and has degree of reactive coupling $\gamma$. We choose units of time so that it takes the form

$$\Gamma(\chi) = \sin \chi + \gamma (1 - \cos \chi).$$

Note that for $\gamma = 0$ the coupling can be considered purely dissipative, since the sign of the coupling would reverse under time reversal $t \rightarrow -t, \theta_i \rightarrow -\theta_i$. This is the model studied by Kuramoto [16]. On the other hand, the coupling term proportional to $\gamma$ does not change sign under time reversal, and so can be considered reactive (non-dissipative). This is discussed more fully by Topaj et al. [7]. The full coupling function contains both types of terms.

Reference [12] shows that the relative frequency precision is determined by the ratio of the collective and single phase noise strengths $R = F/f$. This is turn can be calculated [10, 12] by performing a linear perturbation analysis on Eq. (1), with no disorder, to give a linear Jacobian operator $J$. $J$ acts on vectors with components for each oscillator on the lattice. The result is

$$R = \frac{F}{f} = \frac{\mathbf{a} \cdot \mathbf{s}}{\langle \mathbf{a} \cdot \mathbf{s} \rangle}, \quad \mathbf{s} = (1, 1, ..., 1),$$

with $\mathbf{a}$ the zero-eigenvalue adjoint eigenvector, defined by $J^\dagger \cdot \mathbf{a} = 0$. Note also that the normalization of $\mathbf{a}$ in Eq. (3) is unimportant. Here $\mathbf{s}$ is actually the zero-eigenvalue
eigenvector of the Jacobian itself \( J \cdot s = 0 \), normalized in a particular way (see Ref. [12] for more details).

In order to perform the linear stability analysis we require a steady, no-disorder (i.e. \( \xi_i = \omega_i = 0 \ \forall i \)), solution to Eq. (1). With this we may construct \( J \) and solve for \( a \), finally calculating \( R \). We follow this program analytically and numerically, testing the approximations used in the analytic approach against numerical results.

III. ANALYTIC APPROACH

A. Spiral solution

We find an approximate form of the periodic spiral solution \( \theta_i(t) = \theta_i + \Omega t \), with \( \theta_i \) independent of \( t \) and \( \Omega \) the frequency, by approximating the lattice as a continuum. Taking phase differences between neighboring oscillators tending to zero, Eqs. (1) and (2) can be expanded to give this approximation. In the case of zero disorder we find

\[
\dot{\theta}(\mathbf{r},t) = \nabla^2 \theta + \gamma |\nabla \theta|^2. \tag{4}
\]

\( \theta \) is now a field over the lattice and \( \mathbf{r} = (\rho, \varphi) \) is the two-dimensional position vector in polar coordinates. We will quantify this approximation from the form of \( \theta(\mathbf{r},t) \) in a spiral solution below. Units of length have been set by taking lattice constant to be unity.

Following Ref. [11], we look for perfectly-synchronized solutions \( \theta = \Omega t \) to Eq. (4) by linearizing using a Cole-Hopf transformation \( \theta = \Omega t + \frac{1}{\gamma} \ln G(\rho, \varphi) \) giving

\[
\nabla^2 G = k^2 G, \quad k = \sqrt{\Omega \gamma}. \tag{5}
\]

For a spiral centered on \( \rho = 0 \) we separate variables to solve Eq. (5), and require single-valuedness \( \text{(mod } 2\pi) \) on the lattice \( \varphi \rightarrow \varphi + 2\pi \). We also require that all phases be real numbers. The solutions of Eq. (5) that satisfy these conditions are quantised with \( n \) and are found to give

\[
\theta(\rho, \varphi) = \Omega t + n \varphi + \frac{1}{\gamma} \ln K_{in\gamma}(k\rho) + \text{const.}, \quad n \in \mathbb{Z}, \tag{6}
\]

where \( K_{in\gamma}(z) \) is the modified Bessel function of the second kind. The value of \( k \) must be real and positive; the former condition requires \( \Omega \gamma > 0 \), and so the frequency of the spiral is greater (resp. less) than the frequencies of the individual oscillators for \( \gamma > 0 \) (resp. \( \gamma < 0 \)). \( |n| \) represents the number of spiral arms, and we therefore do not form more general solutions of Eq. (4) by superposition of solutions with different \( n \). In Ref. [17] it is shown that spirals obeying Eq. (4) are not stable unless \( n = 1 \).

For large \( k\rho \), Eq. (6) can be approximated as

\[
\theta \approx \Omega t + n \varphi - \frac{k\rho}{\gamma} - \frac{1}{2\gamma} \ln(2k\rho/\pi) + \mathcal{O}((k\rho)^{-1}), \tag{7}
\]

demonstrating the spiral nature of the waves. The large \( k \) asymptotic wave number is \( k/\gamma \). Since \( \Omega \gamma > 0, k > 0 \) the spiral waves are always \textit{outgoing} from the center. For definiteness and without loss of generality, we take \( \gamma > 0 \) and so \( \Omega > 0 \). In a finite system, there will be corrections to Eq. (7) approaching the boundaries: we expect these to be significant within a distance \( \sim k^{-1} \) of the boundaries.

The continuum approximation is good for small phase differences between adjacent oscillators, which requires large \( \gamma \rho \) and small \( k/\gamma \). Note that since \( \omega_i = 0, \ \forall i \), the only feature driving oscillations is the topological phase winding. One therefore expects the oscillation frequency \( \Omega \) to be set in the central region of the spiral, not accessible to the continuum approximation.

B. Jacobian and adjoint eigenvector

We follow the method used in Ref. [12] to calculate the zero-eigenvalue adjoint eigenvector \( a \) of \( J^\dagger \). The Jacobian matrix \( J \) describes the linear phase dynamics about the fixed point phases \( \theta_i \) which define the limit cycle. The components of \( J \) are

\[
J_{ij} = \begin{cases} \Gamma'(\theta_j - \theta_i) & \text{if } j \in N_i \\ -\sum_{l \in N_i} \Gamma'(\theta_i - \theta_l) & \text{if } j = i \end{cases} \tag{8}
\]

with all other components zero. Our analysis will require the adjoint \( J^\dagger_{ij} = J_{ji} \).

The continuum approximation used to find the solution Eq. (6) requires small phase differences between neighboring oscillators. When this is valid the interaction function Eq. (2) can be approximated [11]

\[
\Gamma'(\chi) \approx \gamma^{-1}(e^{\gamma \chi} - 1) \Rightarrow \Gamma'(\chi) \approx e^{\gamma \chi}, \tag{9}
\]

as was also used in Ref. [12]. This approximation agrees with the full expression for \( \Gamma'(\chi) \) up to second order in small \( \chi \). It can be used [12] to implement a Cole-Hopf transformation on the lattice, which then leads to Eq. (5) taking the continuum limit. With this approximate interaction function, the adjoint Jacobian takes the form

\[
J^\dagger_{ij} \approx \begin{cases} e^{\gamma(\theta_j - \theta_i)} & \text{if } j \in N_i \\ -\sum_{l \in N_i} e^{\gamma(\theta_l - \theta_i)} & \text{if } j = i \end{cases} \tag{10}
\]

In order to follow Ref. [12] in solving for \( a \) we would need to make a Cole-Hopf transformation \( Q_t = \exp(\gamma \theta_i) \) in Eq. (10). However note that while Eq. (6) is single-valued \( \text{(mod } 2\pi) \) as \( \varphi \rightarrow \varphi + 2\pi \), such a transformation would produce a multi-valued \( Q_t \). We will see that this leads to an unacceptable solution for \( a \). One could try to make \( Q_t \) single-valued by restricting the range of allowed values for \( \varphi \) to \([0, 2\pi)\) before making the Cole-Hopf transformation. But such a restriction would not be compatible with the approximation of small phase differences used in Eq. (9) as it would lead to \( \mathcal{O}(2\pi n) \) phase differences.
across the $\varphi = 0$ line. The linear $\varphi$-dependence of Eq. (6) therefore prevents us from proceeding in this way.

In order to make progress, we define $\psi(\rho)$ as the radially-dependent part of Eq. (6) so that

$$\theta(\rho, \varphi) = \Omega t + n\varphi + \psi(\rho).$$

(11)

We then note that a pair of nearest-neighbor oscillators $(i, j)$ at large-$\rho$ (where Eq. (6) is a good approximation) satisfy $\varphi_j = \varphi_i + O(\rho_j^{-1})$. As such their phase differences are given by

$$\theta_j - \theta_i = \psi_j - \psi_i + O(\rho_j^{-1}).$$

(12)

These expressions for phase differences remain small for all $\varphi$. Combining these approximations, Eqs. (9,12), the adjoint Jacobian becomes

$$J^\dagger_{ij} \approx \begin{cases} e^{\gamma(\psi_i - \psi_j)} & \text{if } j \in \mathcal{N}_i \\ -\sum_{i \in \mathcal{N}_i} e^{\gamma(\psi_i - \psi_j)} & \text{if } i = j \end{cases}.$$  

(13)

Now Eq. (13) is the same functional form as found in Ref. [12], with no $\varphi$-dependence. As such, one can safely perform a Cole-Hopf transformation $q_i = \exp(\gamma \psi_i)$, which is single valued. Under this transformation the Jacobian takes the form

$$J^\dagger_{ij} \approx \begin{cases} q_i / q_j & \text{if } j \in \mathcal{N}_i \\ -\sum_{i \in \mathcal{N}_i} q_i / q_i & \text{if } i = j \end{cases}.$$  

(14)

from which $a_i \approx q_i^2$ is found by inspection. Here we see why $Q_i$ being multi-valued is unacceptable, as it would have produced a multi-valued adjoint eigenvector. Inverting the Cole-Hopf transformation and inserting the solution (6) we find the adjoint eigenvector $a$ to be given by

$$a \propto [K_{iN}(kr)]^2.$$  

(15)

The $\varphi$ independence of the adjoint eigenvector Eq. (15) is expected. Note that the zero-eigenvalue eigenvector to the Jacobian itself (the continuum version of the vector $s$ in Eq. (3)) is a constant over the lattice, corresponding to the zero mode of a small rotation of all the phases together, and so has no $\varphi$ dependence in an infinite system. Since $a^\dagger \cdot a \neq 0$, the zero-eigenvalue adjoint eigenvector must have the same azimuthal symmetry. In a finite system there will be corrections approaching the boundaries.

We can verify the consistency of this result with a direct continuum calculation. Within the continuum approximation, the Jacobian operator from Eq. (4) is

$$J = \nabla^2 + 2\gamma (\nabla \theta) \cdot \nabla,$$  

(16)

with $\theta$ the steady state spiral solution, Eq. (6), giving the adjoint

$$J^\dagger = \nabla^2 - 2\gamma \nabla \theta \cdot \nabla - 2\gamma \nabla^2 \theta.$$  

(17)

The continuum approximation to $a$ is given by the zero-eigenvalue eigenvector

$$J^\dagger a = 0.$$  

(18)

Similar equations have been studied by Tönjes and Blasius [18]. With $\theta$ of the form Eq. (11), it can be verified by direct substitution that $a(\rho) = e^{2\gamma \psi(\rho)}$ satisfies Eq. (18). Using the explicit form of $\psi(\rho)$ from Eq. (6) again gives Eq. (15).

C. Relative frequency precision

In the continuum approximation the relative frequency precision Eq. (3) approximates to

$$R \approx \frac{\int a^2 dx}{(\int a^2 dx)^2}.$$  

(19)

Using Eq. (15) and integrating over an infinite domain gives

$$R = k^2 F(\gamma),$$  

(20)

where $F(\gamma)$ can be expressed in terms of a Meijer’s G-function. The function is plotted in Fig. 1. The value for $\gamma \to 0$ is $F(0) = 7\zeta(3)/4\pi \approx 0.6096$. The continuum approximation is good for small $\gamma$. In a finite system of $N$ oscillators, since the adjoint eigenvector decays as $e^{-2kr}/\rho$ for large $\rho$, there will also be corrections from the boundaries when $k\sqrt{N}$ is insufficiently large.

D. Spiral frequency

The analytic prediction for the relative frequency precision of a spiral depends on the, as yet unspecified, dependence of $k$ (equivalently, $\Omega$) on $\gamma$. In a pioneering
paper Hagan [17] investigated spiral formation in continuum amplitude-phase equations for collective oscillations. Away from the core of the spiral a nonlinear phase description applies, which is isomorphic to our continuum phase model (4). In the core of the spiral the amplitude becomes suppressed, going to zero at the center of the spiral. As in our work, the frequency of the spiral is arbitrary in the large-distance phase description: Hagan finds the frequency is set by matching to the inner, core region [21]. By matching between the phase-only region, and the inner core region Hagan was able to find the relationship

$$k(\gamma) = 2 \exp \left( -\frac{\pi}{2\gamma} + \alpha \right),$$

(21)

where the constant $\alpha$ is determined by the core structure. We will use this expression, but expect a different value of $\alpha$ due to the different, discrete, nature of our cores. The parameter $\alpha$ will be determined by fitting $\Omega = k^2/\gamma$ to the numerical results.

### IV. NUMERICAL SIMULATIONS

#### A. Approach

![Spiral on lattice of $N = 29,929$ and $\gamma = 0.45$ after evolution to convergence of $r < 10^{-3}$. Colored squares are individual oscillators with phase given by the colorbar.](image)

In order to numerically investigate the relative frequency precision $R$ and frequency $\Omega$ of the synchronized spiral state we simulate square lattices of $N$ oscillators with square unit cells. We will assume, for simplicity, that the spiral is centered on the lattice. For an initial condition we use Eq. (6), with an estimated value of $k$. We evolve the system using numerical integration until convergence; Fig. 2 shows the spiral resulting from one simulation. From a converged state ($\omega_i \approx \Omega \forall i$) $\Omega$ can be found by summing the equations of motion (1). Noting that there are four nearest neighbors per oscillator this gives

$$\Omega = 4\gamma \langle 1 - \cos(\theta_j - \theta_i) \rangle_{j \in \mathcal{N}_i}, \forall i,$$

(22)

To assess convergence we write, when close to synchrony, $\dot{\theta}_i = \Omega(1 + r\delta_i)$ for some set $\{\delta_i\}$ with zero mean and unit standard deviation. As such, $r$ is the ratio of the standard deviation to the mean of the $\{\theta_i\}$, an easily calculable quantity that quantifies the distance from convergence. We define convergence for our simulations when $r < 10^{-3}$, all simulations were run until this condition was met. We investigated a parameter space $14884 \leq N \leq 29929$, $n = 1$, and $0.1 \leq \gamma \leq 0.45$. Smaller values of $\gamma$ produce slower-moving waves and therefore slower convergence. Larger values of $\gamma$ cause spirals to migrate around the lattice and never settle [17].

When a converged solution has been reached the discrete adjoint Jacobian is constructed, $J^\dagger \cdot a = 0$ is numerically inverted to find $a$, and $R$ is calculated.

#### B. Results

![Relative frequency precision $R$ as function of the number of oscillators $N$ in a square lattice for a selection of values of the reactive coupling constant $\gamma$ evenly spaced between 0.29 and 0.43 ($\gamma$ increases up the diagram). For small $\gamma$ and $N$ the data are consistent with $R \propto N^{-1}$ (dashed line), as would be found for the model without reactive coupling. For large enough $N$, the data is consistent with a value of $R$ independent of system size.](image)

A key result of our analysis is that for large enough system sizes $N$ and $\gamma \neq 0$, the improvement in frequency precision becomes independent of the system size, corresponding to the localized nature of the source of the waves, as was found in Refs. [9, 12] for nontopological sources due to inhomogeneities in the lattice. This is shown in Fig. 3. The size needed to reach the large system limit depends strongly on $\gamma$, increasing as $\gamma$ decreases: this is consistent with the increase in the decay
length \((2k)^{-1}\) of the adjoint eigenvector and the rapid decrease of \(k\) with \(\gamma\) predicted by Eq. (21).

Fig. 3 shows only a subset of the numerical data to demonstrate the variation with \(N\). For smaller \(\gamma\) the system sizes accessible to us are insufficient to reach this asymptotic large \(N\) limit. In order to compare with analytic expressions we therefore define a large-\(N\) subset of the data for which the edge effects are ignorable. The “large-\(N\)” data are defined as those simulations satisfying \(k\sqrt{N} > 4\).

![Figure 4: Adjoint eigenvector on a lattice of \(N = 29,929\) oscillators and \(\gamma = 0.4\): \(2\pi a(\rho)\) is plotted on a logarithmic scale as a function of the distance \(\rho\) from the center of the spiral, which is chosen as the interpolated point with maximum \(a\).](image)

To compare with the analytic predictions we first show in Fig. 4 the eigenvector \(a(\rho)\) for a particular simulation run. The spiral center of the converged solution has been defined as the point of maximum \(a\) and the analytic expression (15) has been fitted to the data for \(k\) and a multiplicative constant. The good correspondence and \(\varphi\)-independence justifies the expression for \(a\) (15). The fit is good for \(\rho \gtrsim 2\) (two lattice spacings) lending credence to the continuum approach. Additionally, values of \(k\) fitted in this way agree well with the values of \(k = \sqrt{\Omega\gamma}\) numerically calculated from Eq. (22).

Figure 5 plots these numerical values of \(k\) as a function of \(\gamma\). The “large-\(N\)” data (with larger \(\gamma\), denoted by circles) are those for which edge effects are small. These are well fit by the Hagan expression (21) with the matching constant \(\alpha \approx 0.840\). The complete data set is actually quite well fit by a simple exponential relationship \(k = pe^{q\gamma}\) with \(p \approx 1.20 \times 10^{-3}\) and \(q \approx 10.6\). However, it is clear that when \(\gamma = 0\) we must have \(\Omega = k = 0\) and therefore the true relationship cannot be an exponential, although this fit may be useful to give approximate values of \(k(\gamma)\) in finite systems.

With \(k(\gamma)\) given by Eq. (21) and the fitted value of \(\alpha = 0.84\) we compare in Fig. 6 the predictions of the analytic theory of Section III with the values of \(R\) as a function of gamma given by Eq. (3) and the adjoint eigenvector from the simulations. Deviations of the data from the analytic predictions are expected at smaller \(\gamma\) due to finite size effects (the noise reduction factor becomes \(N^{-1}\) independent of \(\gamma\)) and at larger values of \(\gamma\) due to discrete lattice effects. There is good agreement over the intermediate regime of \(\gamma\), spanning two orders of magnitude in the noise suppression factor. Note that the analytic prediction contains no additional fit parameters once the constant \(\alpha\) is determined from spiral frequency \(\Omega(\gamma)\) in Fig. 5. We also show for comparison an empirical power law fit \(R \approx ak^b\) using the same expression for \(k(\gamma)\): fitting such a power law to the large-\(N\) data produces \(a \approx 0.70\) and \(b \approx 2.14\).
A single simulation was run with finite disorder in natural frequencies. Using a uniform distribution of $\{\omega_i\}$ centered on zero with $\sigma = 0.2$ it was found that convergence to a steady spiral state satisfying $r < 10^{-3}$ was reached in a comparable time to the case without disorder. This confirms that our results apply to real-world cases with nonzero-$\sigma$.

V. DISCUSSION

We have presented results for the enhancement in frequency precision of a two dimensional array of oscillators synchronized in a state of propagating spiral waves. Our results are summarized in Fig. 6. In the presence of propagation $\gamma \neq 0$ we find a frequency precision that is independent of the size of the system for large enough systems, unlike the case of no propagation $\gamma = 0$ where the frequency precision improves in proportion to the total number of oscillators, as would be given by averaging independent noise fluctuations of the individual oscillators. Our result is consistent with the intuition that a core region of oscillators determines the frequency of the spiral state, and the noise acts on this core region to degrade the frequency precision, so that noise averaging is less effective. A similar result was found in Refs. [9, 12] for localized sources that arise due to inhomogeneity in the lattice of oscillators. In the present case the localized spiral source may form depending on initial conditions even in the absence of inhomogeneity, and is topologically robust so then persists indefinitely. This allows us to develop an analytic understanding of the numerical results in the simpler, regular system. For small $\gamma$ the improvement in frequency precision can be significant, down to $R \approx 10^{-5}$ in the lattice sizes we investigated. For larger $\gamma$ the spiral core shrinks, and the improvement in frequency precision is less effective, approaching $R \approx 10^{-2}$ for $\gamma = 0.5$. For even larger values of $\gamma$ the spirals migrate through the lattice [17] (we observed this in several simulations when $\gamma \gtrsim 0.6$), leading to an unsynchronized state.

We have used a phase reduction model to describe the oscillators. Since the key effect is the long time diffusion of the collective phase, our main conclusions will apply with small modifications to more general models such as amplitude-phase models, or full descriptions of the individual oscillator equations. The core region of the spirals, where the oscillator phases deviate from the continuum phase description, will be depend on the details of the model. For small $\gamma$, where the continuum analytic approximation applies, this will change the constant $\alpha$ in Eq. (21), which is given by matching to the core region, but not other results that depend only on the properties of the spiral far from the core.

In the presence of weak disorder, we expect our conclusions will continue to hold, as we have verified by numerical simulation. With this disorder, however, the spiral core may migrate to a preferred location in the array driven by the disorder but impeded by lattice pinning. For stronger disorder we expect a competition between the localized sources of Ref. [12] and the spiral sources. Typically in such nonlinear wave systems it is the higher frequency sources that win such a competition for $\gamma > 0$ [19]. This can be understood from the motion of the shocks that form between the regions of waves emanating from the different sources in a Cole-Hopf analysis of the continuum description. Discrete lattice effects may tend to pin the shocks, leading to the possibility of more than one source persisting to long times, again giving an unsynchronized state.

An interesting extension of our work would be to the multi-spiral states that are often seen in numerical simulations from random initial conditions. Even in a system without disorder, the question arises of whether such a state is a periodic (synchronized) state of stationary spirals, or a chaotic state of dynamic spirals as is seen in other spiral wave systems for some parameter values [20]. In the presence of disorder the individual spirals, even if stationary, might be expected to have different frequencies, determined by the local environment of their cores, giving an unsynchronized state. On the other hand, the interaction of the spirals through the shocks between them might tend to lock the frequencies, returning the system to a synchronized state.

A further extension would be to study larger noise strengths. As in Ref. [12], our analysis of the effect of noise on the frequency precision is restricted to the small noise limit, where the noise acts on the free collective phase variable, but is ineffective in jumping the system over barriers such as would lead to noise driven diffusion of the spiral core. The rate of such processes scale as $e^{-\Delta/\delta}$ with $\Delta$ a measure of the barrier height, and $\delta$ the noise strength, and so becomes vanishingly small for small enough noise.
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[21] Hagan’s method of solving the nonlinear phase equation is different to ours: he defined “middle” and “outer” regions with different solution forms in the two regions, with some constants set by matching between these two regions. Both regions are described by our Bessel function solution derived from the Cole-Hopf transformation.