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I. INTRODUCTION

To initiate chemical reactions in an energetic material, sufficient energy must be deposited for bond breaking. Bowden and Yoffe first showed that the bulk heating due to mechanical impact was inadequate, and proposed that above-average heating in small regions, termed as “hotspots,” provided sufficient energy density to start reaction locally. Hotspots are expected to play a key role in single crystal and nanocrystalline PETN with regular hexagonal, irregular hexagonal, and random GB patterns, are subjected to shock loading at different shock strengths. In single crystals, shock-induced plasticity is consistent with resolved shear stress calculations and the steric hindrance model, and this deformation leads to local heating. For regular-shaped hexagonal columnar nanocrystalline PETN, different misorientation angles lead to activation of different/same slip systems, different deformation in individual grains and as a whole, different GB friction, different temperature distributions, and then, different hotspot characteristics. Compared to their regular-shaped hexagonal counterpart, nanocrystalline PETN with irregular hexagonal GB pattern and that with random GBs, show deformation and hotspot features specific to their GBs. Driven by stress concentration, hotspot formation is directly related to GB friction and GB-initiated crystal plasticity, and the exact deformation is dictated by grain orientations and resolved shear stresses. GB friction alone can induce hotspots, but the hotspot temperature can be enhanced if it is coupled with GB-initiated crystal plasticity, and the slip of GB atoms has components out of the GB plane. The magnitude of shearing can correlate well with temperature, but the slip direction of GB atoms relative to GBs may play a critical role. Wave propagation through varying microstructure may also induce differences in stress states (e.g., stress concentrations) and loading rates, and thus, local temperature rise. GB-related friction and plasticity induce local heating or mechanical hotspots, which could be precursors to chemical hotspot formation related to initiation in energetic materials, in the absence of other, likely more effective, means for hotspot formation such as void collapse. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4825400]
states that, for insensitive shock orientations, the readily accessible slip systems relieve the shear stresses imparted by shock wave passage, whereas for sensitive orientations, the lack of available slip systems leads to hindered shear. The inability to relieve shear stresses gives rise to close intermolecular contacts that facilitate bond breaking and subsequent reactions.

Winey and Gupta developed an anisotropic continuum model to describe the thermomechanical response of unreacted PETN single crystals subjected to shock wave loading. Eason and Sewell performed MD simulations of shock waves in crystalline PETN using a nonreactive force field. They characterized the mechanical deformation processes for shocks along [100] and [001] directions. Zybin and co-workers used the ReaxFF reactive force field to determine the primary PETN reaction products resulting from shock compression and rapid compression and shear. They determined that NO2 is the primary reaction that occurs following strong shock loading along the [100] direction. In the compress-and-shear simulations, they observed a higher temperature and stress jump for the sensitive orientations, attributed to the close intermolecular contacts.

Grain boundaries (GBs) are ubiquitous in crystalline energetic materials and may play an important role in hotspot formation. Nonetheless, their role in the thermal-mechanical-chemical response of shocked energetic materials has never been investigated. In this article, we report MD simulations of shock response of single crystal and nanocrystalline PETN using a CG model, which reduces computational cost while retaining reasonable accuracy, necessary for simulations of large polycrystalline systems. Recently, Arman et al. applied a CG-MD shock simulations to polymers, and Izvekov et al. performed multiscale CG simulations on RDX. Our objective is to characterize in atomic detail the mechanical deformation at GBs and in grain interiors, and make connections to hotspot formation. These "mechanical" hotspots may be the initiation zones of chemical reactions, leading to "chemical" hotspots and then detonation. "Chemical" hotspots cannot be simulated with current CG model, and reactive force fields are necessary for this purpose. We find that GBs enhance greatly the formation of mechanical hotspots via GB friction and GB-initiated crystal plasticity, suggesting GB-related deformation as a plausible mechanism for hotspot formation in energetic materials. Section II addresses the methodology of CG-MD simulations and data analysis, followed by results and discussion in Sec. III. Conclusions are presented in Sec. IV.

II. METHODOLOGY

We use the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS), and a CG model by Gee et al. in our MD simulations. Figures 1(a) and 1(b) display the molecular structure of PETN and corresponding CG representation, as well as the CG unit cell. The crystal structure is body-centered tetragonal; the lattice parameters are a = b = 9.38 Å, c = 6.7 Å, and α = β = γ = 90°. In the CG model, each NO2 group in a PETN molecule is lumped into a pendent “B” bead, and the remaining atoms are grouped into a central “A” bead. For the interactions between the coarse-grained beads, we consider only the intramolecular A–B bond interaction, described with the harmonic form $E_{\text{bond}}(r_{\text{AB}}) = K_{\text{bond}}(r_{\text{AB}} - b_{\text{AB}}^0)^2$; and the A–B nonbond, van der Waals interaction in 12-6 Lennard-Jones form, $E_{\text{vdW}}(r_{\text{BB}}) = \varepsilon_{\text{BB}}[(\sigma_{\text{BB}}/r_{\text{BB}})^{12} - 2(\sigma_{\text{BB}}/r_{\text{BB}})^{6}]$. Here, $r_{\text{BB}}$ denotes the distance between two beads. In our simulations, $\varepsilon_{\text{BB}} = 1.38$ kcal/mol and $\sigma_{\text{BB}} = 4.81$ Å. The bond interaction parameters $K_{\text{bond}}$ and $b_{\text{AB}}^0$ are assigned generic values of 20.0 kcal/mol and 2.6 Å, respectively. All other interactions, including the B–A–B angle term, and intermolecular A–A and A–B interactions, are neglected. The effective masses for A and B beads in atomic mass units are 132.12 and 46.0052, respectively. The accuracy of the CG model for PETN was examined in Ref. 20, including hydrostatic compression to 10 GPa. The slip systems as resolved from our shock simulations are also consistent with independent studies with all-atom MD simulations, experiments, steric hinderance model, and continuum model (see discussion below). Despite its simplicity, this CG model is of reasonable accuracy for plastic deformation.

Our PETN shock simulations employ columnar nanocrystalline configurations. They are chosen for the convenience of structure analysis and visualization, circumventing the complexities of three-dimensional (3D) random GBs without compromising our insights into the underlying physics. The nanocrystals are constructed with the Voronoi method. In this method, a set of grain centers is first specified, and for each center there is a corresponding region consisting of all atoms closer to that center than to any other centers. The formal definition is

$$G_i = \{A \in S | d(A, C_i) \leq d(A, C_j) \text{ for all } j \neq i\}.$$  

Here, $S$ is a space created with a distance function $d$, $A$, $G_i$, and $C_i$ denote atoms, grain $i$, and grain center $i$, respectively.

FIG. 1. Molecular, crystal, and nanocrystalline structures of PETN. (a) Molecular structure of PETN, and its CG representation with “A” and “B” beads. (b) CG-model unit cell viewed along [001]. (c) Hexagonal columnar nanocrystalline configuration of PETN containing three types of grains (1–3). Color coding denotes crystal orientation.
GBs may form polygons of different shapes due to different grain centers chosen, and different number of grains may be resulted.

A unit columnar nanocrystalline configuration with regular-shaped hexagonal grains and tilt GBs is shown in Fig. 1(c). The rotation axis is [001], and type-1 grains are the reference grains. Type-2 and 3 grains are rotated along the L-axis (i.e., [001]) by $-\theta$ and $\theta$ relative to type-1 grains, respectively. Here, $\theta$ is the rotation angle or angular misorientation. The cross section is about 100 nm $\times$ 60 nm $\times$ 4 nm, respectively, along the $T_1$, $T_2$, and $L$-directions [Fig. 1(c)]. The $T_1$-$T2$-direction is essentially the zigzag/armchair direction in a honeycomb structure. Different shock orientations (the $T_1$, $T_2$, and $L$-directions) and angular misorientations are explored in our simulations. The unit configurations are replicated along the shock directions. The dimensions along the shock direction are about 200 nm (800 000 atoms), 240 nm (1 600 000 atoms), and 100 nm (10 000 000 atoms), respectively, for the $T_1$, $T_2$, and $L$-direction shocks. We also examine shock response of single crystals, and the configurations are about 350 nm $\times$ 20 nm $\times$ 20 nm ($\sim$2 000 000 atoms). The resulting configurations are annealed, relaxed, and finally thermalized at the ambient conditions with the constant-pressure-temperature ensemble and 3D periodic boundary conditions.

Shock waves are driven by a rigid piston from the left, which is accelerated from 0 to a terminal velocity $v_p$ within 10 ps, and then stays at this velocity. The shock simulations are performed with the microcanonical ensemble. The shock loading direction is denoted as the $x$-axis, and the other two orthogonal axes, the $y$- and $z$-axes. In the single crystal cases, the crystallographic plane normal to the shock direction is referred to as the shock plane for simplicity. Periodic boundary conditions are applied only along the $y$- and $z$-axes. The time step for integration of the equation of motion is 1 fs, and the run durations are up to 100 ps.

We perform 1D and 2D binning analyses to resolve spatially such physical properties as density ($\rho$), stress tensor ($\sigma_{ij}$), particle velocity ($u_i$), and temperature ($T$) profiles at different stages of compression. In the cases of columnar nanocrystalline PETN, averaging along the $z$-axis or [001] is applied for 2D analysis. The bin size is about 8 Å. To calculate $T$ and $\sigma_{ij}$ within each bin, we need to remove its center-of-mass velocity, $\bar{v}_i$ ($i = x$, $y$, and $z$), or apply corrections: $\Delta T = -(m/3k_B)(\bar{v}_x^2 + \bar{v}_y^2 + \bar{v}_z^2)$, and $\Delta \sigma_{ij} = -(Nm/V)\bar{v}_i \bar{v}_j$, where $m$ is the atomic mass, $V$ is the bin volume, and $N$ is the number of atoms in the volume under consideration.

The atomic-level deformation can be characterized with the slip vector:

$$s_i = -\frac{1}{n_s} \sum_{i \neq j}^n (x_{ij} - X_{ij}).$$

Here, $n$ is the number of the nearest neighbors to atom $i$, $n_s$ is the number of the slipped neighbors $j$, and $x_{ij}$ and $X_{ij}$ denote the vector (between atom $i$ and $j$) difference in current and reference configurations, respectively. The reference configurations are the preshock structures. Similarly, the maximum relative displacement (MRD) is defined as

$$s_i = x_{ij} - X_{ij} : |x_{ij} - X_{ij}|_{\text{max}}.$$  

The latter definition is used in our analysis, and the scalar slip is $s_i = |s_i|$. When calculating MRD, we consider only A-type beads.

We use resolved shear stress (RSS) for discussing plastic deformation mechanisms. RSS is defined as the component of shear stress, resolved in the direction of slip on the corresponding slip plane. RSS reflects the driving force for shear deformation. The full stress tensor in a selected region (e.g., the supported shock region) is calculated via averaging all the bins in this region, for a given frame; we then find or choose a relevant slip system, and project this stress tensor onto the slip plane along the slip direction to obtain RSS.

### III. RESULTS AND DISCUSSION

Shock loading is applied at several piston velocities. We explore $u_p = 0.3$ km/s $- 2.0$ km/s for single crystal PETN, and two representative piston velocities, 1.0 km/s and 1.5 km/s, for columnar nanocrystalline PETN. We perform 1D and 2D binning analyses as well as deformation analysis, and examine the shock equation of state, wave propagation, slip systems in single crystals, plastic deformation, hotspots, and the microstructure effects including GB characteristics and anisotropy. We present the results in Figs. 2–15 and Table I, along with discussions where appropriate.

#### A. Single crystal PETN

We first discuss single crystals, since they are constituents of a polycrystalline solid, and their slip systems are particularly relevant. They can also be used for checking the accuracy of the CG model. Figure 2 shows the shock velocity–particle velocity ($u_p - u_s$) relations of single crystal PETN for five low-index shock planes: (100), (110), (001), (101), and (111), including MD simulation and experimental results.

![FIG. 2. Shock velocity ($u_p$) vs. particle velocity ($u_s$) for single crystal PETN obtained from MD simulations (open symbols) and experiments (dots, Refs. 59–61). The line represents the linear fitting to the experimental results: $u_s = 2.69 + 1.36u_p$, in km/s. Only the plastic wave speeds are plotted for clarity.](image-url)
The Hugoniot states, where the system has achieved thermal and mechanical equilibria within MD time scales, are obtained from the plateau regions in the $u_x(x)$ profiles (e.g., Fig. 3) and Hugoniot jump conditions. PETN single crystals show pronounced anisotropy in elasticity and plasticity in terms of wave speeds, Hugoniot elastic limit (HEL), and features in the $u_x-u_p$ plots. For the (100), (101), and (111)
FIG. 7. 2D distribution of temperature in regular hexagonal columnar nanocrystalline PETN with different $\theta$, averaged over the $L$-direction for the $T_1$-direction loading at $u_p = 1.5$ km/s. The white dotted lines indicate the approximate locations of grain boundaries. Shock direction: left $\rightarrow$ right.

FIG. 8. 2D distribution of MRD in regular hexagonal columnar nanocrystalline PETN with different $\theta$, for the $T_1$-direction loading at $u_p = 1.0$ km/s, for different angular misorientations ($\theta$). Shock direction: left $\rightarrow$ right. MRD is in Å.

FIG. 9. Atomic configurations of regular hexagonal columnar nanocrystalline PETN for the $T_1$-direction loading with $u_p = 1.5$ km/s, for $\theta = 20^\circ$ (a) and $40^\circ$ (b). Shock direction: left $\rightarrow$ right. MRD is in Å. GBs $A - C$ correspond to $A - C$ in Fig. 7.

shocks, the elastic-plastic or two-wave structure is observed at the intermediate shock strengths, and the plastic wave overtakes the elastic precursor at high shock strengths (Figs. 2 and 3). Only the plastic wave speeds are plotted in Fig. 2 for clarity. However, the (110) and (001) shocks only show single-wave structures, likely due to the small difference in elastic-plastic wave speeds, and limited sample lengths which are insufficient for separating the elastic and plastic waves at MD time scales. In the plastic regime, the anisotropy as seen in the $u_e - u_p$ plot diminishes, indicating the isotropy of PETN when the plasticity is well achieved. The MD results are in accord with the experimental data\textsuperscript{59, 60} in the plastic regime for high shock strengths, a manifestation of the high accuracy of the CG model for PETN. At low shock strengths, the plastic wave speeds from MD simulations are substantially lower than the experimental results for (111), (101), and (100). The deviation at lower shock strengths (indicated by the arrow in Fig. 2) for certain, not all, shock orientations is a common phenomenon in MD simulations of plastic shock waves in single crystals with certain orientations, including Lennard-Jonesium and metals described
FIG. 10. Vector plots of MRD on selected grain boundaries in regular hexagonal columnar nanocrystalline PETN with different $\theta$, for the T1-direction loading at different $u_p$. Shock direction: left $\rightarrow$ right. MRD is in Å. (a)–(c) correspond to A–C in Fig. 9, respectively. (d) refers to the GB in Fig. 6 indicated by the arrow.

FIG. 11. 2D distribution of temperature in regular hexagonal columnar nanocrystalline PETN with different $\theta$, averaged over the L-direction for the T2-direction loading at $u_p = 1.0$ km/s (a) and 1.5 km/s (b). The white dotted lines indicate the approximate locations of grain boundaries. Shock direction: left $\rightarrow$ right.

by accurate embedded-atom-method (EAM) potentials (e.g., Ta).62, 63 This deviation is not due to the deficiencies in the force fields, but rather the unavoidably high strain rates (short time scale) in such simulations, which give rise to incomplete plasticity, underdeveloped plastic wave, and thus undervalued plastic wave strength and wave speed.

To examine the plastic deformation of PETN single crystals in more detail, we utilize MRD analysis at atomistic scales. Figure 4 shows snapshots for different shock planes ($u_p = 0.5$ km/s). For elastic deformation, MRD is negligible, while it increases substantially with increasing degree of plastic deformation. MRDs for (110) and (001) loading are around zero, indicating elastic deformation. By contrast, the MRD distributions display two distinct regions (elastic and plastic), and MRDs are about 3–12 Å in the plastic region. This result is consistent with expectations from the steric hindrance model. In our simulations, shocks on the “sensitive” (110) and (001) planes do not activate any slip systems, so little or no inelastic deformation occurs [Figs. 4(b) and 4(c)], and the strain energy from the shock is stored due to large “steric hindrance.” To the contrary, shocks on the “insensitive” (100), (101), and (111) planes do activate slip systems with the shear stresses relieved, leading to pronounced inelastic deformation evident in Figs. 4(a), 4(d), and 4(e).

It is useful to identify the exact slip systems from MRD for different shock planes. We use the (001) shock as an example (Fig. 5). Figure 5(a) shows that at least three slip systems
are activated. We take a slip plane indicated by the arrow in Fig. 5(a), and plot the atomic configuration and slip vectors projected onto the slip plane [Fig. 5(b)]. The slip plane, (101), intersects with another slip plane, so two slip directions are identified, [011] and [101]. A slip system (101)[101] is then determined. The slip systems directly identified from our shock simulations for different shock planes are listed in Table I.

For each slip system, RSS or the driving force for shear deformation can be calculated. Shocks along different orientations may activate different or same slip systems, but highly likely, involve different RSS. For seven shock planes, we calculate the stress tensors of the shocked zone in a single crystal loaded at \( u_p = 0.3 \) km/s, where no inelastic deformation occurs in all these shock planes. We then project the stress tensor onto different slip systems, either identified from our simulations or taken from literature, to obtain RSS. Table I lists the RSS results of selected slip systems for seven shock planes.

A higher RSS normally indicates more ease in activating a slip system (there are exceptions, though). For a given shock strength, the RSS values of the slip systems that have been observed in our simulations are relatively higher than those of other slip systems (Table I), since they are relatively easier to activate. The RSS for “insensitive” (100), (101), and (111) shock planes are significantly higher than those for “sensitive” (110) and (001) planes, i.e., it is easier to activate the slip systems for “insensitive” shock planes than “sensitive” planes. The variations in RSS for different shock planes also explain the anisotropy observed in Fig. 4. The RSS values for (12 5 0) and (4 3 0) shock planes, along with other planes, allow us to see the trend in RSS variations with the angular misorientation, by which a single crystal is rotated around [001] (relative to grain 1 in Fig. 1(c); see discussion in Sec. III B).

The slip systems were discussed previously in independent studies, including indirect experiments, all-atoms MD simulations, and continuum-level models. Although not a direct comparison, our simulations are consistent with these studies. The anisotropy of shock response in single-crystal PETN revealed by our simulations is consistent with the steric hindrance model which was developed by Dick et al. and demonstrated in following studies, including molecular mechanics simulations, MD simulations with all-atom model or ReaxFF, and simulations with continuum-level models.

Plastic deformation nucleates homogeneously in a single crystal upon shock loading. A relevant question is whether such homogeneous nucleation of plasticity can induce mechanical hotspots that lead to chemical spots. It is highly possible since crystal plasticity heating is the most plausible, and possibly the only, means in a shocked single crystal without other defects.

B. Regular hexagonal columnar nanocrystalline PETN shocked along the T1-direction

Shock simulations are performed of columnar nanocrystalline PETN with regular-hexagon-shaped grains and
different angular misorientations ($\theta$), as well as irregular-hexagon-shaped grains. We explore the anisotropy in its shock response with three different loading directions ($T_1$, $T_2$, and $L$). We first discuss nanocrystalline PETN with regular-hexagon-shaped grains loaded along the $T_1$-direction.

Figure 6 shows typical 2D temperature distributions, $T(x, y)$, of nanocrystalline PETN with different angular misorientations, and $u_p = 1.0$ km/s. Local high temperature zones or hotspots form mostly in the GB triple junction regions, and heat conduction raises the temperature in neighboring areas. The evolutions show that, as a shock wave progresses, hotspot temperature is highest at the shock front, and the hotspot features smear via heat conduction into grain interiors behind the shock. The hotspot characteristics vary with angular misorientations. For small $\theta$ ($10^\circ$–$30^\circ$), the hotspots are dominated by GB triple junctions and tilted GBs, but interior temperature becomes comparable to that at GBs for $40^\circ$. The interior temperature also depends on the orientation of individual grains, due to their own deformation, which may or may not be related to GBs. For instance, temperature in type-1 grains is considerably higher than in type-2 and 3 grains in the case of $\theta = 40^\circ$. With increasing $\theta$, the hotspot temperature and grain interior temperature after heat conduction both decrease.

At a higher shock strength ($u_p = 1.5$ km/s; Fig. 7), higher temperatures at GBs and within grain interiors are observed. However, different from the case of $u_p = 1.0$ km/s, the temperature field is homogenized, and more importantly, pronounced hotspots form at GBs and GB triple junctions for large angular misorientations ($\theta = 40^\circ$). The increase in hotspot temperature due to increased shock strength is much less for smaller $\theta$ cases. The hotspot temperature is about 1300 K ($\theta = 20^\circ$) and 1200 K ($\theta = 40^\circ$) for $u_p = 1.0$ km/s, and 2000 K ($\theta = 20^\circ$) and 2800 K ($\theta = 40^\circ$) for $u_p = 1.5$ km/s. The temperature at GB hotspots is much higher than that within grain interiors, for example, it is 2800 K vs. 1200 K for $\theta = 40^\circ$ and $u_p = 1.5$ km/s (Fig. 7).

A natural explanation for different hotspot features observed for different angular misorientations is the differences

---

**FIG. 13.** (a) 2D distribution of temperature in regular hexagonal columnar nanocrystalline PETN, averaged over the $L$-direction for the $T_2$-direction loading with $u_p = 1.0$ km/s at $t = 50$ ps ($\theta = 30^\circ$). (b) and (c) 1D particle velocity profiles of the middle portion of the target [the region bound by black dashed lines in (a)]. The black dashed lines, $AA'$, $BB'$, $CC'$, and $DD'$, in (b) and (c) are noted in (a).

**FIG. 14.** 2D distribution of MRD for regular hexagonal columnar nanocrystalline PETN ($\theta = 30^\circ$) for the $L$-direction loading, viewed along the shock or [001] direction (a), and the $T_1$-direction (b).
FIG. 15. Evolution of 2D distribution of temperature in irregular hexagonal (a) and random-shaped columnar (b) nanocrystalline PETN (θ = 30°), averaged over the L-direction, for up = 1.0 km/s. The white dotted lines indicate the approximate locations of GBs. Shock direction: left → right. (c) and (d) are atomic configurations with MRD coding, for irregular-hexagonal and random-shaped nanocrystalline PETN, respectively.

in plastic deformation (Figs. 8–10), which in turn is due to crystal plasticity or GB deformation (the latter is referred to as “apparent” plasticity). One most important form of the GB

TABLE I. Resolved shear stresses (RSS) in single crystal PETN, for selected slip systems and shock planes. Calculations are done at up = 0.3 km/s. (12 5 0) and (4 3 0) shock planes refer to the single crystals rotated by θ = 22° and θ = 37° relative to the reference grain in Fig. 1(c), respectively.

<table>
<thead>
<tr>
<th>Shock plane</th>
<th>Slip system</th>
<th>RSS (GPa)</th>
<th>Shock plane</th>
<th>Slip system</th>
<th>RSS (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 0 0)</td>
<td>(110)⟨111⟩</td>
<td>0.871</td>
<td>(12 5 0)</td>
<td>(110)⟨110⟩</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td>(110)⟨110⟩</td>
<td>0.603</td>
<td></td>
<td>(110)⟨111⟩</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>(110)⟨110⟩</td>
<td>0.982</td>
<td></td>
<td>(101)⟨111⟩</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>(201)⟨012⟩</td>
<td>0.751</td>
<td></td>
<td>(010)⟨101⟩</td>
<td>0.280</td>
</tr>
<tr>
<td>(0 0 1)</td>
<td>(101)⟨111⟩</td>
<td>0.205</td>
<td>(201)⟨012⟩</td>
<td>0.267</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(101)⟨101⟩</td>
<td>0.268</td>
<td></td>
<td>(110)⟨110⟩</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td>(201)⟨012⟩</td>
<td>0.284</td>
<td></td>
<td>(110)⟨111⟩</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>(110)⟨111⟩</td>
<td>0.001</td>
<td></td>
<td>(101)⟨111⟩</td>
<td>0.084</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>(100)⟨011⟩</td>
<td>0.222</td>
<td></td>
<td>(001)⟨101⟩</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>(101)⟨101⟩</td>
<td>0.175</td>
<td></td>
<td>(201)⟨012⟩</td>
<td>0.226</td>
</tr>
<tr>
<td></td>
<td>(201)⟨012⟩</td>
<td>0.172</td>
<td></td>
<td>(101)⟨111⟩</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>(101)⟨111⟩</td>
<td>0.250</td>
<td></td>
<td>(001)⟨110⟩</td>
<td>0.952</td>
</tr>
<tr>
<td>(1 0 1)</td>
<td>(201)⟨012⟩</td>
<td>0.484</td>
<td></td>
<td>(110)⟨111⟩</td>
<td>0.460</td>
</tr>
<tr>
<td></td>
<td>(001)⟨110⟩</td>
<td>0.445</td>
<td></td>
<td>(201)⟨012⟩</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>(100)⟨011⟩</td>
<td>0.529</td>
<td></td>
<td>(101)⟨111⟩</td>
<td>0.588</td>
</tr>
<tr>
<td></td>
<td>(110)⟨111⟩</td>
<td>0.239</td>
<td></td>
<td>(100)⟨011⟩</td>
<td>0.671</td>
</tr>
</tbody>
</table>

*Slip systems observed at higher shock strength for the current shock plane (the rest slip systems are for other shock planes).

deformation is friction (Fig. 10), for its efficiency in inducing local heating. GB deformation may also be coupled to crystal plasticity since GBs are heterogeneous nucleation sites for dislocations and twins. Crystal plasticity induces local heating as well. Our simulations indicate that GB friction plays a key role in hotspot formation, and crystal plasticity initiated from GBs enhance local heating. As a shock passes by, GB friction may lead to GB-initiated crystal plasticity, but they may occur concurrently and be directly coupled for high shock strengths.

The plastic deformation at GBs and within grain interiors are shown as MRD distributions and MRD vector plot in Figs. 8–10. Crystal plasticity is manifested as dislocations and sometimes nanotwins (Figs. 8 and 9), mainly nucleated from the GBs, while homogeneous nucleation is evident within type-1 grains for θ = 40° (Fig. 9). The slip planes inside the grains are identified as {110} planes. The activated slip systems form “deformation bands” (Fig. 8) or subgrain microstructure at higher shock strengths (Fig. 9). Regarding GB friction, the atoms near GBs may slip primarily on the GBs [Fig. 10(a)], but slip direction may also form an angle with the GBs [Figs. 10(b)–10(d)].

Deformation within individual grains, along with GBs, affects the temperature distributions. Table I shows that RSS of the slip systems (110)⟨110⟩ and (110)⟨111⟩ decreases in the order of (100), (12 5 0) (θ = 22°) and (4 3 0) (θ = 37°) shock planes, i.e., they are more difficult to activate as θ increases. The slip systems are the easiest to activate for type-1 grains, and become more difficult for type-2 and 3 grains. For
a given shock strength, there are fewer slip planes activated for \( \theta = 40^\circ \) than \( \theta = 10^\circ \) or \( 20^\circ \) [e.g., \( u_p = 1.0 \) km/s, Fig. 8]. At a higher shock strength of \( u_p = 1.5 \) km/s, deformation at grain interiors and GBs increases and hotspots of the highest temperature form at GBs for \( \theta = 40^\circ \) (Fig. 7).

We thus can correlate plastic deformation with local temperature. For example, the larger deformation within grains lead to higher interior temperature. Since the slip systems within all types of grains are easier to activate for small \( \theta \), the grain temperature field is more homogenous (Fig. 7). For \( \theta = 40^\circ \), the delayed activation of the slip systems in type-2 and 3 grains help the accumulation of strain energy, and its rapid release upon activation contributes to high temperature hotspot formation at \( u_p = 1.5 \) km/s (Fig. 7). These hotspots, are nonetheless a combined result of crystal plasticity and GB friction (see discussion below), i.e., the deformation in type-2 and 3 grains, coupled with GB frictions, gives rise to the hotspots, although type-1 grains have undergone pronounced deformation even at \( u_p = 1.0 \) km/s. This is consistent with the steric hindrance model for single crystals: although steric hindrance impedes or delays plastic deformation, it leads to energy accumulation, and then violent deformation and heat production at a higher load, yielding sufficiently high local temperature (hotspots) to initiate chemical reaction (high sensitivity). Therefore, sensitivity of single crystals is still relevant in polycrystalline sensitivity.

A high MRD magnitude at GBs indicates high deformation, and normally indicates high temperature. However, there are exceptions, since the slip direction has to be considered. Figure 9 shows three high-slip GB areas, and their magnitudes are in the order of \( A > C > B \); however, the corresponding local temperatures are in the order of \( B > A > C \) (Fig. 7). The major difference is that the slip direction coincides approximately with the GBs for \( A \) and \( C \), while there are appreciable out-of-plane components for \( B \). Since GBs are expectedly less resistant to friction, the deviation of slip from the GB in the case of \( B \) leads to higher friction and temperature. The lower magnitude and less deviation in slip direction from GB for the case of Fig. 10(d) results in a negligible increase in temperature [the arrowed GB, Fig. 6], highlighting the importance of slip direction of GB atoms in inducing frictional heating.

### C. Columnar nanocrystalline PETN: Other loading directions and irregular grain shapes

We also simulate the shock response of PETN with regular hexagonal grains shocked along the \( T2 \)- and \( L \)-directions, and nanocrystalline PETN with irregular hexagonal/random shaped grains and \( \theta = 30^\circ \), shocked along the \( T1 \)-direction.

Figure 11 shows typical temperature fields, \( T(x, y) \), for the \( T2 \)-direction loading of regular hexagonal grained PETN with different misorientation angles at \( u_p = 1.0 \) km/s and 1.5 km/s. The general features are well consistent with the results of the \( T1 \)-direction loading. However, the spatial periodicity of hotspots is more evident for the \( T2 \)-direction loading. As expected, the hotspot temperature is approximately the same as for \( u_p = 1.0 \) km/s, while the hotspot temperature for large \( \theta \) is much higher than that for small \( \theta \) in the case of \( u_p = 1.5 \) km/s.

Similar to the \( T1 \)-direction loading, the mechanisms of hotspot formation are still GB friction and GB-initiated crystal plasticity. Homogeneous nucleation of plasticity in grain interiors induces temperature increase, but this heating effect is much less efficient than GBs. The 2D distributions of MRD for the \( T2 \)-direction loading with \( u_p = 1.0 \) km/s and 1.5 km/s are displayed in Fig. 12. Crystal plasticity is nucleated from GB triple junctions and GBs, and homogeneous nucleation occurs mostly within type-1 grains. The deformation near the GBs and within type-2 and 3 grains decreases with increasing \( \theta \), but the deformation in grain 1 increases. The decreasing deformation in type-2 and 3 grains can be accounted for by the decrease in RSS with increasing \( \theta \). In the absence of inelastic deformation in type-2 and 3 grains which would relieve the shear stress imparted by the shock, strain is accommodated in type-1 grains via the activation of slip systems. When \( u_p \) reaches 1.5 km/s, homogenous nucleation of plasticity increases significantly. Besides crystal plasticity, GB fracture, in particular, the deviation of slip direction away from GBs, is important in hotspot formation, as observed for the \( T1 \)-direction loading.

While hotspot formation is directly related to GB friction and GB-initiated crystal plasticity, and can be explained with RSS and grain orientations, we examine below that wave propagation may also induce differences in local temperature rise, i.e., local rapid loading could contribute to local heating. When a shock wave propagates in a polycrystalline solid, the shock front structure may change dynamically as it traverses different local microstructure. As shown in Fig. 3, the separation between the elastic wave and plastic wave decreases with increasing \( \theta \) [e.g., increasing \( \theta \) in the order of \( 100^\circ \), \( 125^\circ \), \( 45^\circ \), \( 30^\circ \), and \( 10^\circ \) shock planes]. As \( \theta \) increases, the shock front thickness or equivalent shock rise width, \( w \), decreases to nearly zero for the \( 110^\circ \) shock plane with \( \theta = 45^\circ \). This single crystal behavior also manifests itself in wave propagation through a polycrystalline solid; the wave formed in a preceding crystal becomes the loading pulse on the following crystal.

The switch between single- and two-wave structures is illustrated with 1D particle velocity profiles (Fig. 13) along the shock direction in a region prescribed in Fig. 13(a). Figure 13(b) shows the single- to two-wave structure transition when the shock propagates from grains 3 and 2 to grain 1. As the shock encounters \( AA' \) and \( BB' \), the single-wave shock front broadens and flattens (37 ps), and then a well-defined elastic precursor forms (after 38 ps). An opposite case is presented in Fig. 13(c), where the two- to single-wave structure transition occurs when the shock propagates from grain 1 into grains 3 and 2. When the two-wave shock in grain 1 reaches \( CC' \) and \( DD' \), the elastic precursor is suppressed, the particle velocity in the GB region of grains 2 and 3 rises gradually, subsequently forming a single-wave structure. In addition to shock front structure changes, there are corresponding changes in the peak particle velocity as the shock traverses grains with different orientations and thus different impedances.

The dynamic spatial changes in loading (e.g., the shock front structure and peak state) during its propagation can directly affect the spatial characteristics of physical
properties in the region behind the front, including hotspots. As shown in Fig. 13(a), hotspots form within grains 2 and grain 3 in the GB triple junction regions (O and P), and heat conduction also raises the temperature in the neighboring area. Conversely, the temperature in the right portion of the GB region in grain 1 (Q and R) is relatively low when shock enters from grain 1 into grain 2 or 3. This phenomenon is partly due to the steepness (or loading rate) of the shock front before it impinges on the GBs: it is much steeper for the path of grains 2 or 3 → 1 than that of grains 1 → 2 or 3; and another reason is that the peak values (e.g., \( u_p \)) are also higher in grains 2 and 3 than in grain 1. The strain concentrations at the GB triple junctions also contribute to elevated temperatures. The passage of a shock wave induces temperature gradients near GBs, and thermal diffusion continues to achieve thermal equilibrium.

Shock simulations along the L-direction of regular hexagonal columnar nanocrystalline PETN are also conducted. Figure 14 shows MRD for \( u_p = 0.5 \text{ km/s} \) viewed from different directions. As Figure 4(c) shows, there is no inelastic deformation for the (001) shock plane loaded at \( u_p = 0.5 \text{ km/s} \). However, the [101] slip planes are activated in the nanocrystalline PETN, and the slip planes are mainly nucleated from the GBs. Since the loading is the same, including the shock direction ([001]) and loading pulse, for all three grains, the deformation in 3 types of grains is almost identical statistically. At increased shock strengths, high deformation is induced. However, the hotspot formation at GBs or within grain interiors is not marked, since the structure is essentially homogeneous along the shock direction, which lies on the GBs. As a result, stress concentrations, GB friction, and GB-enhanced deformation are fairly limited.

Since grain shapes may affect local wave field and stress/strain concentrations, we examine the shock responses of nanocrystalline PETN with irregular hexagonal [Figs. 15(a) and 15(c)] or random-shaped grains [Figs. 15(b) and 15(d)]. The latter configuration contains a type of grains of a concave polygon shape. Figure 15 shows the 2D temperature distributions and MRD maps for \( u_p = 1.0 \text{ km/s} \). The bulk temperature is approximately the same for regular and irregular hexagonal columnar nanocrystalline PETN; however, the spatial distribution of hotspots is different. Hotspots form not only in the areas expected for regular hexagonal nanocrystalline PETN [A and B in Fig. 15(a)], but also in the new areas (C). The slip planes revealed by MRD are consistent with the regular hexagon case, indicating that the slip systems activated are not sensitive to GB shapes. Figure 15(b) shows the case of random GBs. Its spatial distribution of hotspots differs greatly from the regular/irregular hexagon cases, with strong bias towards grain 1 GBs. The temperature in grain 1 is much higher than that in grains 2 and 3. The stress concentration near the concave edges of the grain account for these observations. In addition, RSS in grain 1 also favors larger deformation than in grains 2 and 3. However, the slip systems activated stay the same. The deformation features shown in Figs. 15(c) and 15(d) are consistent with temperature distributions [Figs. 15(a) and 15(b)].

Our simulations show that high temperature hotspots can be produced at GBs during shock loading, e.g., \( \sim 2800 \text{ K} \) for regular hexagonal nanocrystalline PETN with \( \theta = 40^\circ \) loaded at \( u_p = 1.5 \text{ km/s} \). However, some questions remain open, including the critical temperature at elevated pressures, critical hotspot volume, and critical time scale of sustained temperature (before heat conduction reduces it). In particular, direct, large-scale, ReaxFF simulations of GB and other microstructure effects are highly desirable. We also need to point out that a limitation of the CG model is its reduced number of degrees of freedom in the molecules. As a result, the exact values of temperatures may be affected. Thus, the temperature values should not be taken literally, and rather represent a trend in a semi-quantitative way. A direct comparison of all-atom simulations with some of the CG-MD simulations will be done in the future. While our simulations indeed demonstrate the possible role of GBs in hotspot formation, the limitations should be considered, such as the small grain sizes in our simulations, the complexities of microstructure in real systems, and competing hotspot mechanisms such as void collapse.

IV. CONCLUSIONS

The shocked single crystals show pronounced anisotropy in elastic and plastic deformation. Plastic deformation, slip systems, and resolved shear stresses are characterized. RSS is higher for (110) and (001) shock planes than the (100), (101), and (111) cases, and shock-induced plasticity is consistent with RSS calculations and the steric hindrance model. Plasticity-induced local heating (mechanical hotspots) is expected to lead to chemical hotspots for initiation.

Shock responses of columnar nanocrystalline PETN with regular and irregular hexagonal grains, and with random grain shapes, demonstrate strong anisotropy and varying hotspot characteristics, as well as strong dependence on the angular misorientations. Within the context of microstructure with GBs only, some key points are:

- Mechanical hotspot formation is directly related to GB friction and GB-initiated crystal plasticity, and the exact deformation is dictated by grain orientations and resolved shear stress. While GB friction alone cannot induce mechanical hotspots, the hotspot temperature can be greatly enhanced if coupled with GB-initiated crystal plasticity.

- The magnitude of shearing in terms of MRD amplitude, can correlate well with temperature. This is true for plasticity within grain interiors. However, exceptions do exist for GBs deformation, since smaller slip on the GBs may be much more efficient in friction heating than larger slip on GBs. The slip directions of GB atoms are critical to the efficiency of frictional heating.

- Stress concentrations occur due to heterogeneous structures and drive the deformation, and depend on GB characteristics such as shape and orientation. Wave propagation through varying microstructure may also induce differences in stress states and loading rates, and thus, local temperature rise (e.g., rapid local loading can induce more heating).
GBs are much more efficient in nucleating mechanical hotspots than single crystal plasticity, and the effective volume of materials and temperature are considerable higher.
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