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Abstract. We classify spin structures on the noncommutative torus and find that the noncommutative $n$-torus has $2^n$ spin structures corresponding to isospectral deformations of spin structures on the commutative $n$-torus. For $n \geq 4$ the classification depends on Connes’ spin manifold theorem. In addition, we study unitary equivalences of these spin structures.
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1. Introduction

The different possible spin structures on a differentiable manifold were classified in the work of Milnor [27]; for example, on a (commutative) $n$-torus there exist $2^n$ inequivalent spin structures. No such general classification of spin structures is currently known in noncommutative geometry – this amounts to classifying the possible real spectral triple structures on a $\mathbb{C}^*$-algebra. In this paper we prove that there exist precisely $2^n$ different real spectral triples on a noncommutative $n$-torus, and that these structures are isospectral deformations of spin structures on the commutative $n$-torus.

The noncommutative torus $\mathbb{T}_n^\theta$, or irrational rotation algebra, is one of the first nontrivial examples of a noncommutative topological manifold, given as a deformation of the usual commutative torus [17], [31], [16]. The parameter $\theta$ is a number for a noncommutative 2-torus, and an antisymmetric $(n \times n)$-matrix for higher-dimensional tori.

The analog of putting a spin structure and a metric on this algebra is to enhance it into a real spectral triple in the sense of Connes [8], [9]. This introduces a set of extra parameters $\tau^i$, which are the analogue of the size of the torus. The noncommutative $n$-torus, both topologically and with spin structure, has found many applications in mathematical physics, for example [4], [25] and [3]. A noncommutative spin structure can certainly be constructed by deforming a spin structure on the commutative $n$-torus [13], so the question becomes whether this deformation gives all possible spin structures on the noncommutative $n$-torus.

*The author thanks Gunther Cornelissen for discussions and encouragement, and the referee for pertinent remarks.
In dimension 2, the problem was solved by Paschke and Sitarz [28], Theorem 2.5, who showed that a noncommutative 2-torus admits exactly 4 different real spectral triples (which are deformations of spin structures on the commutative torus). This result can be reformulated as follows: any real spectral triple which is equivariant with respect to a 2-torus action in the sense of [34] (see Section 2.1), is an isospectral deformation of a spin structure on a commutative 2-torus. Note that an equivariant action of an n-torus is different from an n-torus action as in [11], the former is a condition on the spectral triple, the latter is an action along which the algebra is deformed.

Our first result is that the theorem of Paschke and Sitarz holds true in arbitrary dimension:

**Theorem A.** All irreducible real spectral triples with an equivariant n-torus actions are isospectral deformations of spin structures on an n-torus.

The proof of [28], Theorem 2.5, does not generalize readily to higher dimensions. Rather than working with the grading operator, which only gives nontrivial conditions in the even-dimensional case, we use the reality operator first. Then we establish that out of several possible candidate structures only one satisfies the growth condition and compact resolvent condition on the Dirac operator. Also, our proof uses at a crucial point Connes’ reconstruction theorem [10], Theorem 11.5. We describe the spin structures explicitly in Theorem C.

In a celebrated paper [1] (see also [2], Theorem 1), Adams used the classification of independent vector fields on spheres to deduce elementary results on Radon–Hurwitz numbers of certain classes of matrices. Similarly, our Theorem A can be used to prove the following elementary result on Hermitian matrices, for which we do not know an elementary proof:

**Corollary 1.** A set of \((2^b \times 2^b)\) Hermitian matrices \(\{A_i\}_{i=1}^{n}\), where \(n = 2b + 1\), such that the equation
\[
\det(\sum_i x_i A_i) = 0
\]
only has the zero solution \((x_i = 0)_{i=1}^n\) in \(\mathbb{R}^n\) generate a Clifford algebra if and only if
\[
\sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_{i=1}^{n} A_{\sigma(i)} = \lambda \text{Id}_k,
\]
for some nonzero \(\lambda \in \mathbb{R}\).

Once we have obtained a classification, we study equivalences between different real spectral triples on the same noncommutative n-torus. For a commutative n-torus, the diffeomorphisms of a torus act affine on the set of spin structures identified with the vector space \(\mathbb{Z}_{2}^n\), as shown in [15]. In particular, for the commutative 2-torus there are two orbits, one consisting of one element, and the other consisting of three elements. In the case of the noncommutative torus the full diffeomorphism group is
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not known when $n > 2$. Restricting to inner automorphisms of the algebra, we can show the following.

**Theorem B.** Except for a set of $\theta$ of measure 0, the different spin structures of the smooth noncommutative $n$-torus $\mathcal{A}(\mathbb{T}_\theta^n)$ cannot be unitarily equivalent by an inner automorphism of the algebra.

We also compute the action of unitary transformations induced by some outer automorphisms on the spin structures. These are the action of $\text{SL}(2, \mathbb{Z})$ on the noncommutative 2-torus and the flip automorphism on the noncommutative $n$-torus for $n > 2$.

The set of $\theta$ of measure 0 in Theorem B is determined by some Diophantine approximation conditions given in [5], and includes the $\theta$ with only rational entries.

In addition to unitary equivalences of real spectral triples, one could also look at Morita equivalences of real spectral triples [37], Chapter 7.2, even though it is not a true equivalence since it is not symmetric in general, see [12], Remark 1.143. It would be interesting to study Morita equivalences of spin structures on noncommutative tori, especially since all Morita equivalences of the algebra of functions on the smooth noncommutative tori are known [32], [20], Theorem 1.1. We hope to return to this question in the future.

2. Definition of a real spectral triple

Since there are various, slightly different, definitions of real spectral triples, cf. [9], p. 159–162, [37], Chapter 3, [22], Chapter 10, and we need to refer to the conditions unambiguously, we will explicitly state the definition of real spectral triple we use. For the definition of an equivariant spectral triple, see Section 2.1. A spin structure on a manifold $M$, of dimension $n$, is a nontrivial double cover of the principal $\text{SO}(n)$ bundle of orthogonal frames of the tangent bundle $TM$ [26], Chapter II.1. After [10], we know that a real spectral triple is the right noncommutative geometry analog of a spin structure on a manifold.

For a real spectral triple we have the following data:

- a unital Fréchet algebra $\mathcal{A}$, *-isomorphic to a proper dense subalgebra of a $\text{C}^*$-algebra which is stable with respect to the holomorphic functional calculus;
- a separable Hilbert space $\mathcal{H}$ with a representation of $\mathcal{A}$ acting as bounded operators;
- an unbounded self-adjoint operator $D$, called ‘Dirac operator’;
- an antilinear isometry $J$ of $\mathcal{H}$ onto itself, called ‘reality operator’;
- an integer $n \geq 0$, called ‘dimension’;
if \( n \) is even, a self-adjoint unitary operator \( \Gamma \) of \( \mathcal{H} \) onto itself such that \( \Gamma^2 = \text{Id} \), called ‘grading operator’. We call the spectral triple **even** in this case.

These objects also satisfy the Conditions 1 to 9 in order for them to be called a real spectral triple of dimension \( n \).

**Condition 1** (Compact resolvent). The Dirac operator \( D \) has compact resolvent, that is, \( D \) has finite dimensional kernel and \( D^{-1} \) (defined on the orthogonal complement of the kernel) is a compact operator. Furthermore, for all \( a \in \mathcal{A} \), \([D, \pi(a)]\) is a bounded operator.

**Condition 2** (Grading operator). If \( n \) is even, the \( \mathbb{Z}_2 \) grading operator \( \Gamma \) splits the Hilbert space \( \mathcal{H} \) into \( \mathcal{H}^+ \) and \( \mathcal{H}^- \), where \( \mathcal{H}^\pm \) is the \((\pm)\) eigenspace of \( \Gamma \). The operator \( D \) is odd with respect to this operator, \( D \Gamma = -\Gamma D \), and the representation \( \pi \) of \( \mathcal{A} \) on \( \mathcal{H} \) is even, so we can write

\[
\pi(a) = \begin{pmatrix} a & 0 \\ 0 & a \end{pmatrix}, \quad D = \begin{pmatrix} 0 & D^- \\ D^+ & 0 \end{pmatrix},
\]

where \( D^+ \) and \( D^- \) are adjoint to each other.

**Condition 3.** The operators \( J, D \) and \( \Gamma \) satisfy the commutation relations from Table 1, and the operator \( J \) is unitary: \( J^\dagger = J^{-1} \).

<table>
<thead>
<tr>
<th>( n \mod 8 )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J^2 ) = \pm \text{Id} \text{ (} \epsilon_J \text{)}</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>( J D = \pm D J \text{ (} \epsilon_D \text{)} )</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>( J \Gamma = \pm \Gamma J \text{ (} \epsilon_\Gamma \text{)} )</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Condition 4** (Dimension). The eigenvalues \( \mu_k \) of \(|D|^{-1} \), arranged in decreasing order, grow asymptotically,

\[
\mu_k = \Theta(k^{-n}),
\]

where \( n \) is an integer called the dimension.

**Condition 5** (First order condition). For all \( a, b \in \mathcal{A} \) the following commutation relations hold:

\[
[a, J b^* J^\dagger] = 0. \quad (1)
\]

\[
[[D, a], J b^* J^\dagger] = 0. \quad (2)
\]
We will write $b^o = Jb^*J^\dagger$. The above formulas establish that the opposite algebra:

$$\mathcal{A}^o = \{a^o = J^\dagger a^*J \mid a \in \mathcal{A}\},$$

lies within the commutator of $\mathcal{A}$.

Recall that a Hochschild $k$-chain is defined as an element $c$ of $C_k(M, \mathcal{A}) = M \otimes \mathcal{A}^o \otimes M$, with $M$ a bimodule over $\mathcal{A}$. A boundary map $b : C_k \rightarrow C_{k-1}$ is defined as

$$b = \sum_{i=0,k} (-1)^i d_i,$$

$$d_0(m \otimes a_1 \otimes \cdots \otimes a_k) = ma_1 \otimes a_2 \cdots \otimes a_k,$$

$$d_i(m \otimes a_1 \otimes \cdots \otimes a_k) = m \otimes a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_k,$$

$$d_k(m \otimes a_1 \otimes \cdots \otimes a_k) = a_km \otimes a_1 \otimes \cdots \otimes a_{k-1}.$$

Since $b^2 = 0$, this makes $C_k(M, \mathcal{A})$ into a chain complex.

Condition 5 gives a representation of Hochschild $k$-chains $C_k(\mathcal{A}, \mathcal{A} \otimes \mathcal{A}^o)$ on $\mathcal{H}$ by

$$\pi_D((a \otimes b^o) \otimes a_1 \otimes \cdots \otimes a_k) = ab^o[D, a_i] \ldots [D, a_k].$$

**Condition 6** (Orientability). There is a Hochschild cycle $c \in Z_n(\mathcal{A}, \mathcal{A} \otimes \mathcal{A}^o)$ such that $\pi_D(c) = \Gamma$ when $n$ is even, and $\pi_D(c) = \text{Id}$ when $n$ is odd.

**Condition 7** (Regularity). For all $a \in \mathcal{A}$, both $a$ and $[D, a]$ belong to the domain of smoothness $\bigcap_{k=1}^\infty \text{Dom}(\delta^k)$, where the derivation $\delta$ is given by $\delta(T) = [\|D\|, T]$ with $\|D\| = \sqrt{D^*D}$.

**Condition 8** (Finiteness). The space of smooth vectors $\mathcal{H}^\infty = \bigcap_{k=1}^\infty \text{Dom}(D^k)$ is a finitely generated projective left $\mathcal{A}$ module. Also, there is a Hermitian pairing $(\eta|\xi)$ on this module given by

$$\langle \eta, \xi \rangle = \int (\eta|\xi)|D|^{-n},$$

where $f$ is the noncommutative integral (defined for example in [37], Chapter 5).

**Condition 9** (Poincaré duality). The Fredholm index of the operator $D$ yields a nondegenerate intersection form on the $K$-theory ring of the algebra $\mathcal{A} \otimes \mathcal{A}^o$.

Finally, we restrict our attention to *irreducible* spectral triples, that is, the only operators commuting with the action of the algebra and $D$ are the scalars. In the case $\mathcal{A}$ is commutative, this is equivalent to demanding the manifold is connected, see [9], Remark 6 on p. 163.
2.1. Equivariant spectral triples. There are different candidates for the notion of symmetries of noncommutative geometries. One obvious candidate is the group of automorphisms of the algebra $\mathcal{A}$, but for noncommutative algebras this group can be very small, while it seems that there should be more symmetries available. An attempt to enlarge this group of symmetries in an interesting way is the notion of equivariant spectral triples. Equivariant spectral triples were introduced in [34]. One describes symmetries of spectral triples in the form of Hopf algebras. In this paper we are interested in $n$-dimensional spectral triples which are equivariant with respect to a Hopf algebra with $n$ different commuting derivations. This, together with the irreducibility condition, is the analog of a connected compact homogeneous space in commutative geometry.

In the context of Hopf algebras, we shall use Sweedler’s notation for the coproduct: $\Delta h = h_{(1)} \otimes h_{(2)}$. See for example [24], Chapter 3, for an introduction to Hopf algebras and some standard notation. An equivariant real spectral triple is a real spectral triple $(\mathcal{A}, \mathcal{H}, D, J)$ together with a Hopf algebra $H$, with multiplication $\mu$, unit $\eta$, comultiplication $\Delta$, counit $\epsilon$ and antipode $S$, and an antilinear involution $\ast$ making $H$ into a $\ast$-algebra such that

$$\Delta h^* = (\Delta h)^\ast, \quad \epsilon(h^*) = \overline{\epsilon(h)}, \quad (S \circ \ast)^2 = \text{Id}.$$ 

Recall that an $H$-module algebra is an algebra $A$ with a complex linear representation $\rho$ of $H$ on $A$ such that $A$ is a linear space, and $\rho$ respects the algebra structure

$$\rho(h)(a_1a_2) = (\rho(h_{(1)})a_1)(\rho(h_{(2)})a_2)$$

for all $h \in H, a_1, a_2 \in A$. When $A$ is an $H$-module algebra we define an equivariant (left, right) $A$-module to be a (left, right) $A$-module $M$ such that

$$\rho_M(h)(am) = (\rho_A(h_{(1)})a)(\rho_M(h_{(2)})m)$$

for all $h \in H, a \in A, m \in M$. The objects of the equivariant real spectral triple transform in a compatible way under the action of the Hopf algebra:

- The algebra $\mathcal{A}$ is an $H$-module algebra.
- There is a dense subspace $V \subset \mathcal{H}$ such that $V$ is an equivariant left $\mathcal{A}$-module.
- For every $h \in H$, the Dirac operator is equivariant, $[D, h] = 0$ on the (dense) intersection of the domain of $D$ and $V$.
- The action of $H^{\text{op}}$ is well defined on the opposite algebra $\mathcal{A}^\circ$ via the equality $J^{-1}hJ = (Sh)^\ast$.
- If the spectral triple is even, then $[\Gamma, h] = 0$.

In the case of equivariance with respect to a torus action, we take the universal enveloping algebra $U(t^n)$ of the familiar Lie algebra $t^n$ of the $n$-torus. This means that we have a basis of derivations $\delta_i$, with a representation $\rho$ on $\mathcal{H}$ such that for
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\[ a \in \mathcal{A}(\mathbb{T}^n_{\theta}), \quad v \in \mathcal{H}: \]

\[
\begin{align*}
\delta_i \delta_j &= \delta_j \delta_i, & \text{(3a)} \\
\Delta(\delta_i) &= \delta_i \otimes \text{Id} + \text{Id} \otimes \delta_i, & \text{(3b)} \\
\rho(\delta_i)\pi(a)v &= (\pi(\delta_i a) + \pi(a))v, & \text{(3c)} \\
\rho(\delta_i)Dv &= D\rho(\delta_i)v, & \text{(3d)} \\
\rho(\delta_i)Jv &= -J\rho(\delta_i)^*v. & \text{(3e)}
\end{align*}
\]

3. Outline of the classification

The outline of the proof of Theorem A is as follows. First in Section 4 we determine the action of the algebra on the Hilbert space such that the equivariance condition is met. This action is already well known, but we derive it to show that there are no other possibilities. In Section 5 we move to real spectral triples and determine possible forms of the reality operator $J$ by considering the anti-isomorphism $\mathcal{A}(\mathbb{T}^n_{\theta}) \mapsto \mathcal{A}(\mathbb{T}^n_{\theta})^0$ and the equivariance condition (3e). We find several possible families of real spectral triples, only one of which consists of isospectral deformations of spin structures on the commutative torus. In Section 6 we determine the classes of possible Dirac operators for each candidate family of real spectral triples using equivariance of the Dirac operator and the first-order condition, and show that only the isospectral deformation family is compatible with the compact resolvent condition.

In Section 7 we determine that the parameters $\tau$ in the Dirac operators must be linearly independent vectors spanning $\mathbb{R}^n$, using the Hochschild homology condition and earlier results on the Hochschild homology on noncommutative tori. The last step in the classification is done in Section 8, where we use the spin manifold reconstruction theorem to show that the Dirac operator is really a Dirac operator in the sense of spin geometry.

After the classification, we give in Section 9 an explicit description of the constructed real spectral triples on the noncommutative torus.

Finally, in Section 10, we study unitary equivalences of the real spectral triples, and show that unitary equivalences induced by inner automorphisms of the algebra do not change the spin structure for almost all $\theta$. When $n = 2$ we show that the known outer automorphisms do change the spin structure if the real spectral triple is an isospectral deformation of a nontrivial spin structure. When $n > 2$, we show that the flip automorphism cannot change the spin structure.

4. Hilbert space and algebra

We look for possible equivariant representations of the algebra of functions of the smooth noncommutative torus and give a basis of the Hilbert space $\mathcal{H}$ for which
equivariance is obvious. We do not use any special conditions from the definition of a real spectral triple, except that the Hilbert space should be separable.

We denote the noncommutative torus, or more precisely, the algebra of continuous functions on the noncommutative $n$-torus, by $A(\mathbb{T}^n_{\theta})$, where $\theta$ is an antisymmetric real $(n \times n)$-matrix. As Hopf algebra symmetry for which the algebra representation must be equivariant we take the Hopf algebra generated by $n$ independent commuting elements $\delta_1, \ldots, \delta_n$.

The algebra of smooth or continuous functions on the noncommutative torus is generated by unitary elements $U_{e_1}, \ldots, U_{e_n}$ such that

$$U_{e_k} U_{e_l} = \exp(2\pi i \theta_{kl}) U_{e_l} U_{e_k},$$

with $\theta_{kl}$ the component of the matrix at position $(k, l)$. As a short-hand notation, we will write $e(\cdot) = \exp(2\pi i \cdot)$.

The Hopf algebra action of our basis elements on the unitary generators is [34]:

$$\delta_i U_{e_j} = U_{e_j} \text{ if } i = j, \text{ and } 0 \text{ otherwise.}$$

If we interpret the $e_j$ as the $j$-th basis vector of $\mathbb{Z}^n$, we can write more generally unitary elements of the algebra in the form

$$U_x = e(\frac{1}{2} \sum_{k>j} x_j \theta_{jk} x_k)(U_{e_1})^{x_1}(U_{e_2})^{x_2} \ldots (U_{e_n})^{x_n}$$

for $x = \sum x_j e_j$. The Fréchet algebra of smooth functions on the noncommutative torus is a dense subalgebra of this algebra.

Just as for the algebra, we will write $\delta_x$ for the derivation given by

$$\delta_x = \delta_{x_1} \delta_{x_2} \ldots \delta_{x_n}.$$

From the definitions, it is immediate that

$$\delta_x U_y = (x \cdot y) U_y,$$

where $(x \cdot y)$ is the standard inner product on $\mathbb{Z}^n$.

Now we look for a Hilbert space $\mathcal{H}_0$ which is an equivariant left $A_{\theta}$-module. As a basis of $\mathcal{H}_0$ we choose mutual eigenvectors $e_\mu$ of the derivations,

$$\rho(\delta_i) e_\mu = \mu_i e_\mu,$$

where the $\mu$ form a countable subset of $\mathbb{R}^n$.

In order for the spectral triple to be a noncommutative torus, we demand that the action of the algebra is equivariant with respect to a torus action, as in equation (3c). Written out for the unitary generators $U_x$, we see that

$$\pi_0(U_x)e_\mu = u_{x, \mu} e_{\mu + x},$$

with $u_{x, \mu} \in \mathbb{C}$ to be determined. Thus for the minimal irreducible equivariant representation the $\mu$ will lie in a translate of a lattice,

$$\mathcal{H}_0 = \bigoplus_{m \in \mathbb{Z}^n} \mathcal{H}_{\mu_0 + m},$$

(4)
where each $\mathcal{H}_{\mu_0 + \mathbf{m}} \cong \mathbb{C}$. There are no restrictions yet on $\mu_0$, these will be determined later.

Since the $U_x$ should be unitary, we have that

$$\langle e_v, u_{x,\mu} e_{\mu+x} \rangle = \langle u_{-x,v} e_{v-x}, e_{\mu} \rangle \implies u_{x,\mu} \delta_{v,\mu+x} = \overline{u_{-x,v}} \delta_{v-x,\mu}. \quad (5)$$

Finally the definition of $U_x$ in terms of $U_i$ gives the relations

$$u_{x+y,\mu} = e^{(\frac{1}{2}x \cdot \theta y)} u_{x,\mu+y} u_{y,\mu}. \quad (6)$$

**Lemma 1.** Up to unitary transformations of $\mathcal{H}$ any unitary equivariant representation of $\mathcal{A}(\mathbb{T}^n)$ on $\mathcal{H}$ is given by

$$\pi_0^A(U_x)e_\mu = e^{(\frac{1}{2}x \cdot A\mu + x \cdot A\mu)} e_{\mu+x}. \quad (7)$$

with $A$ any $(n \times n)$-matrix such that $A = A^t = \theta$.

Since the representations $\pi_0^A$, given by different matrices $A$ such that $A = A^t = \theta$ are equivalent, we drop the $A$ from the notation, and just write $\pi_0$ for a representation defined by equation (7).

**Proof.** It is clear that for any matrix $A$ the representation given above satisfies the relations (5) and (6). Given two representations $\pi$ and $\pi'$ satisfying the equivariance condition (3c) we can write any element $w \in \mathcal{H}$ as a unique sum $\sum_{x \in \mathbb{Z}^n} \lambda_x \pi(U_x)e_0$ with $(\lambda)_{x \in \mathbb{Z}^n} \in \ell^2(\mathbb{Z}^n)$. In other words, $e_0$ is a cyclic vector with respect to the algebra action. Now construct an operator $T: \mathcal{H} \to \mathcal{H}$ by setting $Te_0 = e_0$ and extending by

$$T w = T \sum_{x \in \mathbb{Z}^n} \lambda_x \pi(U_x)e_0 = \sum_{x \in \mathbb{Z}^n} \lambda_x \pi'(U_x)e_0.$$ 

This is well defined if $\pi$ and $\pi'$ are representations of the same algebra $\mathcal{A}(\mathbb{T}^n)$ since they satisfy the same algebra relation (6), and it is an invertible map on $\mathcal{H}$ because both $\pi(U_x)e_0$ and $\pi'(U_x)e_0$ span the Hilbert space if we take all $x \in \mathbb{Z}^n$. By construction $T^{-1}\pi'(U_x)T = \pi(U_x)$, and it is a unitary transformation because we can calculate

$$\langle Tv, Tw \rangle = \sum_{x,y \in \mathbb{Z}^n} \tilde{\lambda}_x \mu_y \langle \pi'(U_x)e_0, \pi'(U_y)e_0 \rangle
\begin{align*}
&= \sum_{x-y=0} \tilde{\lambda}_x \mu_y \langle \pi'(U_x)e_0, \pi'(U_y)e_0 \rangle \\
&= \sum_{x \in \mathbb{Z}^n} \tilde{\lambda}_x \mu_{-x} \\
&= \langle v, w \rangle,
\end{align*}$$

since $\langle e_x, e_y \rangle = 0$ if $x \neq y$, and the representations $\pi$ and $\pi'$ are unitary.

There might be more unitary equivalences of the algebra, a question which we explore in Section 10, but for now we were only interested in possible representations of the algebra.
5. Reality operator

In this section, we derive conditions on the equivariant reality operator $J$, to give us a real spectral triple. We will only consider conditions following from relations between $\mathcal{A}$, $\mathcal{H}$ and $J$ and the equivariance condition (3e). No use is made of the Dirac operator in this section.

The equivariance condition for $J$ is given in (3e):

$$\rho(l)Jv = -J\rho(l^*)v$$  \hspace{1cm} (8)

for $v \in \mathcal{H}$ and $l$ an element of the Hopf algebra of the symmetries of the non-commutative $n$-torus. For our basic derivations $\delta_i$, we have $\delta_i^* = \delta_i$, so this just means

$$\delta_i J e_\mu = -\mu_i J e_\mu$$  \hspace{1cm} (9)

for all $i$. Since we are working with the representation given in (4), we see that $J$ must map an element $e_\mu$ of the basis to $e_{-\mu}$.

The Tomita involution $J_0(a) = a^*$ [35] gives a commuting representation, but it does not follow the commutation relations in Table 1, so we will have to enlarge our Hilbert space. Define

$$\mathcal{H} := \bigoplus_{j \in I} \mathcal{H}_j.$$  \hspace{1cm} (10)

with each $\mathcal{H}_j$ as in (4) and $I$ an index set. Every nondegenerate representation of an involutive Banach algebra is a direct sum of cyclic representations [36], Proposition I.9.17, and because of the equivariance condition (3c), we get that the only cyclic representations we can consider are the ones given by Lemma 1. We write basis vectors of this Hilbert space as $e_{\mu,j}$ with $\mu \in \mathbb{Z}^n$ and $j \in I$.

For different $j \in I$, lattices spanned by $\mu$ could a priori be shifted by a different amount, satisfying (9), but we will see in Section 6 that this cannot be the case if the spectral triple is irreducible.

We look for an antilinear operator $J$ such that $J^2 = \epsilon J \text{Id}$, with signs as in Table 1, and such that, for every $a \in \mathcal{A}(\mathbb{T}^n_\theta)$, $Ja^*J^{-1}$ commutes with all $b \in \mathcal{A}(\mathbb{T}^n_\theta)$ satisfying equation (1). The image of $\mathcal{A}(\mathbb{T}^n_\theta)$ under the isomorphism $a \mapsto Ja^*J^{-1}$ is denoted by $\mathcal{A}(\mathbb{T}^n_\theta)^0$. We write $U_x^\theta$ for the image of $U_x$.

Firstly, equation (8) has as a consequence that $J$ acts as follows on elements of the basis $e_{\mu,j}$:

$$Je_{\mu,j} = \sum a_{kj}(\mu)e_{-\mu,k}.$$  \hspace{1cm} (11)

We can thus write $Je_{\mu,j} = \Lambda(-\mu)J_0e_{\mu,j}$, with $\Lambda(-\mu)$ some unitary or skew unitary bounded linear functional and $J_0$ an antilinear diagonal operator:

$$J_0ae_{\mu,j} = a^*e_{-\mu,j}.$$  \hspace{1cm}

If we apply $J$ twice, we should get $\epsilon J \text{Id}$, which can be written as

$$J \cdot Je_{\mu,j} = J \Lambda(-\mu)e_{-\mu,j} = \Lambda(\mu)\Lambda^*(-\mu)e_{-\mu,j}.$$
and so we see that
\[ \Lambda(\mu) \Lambda(-\mu)^* = \epsilon_f \text{Id}. \]

By applying \( J \) on a unitary generator \( U_x \) of \( \mathcal{A}_\theta \) we get the following condition on \( \Lambda(\mu) \):

**Lemma 2.** The map \( \alpha \mapsto J\alpha^* J^\dagger \) is an isomorphism into the commutant if and only if for all \( x, y \in \mathbb{Z}^n \):
\[
\Lambda(x + y) = e(x \cdot A y + y \cdot A x) \Lambda(x) \Lambda(0)^\dagger \Lambda(y),
\]
where \( J e_{\mu, j} = \Lambda(-\mu) J_0 e_{\mu, j} \), with \( J_0 \) the Tomita involution, and
\[
\Lambda(x) \Lambda(x)^\dagger = \text{Id}, \quad \Lambda(x) \Lambda(-x)^* = \epsilon_f \text{Id}.
\]

As a consequence we have
\[
U_x^o e_{\mu, j} = e(\mu \cdot A x + \frac{1}{2} x \cdot A x) \Lambda'(x) \Lambda(0)^\dagger e_{\mu + x, j}, \tag{12}
\]
where \( \Lambda(\mu) = e(\mu \cdot A \mu) \Lambda'(\mu) \), and \( \Lambda'(\mu)_{ij} = c_{ij} e(\phi_{ij}(\mu)) \) with \( c_{ij} \in \mathbb{C} \) and \( \phi_{ij} : \mathbb{R}^n \to \mathbb{R} \) such that \( \sum_{j=1}^n c_{ij} e(\phi_{ij}(-\mu)) c_{jk}^* e(\phi_{ij}(\mu)) = \epsilon_f \delta_{ik} \).

**Proof.** First we calculate \( U_x^o = J U_x^* J^\dagger \) using equation (11):
\[
U_x^o e_{\mu, j} = J U_x^* J^\dagger e_{\mu, j} = J U_x^* \Lambda(\mu)^\dagger e_{\mu - x, j} = J e(x \cdot A \mu + \frac{1}{2} x \cdot A x) \Lambda(\mu)^\dagger e_{\mu - x, j} = \Lambda(\mu + x) e(-x \cdot A \mu - \frac{1}{2} x \cdot A x) \Lambda(\mu)^\dagger e_{\mu + x, j}.
\]

We compute the commutator \([U_y, U_x^o] : \)
\[
U_y U_x^o e_{\mu, j} = e(y \cdot A (\mu + x + \frac{1}{2} y) - x \cdot A (\mu + \frac{1}{2} x)) \Lambda(\mu + x) \Lambda^\dagger(\mu) e_{\mu + x + y, j}
\]
\[
U_x^o U_y e_{\mu, j} = e(-x \cdot A (\mu + y + \frac{1}{2} x) + y \cdot A (\mu + \frac{1}{2} y)) \Lambda(\mu + x + y) \Lambda^\dagger(\mu + y) e_{\mu + y + x, j}.
\]

If the commutator vanishes, we see that by canceling common terms we must have
\[
e(y \cdot A x) \Lambda(\mu + x) \Lambda^\dagger(\mu) = e(-x \cdot A y) \Lambda(\mu + x + y) \Lambda^\dagger(\mu + y).
\]

This has as a consequence that \( \Lambda(x)_{ij} \) consists of \( e(f_{ij}(x)) \) with \( f_{ij}(x) \) a function of the form \( x \cdot B_{ij} x + \phi_{ij}(x) + v_{ij} \). We see that the quadratic part must be the same for each component, and that \( B_{ij} = A \). The constant part \( v_{ij} \) can be absorbed into by unitary transformation. We can thus write
\[
\Lambda(x) = e(x \cdot A x) \Lambda'(x), \tag{13}
\]
where $\Lambda'(x)$ consists of functions $c_{ij} e(\phi_{ij}(x))$ such that $\Lambda'(x) = \epsilon J \Lambda'(-x)^\dagger$ and $\Lambda'(x) \Lambda'(x)^\dagger = \text{Id}$. If we then calculate $U_\alpha^x$, we obtain

$$U_\alpha^x e_\mu = \Lambda(\mu + x) e(-x \cdot A\mu - \frac{1}{2} x \cdot Ax) \Lambda(\mu)^\dagger e_{\mu + x, j}$$

$$= e((\mu + x) \cdot A(\mu + x) - x \cdot A\mu$$

$$- \frac{1}{2} x \cdot Ax - \mu \cdot A\mu) \Lambda'(\mu + x) \Lambda'(\mu)^\dagger e_{\mu + x, j}$$

$$= e(\mu \cdot Ax + \frac{1}{2} x \cdot Ax) \Lambda'(\mu + x) \Lambda'(\mu)^\dagger e_{\mu + x, j}$$

$$= e(\mu \cdot Ax + \frac{1}{2} x \cdot Ax) \Lambda'(x) \Lambda'(0)^\dagger e_{\mu + x, j}.$$

By definition (13) of $\Lambda'$, we have $\Lambda'(0) = \Lambda(0)$, so this is exactly equation (12).

6. Dirac operator

The remaining piece of the real spectral triple is the Dirac operator. In this section, using the results from the previous section, the equivariance condition (3d), and Conditions 1 and 5, we derive conditions for the Dirac operator $D$. We see that for different forms of $\Lambda$ as given in Lemma 2 only the form $\Lambda'(x)^2 = \text{Id}$ can lead to isospectral deformations of spin structures on the commutative $n$-torus. By applying the compact resolvent condition of Condition 1, we show that this is the only possibility compatible with the definition of noncommutative geometry.

An equivariant Dirac operator $D$ commutes with the basic derivations $\delta_i$ as described in (3d):

$$De_{\mu, j} = \sum_{k \in I} d_{\mu, j}^k e_{\mu, k}.$$ 

Since $D$ should be self-adjoint, we have $d_{\mu, j}^k = (d_{\mu, k}^j)^*$. We will write

$$De_{\mu, j} = D(\mu)e_{\mu, j}. \quad (14)$$

This means that $D(\mu)$ is the operator $D$ restricted to the eigenspace of derivations with eigenvalue $\mu$. This is well defined due to the equivariance condition (3d).

Given an element $\mu$ in a shifted lattice $\mathbb{Z}^n$, we define the Hilbert space $\mathcal{H}_\mu$ as the span of eigenvectors $v_j$ of the basic derivations $\delta_i$ such that $\delta_i v_j = \mu_i v_j$ for each $i$. As a consequence of the equivariance of the Dirac operator and the irreducibility condition, all the $\mu$ must lie in the same lattice, by the following argument.

Between two Hilbert spaces $\mathcal{H}_\mu$ and $\mathcal{H}_\nu$ we have an isometry if $\mu - \nu \in \mathbb{Z}^n$, given by the unitary element $U_{\mu - \nu}$ of the algebra. Now consider the projector $P_{\mu}$ that is Id on $\mathcal{H}_\mu$, for which $\mu - \nu \in \mathbb{Z}^n$, and 0 otherwise. This projection clearly commutes with the algebra, and, because of (14), also with the Dirac operator. If the spectral triple is irreducible, only scalars may commute with both the algebra and the
Dirac operator, so $P_\mu$ is the identity on the whole Hilbert space $H$, hence all lattices are shifted by the same vector $\epsilon$. Because of (9), we can then conclude that $\epsilon$ consists of elements which are either 0 or $\frac{1}{2}$.

From the first order condition in equation (2), we deduce:

**Lemma 3.** An equivariant Dirac operator $D$ which satisfies the first order condition must be of the form

$$D(x + y) = (\Lambda'(x)\Lambda(0)^\dagger)^2(D(y) - D(0)) + D(x).$$  \hspace{1cm} (15)

**Proof.** To check the first order condition, it is sufficient to check it only for the unitary generators of $A_\theta$:

$$[[D, U_x], U_y^0] = DU_xU_y^0 - U_xDU_y^0 - U_yDU_x + U_y^0U_xD = 0$$

for all $x, y \in \mathbb{Z}^n$. Using Lemma 2, we write out the first order condition:

$$DU_xU_y^0e_{\mu,j} = a(x, y, \mu)D(x + y + \mu)\Lambda'(y)\Lambda'(0)^\dagger e_{\mu+x+y,j}$$

$$U_xDU_y^0e_{\mu,j} = a(x, y, \mu)D(y + \mu)\Lambda'(y)\Lambda'(0)^\dagger e_{\mu+x+y,j}$$

$$U_y^0DU_xe_{\mu,j} = a(x, y, \mu)\Lambda'(y)\Lambda'(0)^\dagger D(x + \mu)e_{\mu+x+y,j}$$

$$U_y^0U_xDe_{\mu,j} = a(x, y, \mu)\Lambda'(y)\Lambda'(0)^\dagger D(\mu)e_{\mu+x+y,j}.$$ 

Here $a(x, y, \mu)$ is the common factor

$$a(x, y, \mu) = e(x \cdot A_\mu + \mu \cdot Ay + x \cdot Ay + \frac{1}{2}(x \cdot Ax + y \cdot Ay)).$$

This gives the relation

$$(D(x + y + \mu) - D(y + \mu))\Lambda'(y)\Lambda'(0)^\dagger = \Lambda'(y)\Lambda'(0)^\dagger(D(x + \mu) - D(\mu)).$$

Since $D$ is self-adjoint and $\Lambda'(x)$ unitary, we can rewrite this as

$$(D(x + y + \mu) - D(y + \mu)) = (\Lambda'(y)\Lambda'(0)^\dagger)^2(D(x + \mu) - D(\mu)).$$ \hspace{1cm} \Box

For $y = x$ and $\mu = 0$, the solution to the defining equation (15) is

$$D(x) = \sum_i (\tau_i \cdot x)A_i + (\Lambda'(x)\Lambda(0)^\dagger)^2B + C,$$  \hspace{1cm} (16)

where the $A_i$, $B$ and $C$ are bounded operators such that $Ce_{\mu,j} = \sum_k c_{jk}e_{\mu,k}$ and similarly for $B$ and $A_i$, and $\ker(\sum_i \tau_i \cdot xA_i)$ contains at least the $x \in \mathbb{Z}^n$ such that $(\Lambda'(x)\Lambda(0)^\dagger)^2 \neq \text{Id}$. This is the unique solution, since we see from equation (15) that $D$ is fully determined after we choose suitable $D(e_i)$ for $1 \leq i \leq n$.

If $(\Lambda'(x)\Lambda(0)^\dagger)^2 = \text{Id}$, this gives a linear Dirac operator, familiar from commutative geometry. However, at first glance it seems that there might be other spin structures, not corresponding to commutative spin geometries. These other candidate geometries, where $(\Lambda'(x)\Lambda(0)^\dagger)^2 \neq \text{Id}$, will however drop out because they are incompatible with the compact resolvent condition on $D$. 

Lemma 4. Only if \((\Lambda'(x)\Lambda(0))^{\dagger} = \text{Id}\) can the equivariant Dirac operator \(D\) have a compact resolvent. Hence \(D\) is of the form

\[
D_{e_{\mu,j}} = \left( \sum_{i} (\tau_i \cdot \mu) A_i + C \right) e_{\mu,j}.
\]

As a corollary, we have that \(J\) is of the form

\[
J_{e_{\mu,j}} = e(\mu \cdot A \mu) \Lambda e_{-\mu,j},
\]

with \(\Lambda\) a constant isometry such that \(\Lambda^2 = \epsilon_J \text{Id}\).

**Proof.** By [29], Theorem XIII.64, we see that an unbounded self-adjoint operator \(D\) bounded away from 0 has a compact resolvent if and only if the set

\[
F_b = \{ \psi \in \text{Dom}(D) \mid \|\psi\| \leq 1, \|D\psi\| \leq b \}
\]

is compact for all \(b \in \mathbb{R}\). However, if \((\Lambda'(x)\Lambda(0))^{\dagger} \neq \text{Id}\) for some direction \(x\), we know that \(x \in \ker(\sum_{i} \tau_i \cdot x A_i)\), and then it follows from (16) that the norm of \(De_{\lambda x}\) is bounded by \(B + C\) for all \(\lambda \in \mathbb{Z}\). When we take \(b > \|B + C\|\), \(F_b\) contains at least \(e_{\lambda x}\) for all \(\lambda \in \mathbb{Z} \neq 0\), so \(F_b\) cannot be compact. \(\square\)

7. Grading and Hochschild homology

In this section we investigate what extra conditions on the spectral triple of the noncommutative torus come from the grading operator and Hochschild conditions, Conditions 2 and 6. We find that the parameters \(\tau^i\) introduced in Section 6 must be linearly independent vectors spanning \(\mathbb{R}^n\).

We start by investigating the Hochschild cycle condition, which states that there is a Hochschild cocycle \(c \in Z_n(A, A \otimes A^0)\) whose representative on \(H\) is \(\Gamma\) when \(n\) is even, or \(\text{Id}\) if \(n\) is odd. The \(\Gamma\) operator is an isometry, with eigenvalues 1 and \(-1\), and so by Condition 2 and the diagonal action of the algebra on the Hilbert space, we see that

\[
\Gamma = \begin{pmatrix} \Gamma^+ & 0 \\ 0 & \Gamma^- \end{pmatrix},
\]

where \(\Gamma^+\) and \(\Gamma^-\) are unitary self-adjoint operators which have only eigenvalues +1 and \(-1\) respectively. Using a unitary transformation, we can assume these operators to be diagonal, thus

\[
\Gamma = \begin{pmatrix} \text{Id}_+ & 0 \\ 0 & -\text{Id}_- \end{pmatrix},
\]

where \(\text{Id}_+\) and \(\text{Id}_-\) are the identity operators on the positive and negative eigenspaces of \(\Gamma\).
An obvious candidate for the Hochschild cycle in \( Z_n(\mathcal{A}, \mathcal{A} \otimes \mathcal{A}^o) \) is the straightforward generalization of the unique such cycle for the noncommutative 2-torus [28], p. 324, which is

\[
c_2 = U_{(1,0)}^* U_{(0,1)}^* \otimes U_{(0,1)} U_{(1,0)} - U_{(0,1)}^* U_{(1,0)} \otimes U_{(1,0)} U_{(0,1)}.
\]

A candidate generator of the \( n \)-th Hochschild homology of the noncommutative \( n \)-torus is given by

\[
c_n = \sum_{\sigma \in S_n} \left( \text{sign}(\sigma) \left( \prod_{i=1}^n U_{e_{\sigma(i)}} \right) \right)^* \otimes \left( U_{e_{\sigma(i)}} \right), \tag{18}
\]

with \( e_i \) an orthonormal basis of \( \mathbb{Z}^n \). It is known by [22], Lemma 12.15, that this a Hochschild cycle. Due to [38], Theorem 1.1, the \( n \)-th Hochschild homology of the \( n \)-torus is 1-dimensional. Together with Lemmas 5 and 6 below, this means that (18) generates the \( n \)-th Hochschild homology.

**Lemma 5.** For the noncommutative \( n \)-torus, only nontrivial cycles can be mapped to \( \Gamma \) when \( n \) is even, and to \( \text{Id} \) when \( n \) is odd, by the map \( \pi_D \).

**Proof.** Since the Hochschild cycle consists of polynomial expressions, it is enough to prove the result for individual homogeneous polynomials because any cycle can be written as the sum of homogeneous polynomials. Define

\[
c' = U_{x^0} \otimes U_{y^0} \otimes U_{x^1} \otimes \cdots \otimes U_{x^n} \in Z_{n+1}(\mathcal{A}, \mathcal{A} \otimes \mathcal{A}^o),
\]

with \( x^i, y \in \mathbb{Z}^n \). As in [37], Chapter 3.5, we see that

\[
\pi_D(\pi_{c'}) = (-1)^n \left[ \pi^o(U_y) \pi(U_{x^0})[D, \pi(U_{x^1})] \cdots [D, \pi(U_{x^n})], \pi(U_{x^{n+1}}) \right]. \tag{19}
\]

Since \([D, U_{x}] = C_x U_{x} \) with \( C_x \) some operator depending on \( x \), \( \pi_D(\pi_{bc'}) \) is proportional to

\[
C_x \cdots C_x \pi(U_{x^0}) \pi^o(U_y) \pi(U_{x^1}) \cdots \pi(U_{x^n}) \pi(U_{x^{n+1}}).
\]

When \( n \) is even, \( \Gamma \) maps \( e_{\mu, j} \) to \( \pm e_{\mu, j} \), the total sum \( y + \sum_{i=0}^{n+1} x^i \) must be 0. If \( \mathcal{A}(\mathbb{T}_\theta^n) \) and \( \mathcal{A}(\mathbb{T}_\theta^n)^o \) have a trivial intersection, \( U_y^o \) must have total degree 0. The total \( \sum_{i=0}^{n+1} x^i \) is 0, and since \( U_x \) and \( U_{-x} \) commute, the commutator (19) vanishes. When \( n \) is odd, the argument goes the same.

If \( \mathcal{A}(\mathbb{T}_\theta^n) \) and \( \mathcal{A}(\mathbb{T}_\theta^n)^o \) have nontrivial intersection, there are \( y \) for which \( U_x U_y = U_y U_x \) for all \( x \in \mathbb{Z}^n \). In that case, by the same arguments as for the trivial intersection case above, the \( U_y \) must lie entirely within the intersection of \( \mathcal{A}(\mathbb{T}_\theta^n) \) and \( \mathcal{A}(\mathbb{T}_\theta^n)^o \), and since \( x^{n+1} = -y - \sum_{i=0}^{n} x^i \), the commutator (19) vanishes:

\[
[U_y^o U_{x^1} \cdots U_{x^n}, U_{x^{n+1}}] = U_y^o[U_{x^1} \cdots U_{x^n}, U_{x^{n+1}}]
= U_y^o (1 - e(x^{n+1} \cdot \theta \sum_{i}^n x^i))
= U_y^o (1 - e(x^{n+1} \cdot \theta(-y - x^{n+1}))).
\]

Since \( x^{n+1} \cdot \theta x^{n+1} = 0 \) and \( U_y \) commutes with \( U_{x^{n+1}} \).
Lemma 6. The Dirac operator given in Lemma 4 satisfies the Hochschild condition only if the vectors $\tau^i$ are linearly independent. The Dirac operator is

$$D = \sum_i (\tau^i \cdot \delta) A_i + C,$$

where the $A_i$ are bounded operators such that

$$\sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_i A_{\sigma(i)} = \det(\tau^1 \tau^2 \ldots \tau^n) \Gamma$$

(20)

when $n$ is even, and $\det(\tau^1 \tau^2 \ldots \tau^n) \text{Id}$ when $n$ is odd.

Proof. In order to deduce the representative of the Hochschild cycle (18) on the Hilbert space $H$, we calculate

$$[D, U_x] e_{\mu,j} = D(e(x \cdot A \mu + \frac{1}{2} x \cdot A x) e_{\mu + x,j} - U_x (\sum_k \tau_k \cdot \mu A_k e_{\mu,j})
$$

$$= e(x \cdot A \mu + \frac{1}{2} x \cdot A x) (\sum_k \tau_k \cdot x A_k e_{\mu + x,j}).$$

We suppress the $e(x \cdot A \mu + \frac{1}{2} x \cdot A x)$ factors, since these are canceled from the left by the $U_{e_i}$ factors, and expand (18):

$$\pi_D(c) = \pi_D(\sum_{\sigma \in S_n} (\text{sign}(\sigma)(\prod_{i=1}^n U_{e_{\sigma(i)}})^* \bigotimes_{i=1}^n (U_{e_{\sigma(i)}})))
$$

$$= \sum_{\sigma \in S_n} (\text{sign}(\sigma)(\prod_{i=1}^n U_{e_{\sigma(i)}})^* \prod_{i=1}^n [D, U_{e_{\sigma(i)}}])
$$

$$= \sum_{\sigma \in S_n} (\text{sign}(\sigma) \sum_k \prod_{i=1}^n \tau^k \cdot e_{\sigma(i)} A_k).$$

This expression should be some constant times $\Gamma$ or $\text{Id}$, depending on the dimension. Due to [10], Proposition 4.2, we can write this as

$$\pi_D(c) = \det(\tau_1 \tau_2 \ldots \tau_n) \sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_i A_{\sigma(i)},$$

where we view $(\tau_1 \tau_2 \ldots \tau_n)$ an $(n \times n)$-matrix with $\tau_i$ as the columns, from which it is immediately clear that the vectors must be linearly independent. \qed

8. Dimension, finiteness and regularity

Here we establish, using the conditions of dimension, regularity and finiteness (Conditions 4, 7 and 8), that the real spectral triple must be an isospectral deformation of a spin structure on a noncommutative torus. The result follows from Connes’ spin manifold theorem. In the course of proving this, we find a proof for an elementary fact about Hermitian matrices generating a Clifford algebra, for which we do not know an elementary proof.
Lemma 7. If the $\tau_i$ span $\mathbb{R}^n$, for arbitrary $a_i \in \mathbb{R}$ and all $\varepsilon > 0$, there is a $t \in \mathbb{R}$ and a finite set of $\mu_j \in \mathbb{Z}^n$, with $\mathbb{Z}^n$ a shifted lattice as in Section 5, such that

$$\sum_i |t a_i - \tau_i \cdot \sum_j \mu_j| < \varepsilon.$$ 

Proof. Every vector $p \in \mathbb{Z}^n$ can be written as a sum of at most two vectors $\mu_j \in \mathbb{Z}^n$. By Dirichlet’s theorem of simultaneous Diophantine approximation [33], Theorem II.1B, for all $N > 1$ and $(a_i') \in \mathbb{R}^n$ we can find integers $q, p_1, \ldots, p_n$ with $q < N$ such that

$$|qa_i' - p_i| < N^{-1/n}$$

for $1 \leq i \leq n$ and $a_i \in \mathbb{R}$.

Since the $\tau_i$ span $\mathbb{R}^n$, there is a transformation $R \in \text{GL}(\mathbb{R}, n)$ depending only on the $\tau_i$ such that $(Rp)_i = \tau_i \cdot p$. Set $a_i' = (R^{-1}a)_i$. Call the eigenvalue of $R$ with the maximal absolute value $\tau_{\text{max}}$, then clearly we have

$$|qa_i - \tau_i \cdot \sum_j \mu_j| = |q(Ra')_i - (Rp)_i| \leq |\tau_{\text{max}}| |qa_i' - p_i| < |\tau_{\text{max}}| N^{-1/n}.$$ 

Choosing $N$ such that $n|\tau_{\text{max}}| N^{-1/n} < \varepsilon$, we get the desired result. \[\Box\]

Lemma 8. In order for $D$ to be satisfy the compact resolvent condition of Condition 1 and the dimension condition of Condition 4,

$$\sum_i x_i A_i,$$

needs to be invertible for all $x_i \in \mathbb{R}$ except when all $x_i$ vanish. In particular, all $A_i$ should be invertible operators.

Proof. If $\sum_i x_i A_i$ is not invertible at a point where $x_i = \tau_i \cdot \mu$ for all $i$, then clearly this is also the case for $\mu' = \lambda \mu$ with $\lambda \in \mathbb{Z}$. Thus the kernel cannot be finite dimensional in this case.

If $\sum_i x_i A_i$ is not invertible for some non-trivial $x_i$, but $x_i \neq \tau_i \cdot \mu$ for all $\mu \in \mathbb{Z}^n$ we have the following.

Since the $\tau_i$ span $\mathbb{R}^n$ by Lemma 6, by Lemma 7 we have for every $\varepsilon > 0$ a set of vectors $\mu_j \in \mathbb{Z}^n$ such that $\sum_i |\sum_j \tau_i \cdot \mu_j - x_i| < \varepsilon$. Take an element $y$ in the kernel of $\sum_i x_i A_i$. Then $\|(\sum_{i,j} \tau_i \cdot \mu_j A_i) \cdot y\| < \varepsilon \|y\|$. Hence there is at least one eigenvalue of $\sum_{i,j} \tau_i \cdot \mu_j A_i$ smaller or equal to $\varepsilon$. But this means that the spectrum of $|D|^{-1}$ is unbounded, hence $D^{-1}$ cannot be compact. \[\Box\]

We have so far assumed nothing about the size of the Hilbert space $\mathcal{H}$ compared to the basic irreducible representation of the algebra, $\mathcal{H}_0$ as defined in equation (4). By construction, $\mathcal{H}$ is a left $\mathcal{A}(\mathbb{T}_\theta^n)$-module. According to Condition 8, a certain submodule $\mathcal{H}^\infty$ of $\mathcal{H}$ should be a finitely generated projective left $\mathcal{A}(\mathbb{T}_\theta^n)$-module. This has the following consequence:
Lemma 9. The spectral triple \((\mathcal{A}, \mathcal{H}, D)\) only satisfies the finiteness condition of Condition 8 if the Hilbert space \(\mathcal{H}\) is a finite direct sum of copies of \(\mathcal{H}_0\). If we assume the algebra \(\mathcal{A}\) to be closed under the collection of seminorms \(\|\delta^k (\cdot)\|\) defined in Condition 7, it is given by

\[
\mathcal{A}(\mathbb{T}^n_\theta) = \{ \sum_{x \in \mathbb{Z}^n} a(x) U_x \mid a(x) \in S(\mathbb{Z}^n) \},
\]

where \(S(\mathbb{Z}^n)\) is the set of Schwartz functions over \(\mathbb{Z}^n\):

\[
S(\mathbb{Z}^n) = \{ a : \mathbb{Z}^n \to \mathbb{C} \mid \sup_{x \in \mathbb{Z}^n} (1 + \|x\|^2)^k |a(x)|^2 < \infty \text{ for all } k \in \mathbb{N} \}.
\]

Proof. By the arguments in [7], Lemma III.6.a.2, we know that the intersection of the domain of the \(\delta^k\) is stable under the holomorphic functional calculus. The collection of seminorms \(\|\delta^k (\cdot)\|\) is equivalent to the collection of seminorms \(q_k = \sup_{x \in \mathbb{Z}^n} (1 + |x|^2)^k |a(x)|\) because of the following argument.

We can write \(\|\delta^k (a)\|^2 = \sum_{i} \sum_{x \in \mathbb{Z}^n} \|A_i\|^{2k} \|\tau_i \cdot x\|^{2k} |a(x)|^2\). Because of Lemmas 6 and 8, we know that \(\sum_{i} \|A_i\|^{2k} \|\tau_i \cdot x\|^{2k}\) can be bounded between \(c_{1,k} \|x\|^{2k}\) and \(c_{2,k} \|x\|^{2k}\) for constants \(c_{1,k}, c_{2,k} > 0\). Thus the family of seminorms \(\|\delta^k (a)\|\) is equivalent to the family of seminorms \(q'_k(a) = \sum_{x \in \mathbb{Z}^n} \|x\|^{2k} |a(x)|^2\). Now if an element \(a\) of the \(C^*\)-algebra \(\mathcal{A}\) has a finite norm in all \(q'_k\), then clearly \(\sup_{x \in \mathbb{Z}^n} (1 + \|x\|^2)^k |a(x)|^2 < \infty\) for all \(k \in \mathbb{N}\). Conversely, if \(a \in \mathcal{A}(\mathbb{T}^n_\theta)\), we can write

\[
q'_k(a) = \sum_{x \in \mathbb{Z}^n} \|x\|^{2k} |a(x)|^2 = \sum_{x \in \mathbb{Z}^n} (1 + \|x\|^2)^p (1 + \|x\|^2)^{-p} \|x\|^{2k} |a(x)|^2,
\]

and this last sum converges if \(p\) is big enough since \((1 + \|x\|^2)^p |a(x)|^2\) is by assumption less than some finite constant \(c_p\) and \(\sum_{x \in \mathbb{Z}^n} c_p \|x\|^{2k} (1 + \|x\|)^{-p}\) converges when \(p > n/2 + k\).

By Condition 8, we have that \(\mathcal{H}^\infty\) is a finitely generated projective left \(\mathcal{A}(\mathbb{T}^n_\theta)\) module. We already knew that \(\mathcal{H}\) must be a direct sum of copies of \(\mathcal{H}_0\) due to the discussion following (10). The finiteness condition then ensures that the sum must be finite. All conditions stated in Conditions 7 and 8 are then easily seen to be fulfilled.

Remark 1. The choice of smooth structure is not unique even in the commutative case, given just the algebra \(C^*\)-algebra \(\mathcal{A}\) of the noncommutative torus. See for example [23]. However, given the equivariance condition of the Dirac operator and the assumption that the smooth algebra consists of all elements such that \(\|\delta^k (\cdot)\| < \infty\) for all \(k \in \mathbb{N}\), the algebra is uniquely determined by the above argument.

The number of generators of \(\mathcal{H}\) in terms of \(\mathcal{H}_0\) is still undetermined, but a lower bound is given by [2], Theorem 1. This theorem states that for complex Hermitian \(k \times k\) matrices, with \(k = (2a + 1)2^b\), there exists at most \(2b + 1\) matrices satisfying the
non-invertibility property of Lemma 8. So in order to have at least \( n \) such matrices, \( k \) should be at least \( 2^{\lceil n/2 \rceil} \). Hermitian matrices generating an irreducible representation of a Clifford algebra \( \text{Cl}_{n,0} \) are an example of a set of matrices attaining this lower bound.

**Remark 2.** It does not follow from Lemma 8 that the algebra generated by the matrices \( A_i \) is a Clifford algebra. What remains to be shown is that \( (\sum_i x_i A_i)^k \) lies in the center of the bounded operators on \( \mathcal{H} \) for all \( x \in \mathbb{R}^n \). The condition of Lemma 8 alone is not enough to show this.

Consider a set of self-adjoint matrices \( \{B_i\} \) generating a Clifford algebra. These satisfy the invertibility condition of Lemma 8, and the Hochschild condition (20). Since they are self-adjoint, we can diagonalize \( B_1 \) by \( B_1 = U\Lambda U^\dagger \), with \( \Lambda \) a diagonal matrix with real elements. If we rescale the elements of \( \Lambda \) each by a different nonzero amount to \( \Lambda' \), the set \( \{U\Lambda U^\dagger \cup \{B_i\}_{i \geq 2} \) still has the invertibility property, but not necessarily the Hochschild property, as a calculation for any case \( n \geq 4 \) will show. If \( n = 2, 3 \), the invertibility property does imply the Hochschild property however.

However, a weaker form of Connes’ reconstruction theorem [10], Theorem 11.5, implies the following result:

**Lemma 10.** In order for the candidate structure \( (\mathcal{A}(\mathbb{T}_0^n), \mathcal{H}, D, J) \) to satisfy both the Hochschild condition of Condition 6 and the dimension condition of Condition 4, the matrices \( A_i \) of Lemma 4 must generate a Clifford algebra.

**Proof.** If we look at our conditions on \( \mathcal{A}(\mathbb{T}_0^n), \mathcal{H}, D \) and \( J \), we see that none of them depend on the antisymmetric matrix \( \theta \). Also, the action of the Dirac operator on the Hilbert space is independent of \( \theta \). This means that we can just set \( \theta = 0 \), where we have the real spectral triple \( (\mathcal{A}_0, \mathcal{H}, D, J) \) of smooth functions on the \( n \)-torus. Due to the results of Connes’ spin manifold theorem (see for example [22], Lemma 11.6, [10], Remark 5.12), this implies that the \( A_i \) generate a Clifford algebra. \( \square \)

Because the size of the maximal set of matrices which satisfy the invertibility condition of Lemma 8 is odd, due to [2], Theorem 1, we have as a corollary:

**Corollary 1.** A set of \( (2^b \times 2^b) \) Hermitian matrices \( \{A_i\}_{i=1}^n \), where \( n = 2b + 1 \), such that the equation

\[
\det(\sum_i x_i A_i) = 0
\]

only has the zero solution \( (x_i = 0)^{n}_{i=1} \) in \( \mathbb{R}^n \) generate a Clifford algebra if and only if

\[
\sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_i^n A_{\sigma(i)} = \lambda \text{Id}_k
\]

for some nonzero \( \lambda \in \mathbb{R} \).
If we assume the spectral triple to be irreducible, we need that the matrices generate an irreducible representation of the Clifford algebra. This restricts the size of the matrices to be exactly $2^{\lfloor n/2 \rfloor}$.

From the results in Sections 4, 5 and 6 it now follows that the remaining conditions, the Poincaré duality of Condition 9 and the Hermitian pairing of Condition 8 are also satisfied, since they are satisfied by isospectral deformations.

This completes the proof of Theorem A:

**Theorem A.** All irreducible real spectral triples with an equivariant $n$-torus actions are isospectral deformations of spin structures on an $n$-torus.

### 9. Description of the real spectral triples

Finally, we show that given a Dirac operator $D$ that satisfies all conditions so far, the reality operator $J$ is uniquely determined, and list all the ingredients that constitute all real spectral triples of the noncommutative $n$-torus. Also, we show in some low-dimensional cases what freedom still exists in the definition of the Dirac operator.

Recall that the Clifford algebra $\text{Cl}_{n;0}$ is the algebra over $\mathbb{R}$ generated by $\mathbb{R}^n$, 1 and a positive definite quadratic form $q$ subject to the relation $v \cdot v = -q(v)\text{Id}$. The Clifford group is defined as the group generated by the image of an orthonormal basis of $\mathbb{R}^n$ together with $-1$.

**Lemma 11.** If $D$ is given by $\sum_j (\tau^j \cdot \delta) A_j$ with $A_j$ representatives of the Clifford group of $\text{Cl}_{n;0}$ there is a unique $J$ operator for each $n$, up to multiplication with a complex number of norm 1.

**Proof.** If $d = 1, 2, 3$ or 4 this can be done for example by calculations, see Remark 3 below. We proceed by induction. First we prove existence. Recall that there are isomorphisms $\text{Cl}_{n+2;0} \simeq \text{Cl}_{0,n} \otimes \text{Cl}_{2;0}$ and $\text{Cl}_{0,n+2} \simeq \text{Cl}_{n,0} \otimes \text{Cl}_{0,2}$ by [26], Theorem I.4.1. Let $d > 4$, and assume that the lemma has been proven for $n - 4$.

The operator $J_n = J_{n-4} \otimes J_4$ acting on $\text{Cl}_{n,0} \cong \text{Cl}_{n-4,0} \otimes \text{Cl}_{4,0}$ has precisely the right commutation relations, except for $n \equiv 1 \text{ mod } 4$, which can easily be calculated by looking at Table 1 and taking into account the periodicity mod 4 of the table, except for the first row, where we use $J_4^2 = -1$. In case $n \equiv 1 \text{ mod } 4$, we can achieve the same by setting $J_n = J_{n-4} \otimes \Gamma_4 J_4$.

Now we prove the uniqueness. Write $\gamma_n^i$ for the representation of the $i$-th basis vector of $\mathbb{R}^n$ in $\text{Cl}_{n,0}$. An explicit isomorphism $\text{Cl}_{n,0} \cong \text{Cl}_{n-4,0} \otimes \text{Cl}_{4,0}$ can be chosen, for example,

$$
\gamma_n^i = \text{Id}_{n-4} \otimes \gamma_4^i \text{ for } i \leq 4, \quad \gamma_n^i = \gamma_{n-4}^{i-4} \otimes \gamma_4^1 \gamma_4^2 \gamma_4^3 \gamma_4^4 \text{ for } i > 4.
$$

The operators $\gamma_n^1 \gamma_n^2$ and $\gamma_n^3 \gamma_n^4$ commute with $\gamma_n^i$ for $i > 4$ and anticommute with $\gamma_n^1$, $\gamma_n^2$ and $\gamma_n^3$, $\gamma_n^4$, respectively. They square to $-1$, so the operator

$$
P^+ =: \frac{1}{4}(1 + i \gamma_n^1 \gamma_n^2)(1 + i \gamma_n^3 \gamma_n^4)
$$
is a projection, which commutes with $i^j$ for $i > 4$. The projection $P^+$ does not commute with $J_n$ but does commute with $\gamma_2\gamma_3 J_n$. Also, the projection $P^+$ projects onto a subspace of dimension $1/4$ times the dimension of the irreducible representation of $\text{Cl}_{n,0}$, and the operator $\gamma_2\gamma_3 J_n$ has the same commutation relations with $i^j$ for $i > 4$ as $J_n$, and since $(\gamma_2\gamma_3 J_n)^2 = -J_n^2$, it has the right signs for an $(n - 4)$-dimensional $J$ operator. This means that $P^+$ projects onto a Hilbert space belonging to an $(n - 4)$-dimensional spectral triple, where we have a unique $J$ operator by the induction hypothesis. On the complement of the $P^+$ eigenspace we have the unique $J_4$ operator with the right commutation relations with $i^j$, $i > 4$. $\Box$

Stated more elaborately, we have the following result:

**Theorem C.** The following give all $2^n$ irreducible real spectral triples on the smooth noncommutative $n$-torus $\mathcal{A}(\Omega^n)$:

- A Hilbert space $\mathcal{H}$ constructed as follows:
  \[
  \mathcal{H} = \bigoplus_i \mathcal{H}^i, \quad \mathcal{H}^i = \bigoplus_{m \in \mathbb{Z}^n + \epsilon} \mathbb{C},
  \]
  with $\epsilon = (\epsilon_1, \ldots, \epsilon_n) \in \mathbb{R}^n$ and $\epsilon_i \in \{0, \frac{1}{2}\}$.

- An involutive algebra $\mathcal{A}$ with unitary generators $U_x$ with $x \in \mathbb{Z}^n$,
  \[
  \mathcal{A}(\Omega^n) =: \{ A = \sum_a a(x) U_x \mid a \in \mathcal{S}(\mathbb{Z}^n) \},
  \]
  with $U_x$ acting on a basis vector $e_{\mu,i} \in \mathcal{H}^i$ by
  \[
  U_x e_{\mu,i} = e(\frac{1}{2} x \cdot Ax + x \cdot A\mu) e_{\mu + x,i}
  \]
  for any matrix $A$ such that $A - A^t = \theta$.

- An unbounded, densely defined, self-adjoint first order operator
  \[
  D = \sum_{j=1}^n (\tau^j \cdot \delta) A_j + C,
  \]
  acting on $\mathcal{H}$ with $C$ a bounded self-adjoint operator commuting with the algebra satisfying $JCJ^{-1} = \epsilon_D C$, and $\Gamma C = -C \Gamma$ if $n$ is even, for $\tau^j$ $n$ linearly independent vectors in $\mathbb{R}^n$, $n$ matrices $A_j$ of size $2^{[n/2]} \times 2^{[n/2]}$ generating an irreducible representation of the Clifford group $\text{Cl}_{n,0}$, and $\delta$ the derivations $\delta_i e_{\mu} = \mu_i e_{\mu}$.

- If $n$ is even, the grading operator $\Gamma$ is given by
  \[
  \sum_{\sigma \in S_n} \text{sign}(\sigma) \prod_i A_{\sigma(i)},
  \]
  with $A_j$ the matrices given above.

- A unique (up to multiplication with a complex number of modulus 1) antilinear isometry $J$ that acts by
  \[
  Je_{\mu,i} = e(\mu \cdot A\mu) \Lambda e_{-\mu,j},
  \]
  with $\Lambda$ a bounded linear operator such that $\Lambda \Lambda^t = \text{Id}$ and $D\Lambda = -\epsilon_D \Lambda D^*$.
In lower dimensional cases we can explicitly calculate what form $C$ in (21) can take. In [28], Lemma 2.3, Theorem 2.5, it is proven that $C = 0$ if $n = 2$. For $n = 3$ and 4 we have the following:

**Proposition 1.** If $n = 3$ the constant matrix $C$ must have the form $qI$, where $q \in \mathbb{R}$ arbitrary. If $n = 4$, the matrix $C$ must have the form

$$
\begin{pmatrix}
0 & 0 & a & b \\
0 & 0 & -\bar{b} & \bar{a} \\
\bar{a} & -b & 0 & 0 \\
b & a & 0 & 0
\end{pmatrix},
$$

where $a, b \in \mathbb{C}$.

**Proof.** If $n = 3$ it follows from Theorem C that

$$J = e(\mu \cdot A\mu) \sum_{k \in I} a_{jk} e_{-\mu,k},$$

with $I = \{1, 2\}$. We choose a particular form of $D$, given by the particular representation of the Clifford group $\text{Cl}_{3,0}$ known as the Pauli matrices. We see that

$$J = e(\mu \cdot A\mu) \begin{pmatrix} 0 & -1 \\
1 & 0 \end{pmatrix},$$

just as in the $n = 2$ case in [28], Theorem 2.5. Using the appropriate values for $\epsilon_J$ and $\epsilon_D$ found in Table 1, we see that the defining equation is $JCJ = C$ and by a calculation this shows that $C = qI$ with $q \in \mathbb{R}$ arbitrary. Similarly for $n = 4$, we can just check what the conditions are for $C$ to satisfy the equations $\Gamma D = -D\Gamma$ and $JC = CJ$, and this leads to the possibilities given in the proposition. It is trivial to calculate similar conditions for higher dimensions. Due to the increase in the size of matrices, and relaxation of the commutation relation with $\Gamma$ when going from $n = 2k$ to $n = 2k + 1$, the number of parameters will increase when $n$ grows. □

**Remark 3.** If we choose a representation for $\text{Cl}_{1,0}$, $\text{Cl}_{2,0}$ and $\text{Cl}_{0,2}$ all Clifford algebras $\text{Cl}_{n,0}$ can be constructed by the basic isomorphisms, [26], Theorem I.4.1,

$$\text{Cl}_{n,0} \otimes \text{Cl}_{0,2} \cong \text{Cl}_{0,n+2},$$

$$\text{Cl}_{0,n} \otimes \text{Cl}_{2,0} \cong \text{Cl}_{n+2,0}.$$ 

We choose a representation

$$\text{Cl}_{1,0} = 1, \quad \text{Cl}_{2,0} = \begin{pmatrix} 0 & i \\
-i & 0 \end{pmatrix}, \quad \text{Cl}_{0,2} = \begin{pmatrix} 0 & -1 \\
1 & 0 \end{pmatrix}, \quad \text{Cl}_{0,2} = \begin{pmatrix} i & 0 \\
0 & -i \end{pmatrix}. $$
The (unique up to multiplication with a complex number of norm 1) matrix part of the $J$ operator can easily be calculated:

\[
J_2 = J_3 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad J_4 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad J_5 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}.
\]

In this representation, we also see that for all $n$ the matrix component of $J$ has precisely one nonzero element in each column or row.

### 10. Unitary equivalences

After establishing that all real spectral triples on the noncommutative $n$-torus are isospectral deformations of spin structures on the commutative $n$-torus, we show that there is a big difference between their groups of symmetries. In the commutative case, a diffeomorphism acting from the torus can transform a spin structure into another according to the action of the diffeomorphism group as calculated in [15]. Here we show that in the noncommutative case when $n = 2$ most spin structures, except the isospectral deformation of the trivial spin structure, are equivalent. When $n > 2$ the result is less conclusive, due to insufficient knowledge of the full automorphism group of the C*-algebra in that case.

Recall the definition of a unitary equivalence between two spectral triples:

**Definition** (Unitary equivalence). A unitary equivalence between two spectral triples $(\mathcal{A}, H, D, J, (\Gamma))$ and $(\mathcal{A}, H, D', J', (\Gamma'))$ is given by a unitary operator $W$ acting on the Hilbert space $H$ such that

\[
W \pi(a) W^{-1} = \pi(\sigma(a)) \quad \text{for all } a \in \mathcal{A}, \tag{22a}
\]

\[
W D W^{-1} = D', \tag{22b}
\]

\[
W J W^{-1} = J', \tag{22c}
\]

\[
W \Gamma W^{-1} = \Gamma', \tag{22d}
\]

where $\sigma$ is a *-automorphism of the C*-algebra $A$ such that the algebra $\mathcal{A}$ is mapped into itself.

We first recall what is known about the automorphisms of the C*-algebra $A(\mathbb{T}^n_\theta)$. The main tool for understanding the automorphism group of a general noncommutative $n$-torus is [5], Theorem I, which tells us that for $\theta$ in a set which has full measure in the space of all antisymmetric matrices, the algebra $A(\mathbb{T}^n_\theta)$ is an inductive limit of direct sums of circle algebras. This results allows one to generalize a lot of results on noncommutative 2-tori to higher-dimensional tori.
For a noncommutative $n$-torus which is an inductive limit of direct sums of circle algebras, the automorphism group fits in the following exact sequence [21], Theorem 2.1:

$$1 \rightarrow \text{Inn}(A(\mathbb{T}_\theta^n)) \rightarrow \text{Aut}(A(\mathbb{T}_\theta^n)) \rightarrow \text{Aut}(K(A(\mathbb{T}_\theta^n))) \rightarrow 1.$$ 

Here an automorphism of $K_0(A(\mathbb{T}_\theta^n)) \oplus K_1(A(\mathbb{T}_\theta^n))$ should preserve the order unit $[1_{A(\mathbb{T}_\theta^n)}]$ and the order structure $(K_0(A(\mathbb{T}_\theta^n)) \oplus K_1(A(\mathbb{T}_\theta^n)))^\perp$.

The left side of the exact sequence can be further specified by [21], Corollary 4.6, which states that for algebras which are inductive limits of direct sums of circle algebras $\text{Inn}(A(\mathbb{T}_\theta^n)) = \text{Inn}_0(A(\mathbb{T}_\theta^n))$. This means that an inner automorphism of a noncommutative torus can only give a unitary equivalence of two spin structures if the identity automorphism gives a unitary equivalence between the two spin structures.

By [30], Theorem 6.1, the order structure $(K_0(A(\mathbb{T}_\theta^n)))^\perp$ consists precisely of those elements for which the normalized trace is positive, and by [18], Theorem 3.1, the image of this trace on $K_0$ is equal to the range of the exterior exponential of $\theta$:

$$\exp \bigwedge \theta = 1 \oplus \theta \oplus \frac{1}{2}(\theta \wedge \theta) \oplus \cdots : \bigwedge^{\text{even}} \mathbb{Z}^n \rightarrow \mathbb{R}.$$ 

For noncommutative 2-tori with $\theta$ irrational, this means that all automorphisms of $K(A(\mathbb{T}_\theta^2))$ must be the identity on $K_0(A(\mathbb{T}_\theta^2)) = \mathbb{Z} + \theta \mathbb{Z}$. The $K_1$-groups for noncommutative $n$-tori are also known to be isomorphic to $\mathbb{Z}^{2n-1}$. For $n = 2$ a partial lifting of $\text{Aut}(\mathbb{Z}^2) = \text{GL}(2, \mathbb{Z})$ is known [6], and given by the action of $\text{SL}(2, \mathbb{Z})$ on the lattice $\mathbb{Z}^2$ of unitary generators $U_x$. In [19] it is proven that in fact the whole automorphism group of the smooth algebra $A(\mathbb{T}_\theta^2)$ for irrational $\theta$ with certain extra Diophantine conditions is given by a semidirect product of this action, the canonical torus action: $U_{e_i} \mapsto \lambda_i U_{e_i}$ and the projectivized group of unitaries of $A(\mathbb{T}_\theta^2)$ in the connected component of the identity:

$$\text{PU}(A(\mathbb{T}_\theta^2))^0 \rtimes (\mathbb{T}^2 \rtimes \text{SL}(2, \mathbb{Z})).$$

For $n > 2$ the situation is less clear, since the action on the $K_0$-group need not be trivial anymore. When $n > 2$, if $\theta$ is a matrix such that all $\theta_{ij}$ are independent over $\mathbb{Z}$, one can easily calculate that an outer automorphism cannot simply map basic unitaries to other basic unitaries. An automorphism $\sigma$ of this form must satisfy $e(\sigma(x) \cdot \theta \sigma(y)) = e(x \cdot \theta y)$ for all $x, y \in \mathbb{Z}^n$. If the $\theta_{ij}$ are independent over $\mathbb{Z}$, we see that $\sigma(x) = \alpha_{11}x + \alpha_{12}y$ and $\sigma(y) = \alpha_{21}x + \alpha_{22}y$ with $(\alpha_{11} \alpha_{12} \alpha_{21} \alpha_{22}) \in \text{SL}(2, \mathbb{Z})$. When $n > 2$ the only solution for all $x$ and $y$ is $\sigma(x) = \pm x$ with sign the same for all $x$.

With this knowledge of the automorphism group, we can proceed to our main theorem of this section.

**Theorem B.** Except for a set of $\theta$ of measure 0, the different spin structures of the smooth noncommutative $n$-torus $A(\mathbb{T}_\theta^n)$ cannot be unitarily equivalent by an inner automorphism of the algebra.
In the case \( n = 2 \) the theorem was proven in [28], Theorem 2.5.

**Proof.** While for the proof of Theorem B it is only necessary to consider inner automorphisms, we get Corollary 2 if we also consider automorphisms induced by an action of \( SL(2, \mathbb{Z}) \) on the algebra.

By [21], Corollary 4.6, and [5], Theorem I, we have that for almost all noncommutative tori \( \text{Inn}(A(\mathbb{T}_n^\theta)) = \text{Inn}_0(A(\mathbb{T}_n^\theta)) \). This means that if an inner automorphism changes the spin structure, than so does the identity automorphism. We will assume in the following that the components of \( \infty \) in the upper right corner are independent over \( \mathbb{Z} \). The set of \( \theta \) all of whose components in the upper right corner are independent over \( \mathbb{Z} \) is of full measure, and so is the set of \( \theta \) for which \( \text{Inn}(A(\mathbb{T}_n^\theta)) = \text{Inn}_0(A(\mathbb{T}_n^\theta)) \), so their intersection also has full measure.

We label the basis of the Hilbert space for the different spin structures by the same labels \( \mu \), so \( \mu = m + \epsilon \). We see that for a spin structure \( \epsilon \) the operator \( J \), written as in equation (17), acts by

\[
J_\epsilon e_{m,i} = \Lambda_{ij} e(((m + \epsilon) \cdot A(m + \epsilon)) e_{m+2\epsilon,i}.
\]

We consider a unitary transformation \( W \) induced by an automorphism \( \sigma \in SL(2, \mathbb{Z}) \), we write

\[
W e_{0,i} = \sum_k \sum_j w_{k,ij} e_{k,j}
\]

for the action on the \( e_{0,i} \), and write \( \sigma(x) \) for the obvious action of the automorphism \( \sigma \) (either an element of \( SL(2, \mathbb{Z}) \) when \( n = 2 \), or the action \( x \mapsto \pm x \) when \( n > 2 \)) on the vector \( x \in \mathbb{Z}^n \).

We first show that the action of the unitary transformation \( W \) on the Hilbert space is fully determined by the action on the different \( e_{0,i} \). Next we show that the condition (22c) implies that the action of the unitary transformation on the basis vectors must be such that a basis vector \( e_{0,i} \) is mapped to a linear combination of vectors \( e_{k,l} \) with \( k = \tilde{\epsilon} - \sigma(\epsilon) \), where \( \epsilon \) is the original spin structure and \( \tilde{\epsilon} \) the new spin structure. If \( \sigma(\epsilon) = \pm \epsilon \), this means that the spin structure is unchanged, since \( k \) must lie in \( \mathbb{Z}^n \). For the noncommutative 2-torus, we have \( \sigma \in SL(2, \mathbb{Z}) \), and we see that if \( \epsilon \in \mathbb{Z}^2 \), the spin structure is unchanged. All spin structures on the noncommutative 2-torus for which \( \epsilon \notin \mathbb{Z}^2 \) are unitarily equivalent.

Consider a unitary transformation \( W \) that maps a spin structure \( \epsilon \) to \( \tilde{\epsilon} \). Since \( e_{x,i} = U_x e(-x \cdot A x/2 - x \cdot A \epsilon) e_{0,i} \) and using (22a) we can write

\[
W e_{m,i} = W U_m e(-m \cdot A m/2 - m \cdot A \epsilon) e_{0,i}
= U_{\sigma(m)} e(-m \cdot A m/2 - m \cdot A \epsilon)(\sum_{k,j} w_{k,ij} e_{k,j})
= \sum_{k,j} e(\sigma(m) \cdot A(k + \tilde{\epsilon}) + \frac{1}{2} \sigma(\epsilon) \cdot A \sigma(m))
- m \cdot A m/2 - m \cdot A \epsilon) w_{k,ij} e_{k+\sigma(m),j}.
\]
So the action of $W$ on the Hilbert space is fully determined by the action on the $e_{0,i}$. Requirement (22c) gives the following equations:

$$W J_{e} e_{m,i} = \Lambda_{ij} e((m + \epsilon) \cdot A(m + \epsilon)) W e_{-m + 2\epsilon,j}$$

$$= \sum_{k,l} \Lambda_{ij} e((m + \epsilon) \cdot A(m + \epsilon) + \sigma(-m + 2\epsilon) \cdot A(k + \epsilon + \frac{1}{2}\sigma(-m + 2\epsilon)) + (2\epsilon)) \cdot e(-2\epsilon - m) \cdot A(\epsilon + \frac{1}{2}(2\epsilon - m))) w_{k,jl} e_{k + \sigma(-m + 2\epsilon),l}$$

$$= \sum_{k,l} \Lambda_{ij} e(\epsilon \cdot A(-3\epsilon + 2m) + \sigma(\epsilon) \cdot A(2(\epsilon + k) + \sigma(2\epsilon - m)))$$

$$\cdot e(m \cdot A(3\epsilon + \frac{1}{2}m) + \sigma(m) \cdot A(-\epsilon - k) + \sigma(\frac{1}{2}m - \epsilon))) w_{k,jl} e_{k + \sigma(-m + 2\epsilon),l},$$

$$J_{e} W e_{m,i} = \sum_{k,j} e(\sigma(m) \cdot A(k + \epsilon + \sigma(m)/2) - m \cdot A(\epsilon + m/2)) w_{k,ij} e_{k + \sigma(m),j}$$

$$= \sum_{k,j} \Lambda_{ij} e((k + \sigma(m) + \epsilon) \cdot A(k + \sigma(m) + \epsilon)) \cdot e(-\sigma(m))$$

$$\cdot A(k + \epsilon + \sigma(m)/2) \cdot m \cdot A(\epsilon + m/2)) w_{k,ij}^* e_{-k - \sigma(m) + 2\epsilon,j}$$

$$= \sum_{k,j} \Lambda_{ij} e((\epsilon + k) \cdot A(\epsilon + k + \sigma(m)) + m \cdot A(\epsilon + m/2))$$

$$\cdot e(\frac{1}{2}\sigma(m) \cdot A\sigma(m)) w_{k,ij}^* e_{-k - \sigma(m) + 2\epsilon,j}.$$

Collecting the vectors with the same indices and in the same Hilbert space $\mathcal{H}^j$ we see that for indices $k + \sigma(-m + 2\epsilon) = -k' - \sigma(m) + 2\epsilon$, or $k' = -k + 2\epsilon - 2\sigma(\epsilon)$:

$$e(\sigma(-m + 2\epsilon) \cdot A(k + \epsilon + \frac{1}{2}\sigma(-m + 2\epsilon)) - (2\epsilon - m) \cdot A(\epsilon + \frac{1}{2}(2\epsilon - m))) w_{k,jl}$$

$$= \Lambda_{jl} e((\epsilon + k) \cdot A(\epsilon + k + \sigma(m)) + m \cdot A(\epsilon + m/2) + \frac{1}{2}\sigma(m) \cdot A\sigma(m)) w_{k,ij}^*.$$

Since $\Lambda^{-1} = \Lambda^\dagger$ and $\sum_j \Lambda_{ij} \Lambda_{j^*}^* = \pm \delta_{il}$ with $\delta_{il}$ the Kronecker delta, this implies that

$$w_{k,ij}$$

$$= \pm e(2\epsilon \cdot A(3\epsilon - 2m) + 3\epsilon \cdot A(3\epsilon - k + \sigma(-2\epsilon + m)))$$

$$\cdot e(k \cdot A(-3\epsilon + k + \sigma(2\epsilon - m)) + \sigma(\epsilon) \cdot A(-4\epsilon + 4k + 3\sigma(2\epsilon - m)))$$

$$\cdot e(\sigma(m) \cdot A(\epsilon + k + \sigma(\epsilon)) - 2m \cdot A\epsilon) w_{-k + 2\epsilon - 2\sigma(\epsilon),ij}^*.$$

Applying this same formula again for $w_{-k + 2\epsilon - 2\sigma(\epsilon),ij}^*$, we get

$$w_{-k + 2\epsilon - 2\sigma(\epsilon),ij}^*$$

$$= e(\epsilon \cdot A(3\epsilon - 2m) - (\epsilon + k) \cdot A(\epsilon + k + \sigma(m)) - m \cdot A(4\epsilon + m))$$

$$\cdot e(\sigma(\epsilon) \cdot A(6\epsilon - 2k - \sigma(2\epsilon - m)) + \sigma(m) \cdot A(3\epsilon - k - \sigma(\epsilon + m))) w_{k,jk}.$$
Filling in the expression of (24) in (23), we see
\[
w_{k,jk} = e(2\tilde{\epsilon} \cdot A(4\tilde{\epsilon} - 2k + \sigma(m - 3\epsilon)) + 2k \cdot A(\sigma(\epsilon - m) - 2\tilde{\epsilon})) \cdot e(2\sigma(\epsilon) \cdot A(3k - 2\tilde{\epsilon} + \sigma(4\epsilon - m)) + 2\sigma(m) \cdot A(k - \tilde{\epsilon} + \sigma(\epsilon)))w_{k,jk}.
\]

Collecting all terms which contain \(m\) we observe that these add up to \(2\sigma(m) \cdot \theta(k + \sigma(\epsilon) - \tilde{\epsilon})\). Since the equality above should hold for all \(m\), this means that either \(w_{k,ij} = 0\), or \(m \cdot \theta(k + \sigma(\epsilon) - \tilde{\epsilon}) = 0\) for all \(m\).

If all components of \(\theta\) in the upper right corner are independent over \(\mathbb{Z}\) this can only be the case if \(k + \sigma(\epsilon) - \tilde{\epsilon} = 0\), hence \(k = \tilde{\epsilon} - \sigma(\epsilon)\). Since \(k\) must lie in \(\mathbb{Z}^n\), we see that if \(\sigma(\epsilon) = \pm \epsilon\) the spin structure cannot change. \(\square\)

From the proof it also follows:

**Corollary 2.** Let \(\sigma \in \text{SL}(2,\mathbb{Z})\). The automorphism \(\sigma\) of \(\mathbb{Z}^2\) induces an automorphism of the noncommutative 2-torus of the form \(U_x \mapsto U_{\sigma(x)}\).

This automorphism induces a unitary equivalence of real spectral triples which maps a spin structure \(\epsilon\) to \(\tilde{\epsilon} = \sigma(\epsilon)\). In particular, real spectral triples on the noncommutative 2-torus which are not isospectral deformations of the trivial spin structure on the commutative 2-torus are unitary equivalent to each other, via the unitary map \(W\), defined by

\[
\begin{align*}
We_{\mu} &= e_{\sigma(\mu)}, \\
WU_xW^{-1} &= U_{\sigma(x)}, \\
D' &= (\sum_j \sigma^{-1}(\tau_j) \cdot \delta) \otimes A_j, \\
J' &= J,
\end{align*}
\]

composed with an additional unitary map given by Lemma 1 that maps the representation \(\pi^N\) with \(A' = \sigma^t A \sigma\) to the original \(\pi^A\).

**Proof.** The statement about the spin structures follows from the statements at the end of the proof of Theorem B. Since \(\sigma \in \text{SL}(2,\mathbb{Z})\) is an automorphism of the lattice \(\mathbb{Z}^2\), it cannot map an \(\epsilon \notin \mathbb{Z}^2\) to one in \(\mathbb{Z}^2\) and vice-versa. On the other hand, set \(\epsilon_{10} = (1/2)\), \(\epsilon_{01} = (1/2)\), \(\epsilon_{11} = (1/2)\), and \(M = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}\), \(N = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}\) in \(\text{SL}(2,\mathbb{Z})\). We see
where the matrices $M$ and $N$ act by left multiplication, so there exist $\sigma \in \text{SL}(2, \mathbb{Z})$ such that the $e \notin \mathbb{Z}^2$ are mapped to one another. Given a unitary operator $We_\mu = e_{\sigma(\mu)}$, we can calculate its action on the Dirac operator by using the definition (22b):

$$D' e_{\mu,k} = WDW^{-1} e_{\mu,k}$$

$$= WD e_{\sigma^{-1}(\mu),k}$$

$$= W \sum_j (\tau_j \cdot (\sigma^{-1}(\mu))) \otimes A_j e_{\sigma^{-1}(\mu),k}$$

$$= \sum_j (\sigma^{-1}(\tau_j) \cdot \mu) \otimes A_j e_{\mu,k}.$$  

The action of the automorphisms $\sigma \in \text{SL}(2, \mathbb{Z})$ on the Dirac operator when $e = 0$ was also determined for $e = 0$ in [37], Section 7.1. with the change in notation that our $\tau_1$ is given there by $\left( \begin{array}{c} 0 \\ \text{Im} \tau \end{array} \right)$ and our $\tau_2$ is there $\left( \begin{array}{c} 1 \\ \text{Re} \tau \end{array} \right).$  

Some questions left unanswered by these results are the effects of the outer automorphisms for $n > 2$ and Morita equivalences of noncommutative tori, as described in [32] and [20], on the spin structure. Also, the definition of an equivariant spectral triple can be generalized to allow $[D, h] \neq 0$, but bounded. This was used to construct equivariant $\mathcal{U}_q(SU(2))$ spectral triples in [14]. It would be interesting to investigate what possibilities this would open up for the noncommutative torus. We hope to return to these questions in the future.
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