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Abstract

Results are reported from a search for non-standard-model Higgs boson decays to pairs of new light bosons, each of which decays into the $\mu^+\mu^-$ final state. The new bosons may be produced either promptly or via a decay chain. The data set corresponds to an integrated luminosity of $5.3 \text{ fb}^{-1}$ of proton-proton collisions at $\sqrt{s} = 7 \text{ TeV}$, recorded by the CMS experiment at the LHC in 2011. Such Higgs boson decays are predicted in several scenarios of new physics, including supersymmetric models with extended Higgs sectors or hidden valleys. Thus, the results of the search are relevant for establishing whether the new particle observed in Higgs boson searches at the LHC has the properties expected for a standard model Higgs boson. No excess of events is observed with respect to the yields expected from standard model processes. A model-independent upper limit of $0.86 \pm 0.06 \text{ fb}$ on the product of the cross section times branching fraction times acceptance is obtained. The results, which are applicable to a broad spectrum of new physics scenarios, are compared with the predictions of two benchmark models as functions of a Higgs boson mass larger than $86 \text{ GeV}/c^2$ and of a new light boson mass within the range $0.25$–$3.55 \text{ GeV}/c^2$.

1 Introduction

The observation of a new particle [1,2] with a mass near 125 GeV/c² in searches for the standard model (SM) Higgs boson [3-5] at the Large Hadron Collider (LHC) raises the critical question of whether the new particle is in fact the SM Higgs boson. The precision of the comparisons of the new particle’s production and decay properties with the final states predicted by the SM will improve with additional data. However, distinguishing a true SM Higgs boson from a non-SM Higgs bosons with couplings moderately different from the SM values will remain a challenge. Searches for non-SM Higgs boson production and decay modes are therefore particularly timely as they provide a complementary path, which in many cases can allow a discovery or rule out broad ranges of new physics scenarios with existing data.

This Letter presents a search for the production of a non-SM Higgs boson (h) decaying into a pair of new light bosons (a) of the same mass, which subsequently decay to pairs of oppositely charged muons (dimuons) isolated from the rest of the event activity: \( h \rightarrow 2a_1 + X \rightarrow 4\mu + X \), where \( X \) denotes possible additional particles from cascade decays of a Higgs boson. This sequence of decays is predicted in several classes of models beyond the SM. One example is the next-to-minimal supersymmetric standard model (NMSSM) [6-14], which extends the minimal supersymmetric standard model (MSSM) [15-17] by an additional gauge singlet field under new \( U(1)_{PQ} \) symmetry in the Higgs sector of the superpotential. Compared to the MSSM, the NMSSM naturally generates the mass parameter \( \mu \) in the Higgs superpotential at the electroweak scale [18] and significantly reduces the amount of fine tuning required [19-21]. The Higgs sector of the NMSSM consists of 3 CP-even Higgs bosons \( h_{1,2,3} \) and 2 CP-odd Higgs bosons \( a_{1,2} \).

In the NMSSM, the CP-even Higgs bosons \( h_1 \) and \( h_2 \) can decay via \( h_{1,2} \rightarrow 2a_1 \), where one of the \( h_1 \) or \( h_2 \) is a SM-like Higgs boson that could correspond to the newly observed state at the LHC with a mass near 125 GeV/c² [12] and \( a_1 \) is a new CP-odd light Higgs boson [22-26]. The Higgs boson production cross section may differ substantially from that of the SM, depending on the parameters of a specific model. The new light boson \( a_1 \) couples weakly to SM particles, with the coupling to fermions proportional to the fermion mass, and can have a substantial branching fraction \( B(a_1 \rightarrow \mu^+\mu^-) \) if its mass is within the range \( 2m_\mu < m_{a_1} < 2m_\tau \) [27-28].

Pair production of light bosons can also occur in supersymmetric models with additional hidden (or dark) valleys [29-31], which are motivated by the excesses in positron spectra observed by satellite experiments [32-33]. These dark-SUSY models predict cold dark matter with a mass scale of \( \sim \) 1 TeV/c², which can provide the right amount of relic density due to the Sommerfeld enhancement in the annihilation cross section arising from a new \( U(1)_D \) symmetry [34-35]. In these models, \( U(1)_D \) is broken, giving rise to light but massive dark photons \( \gamma_D \) that weakly couple to the SM particles via a small kinetic mixing [36-38] with photons. The lightest neutralino \( n_1 \) in the visible (as opposed to hidden) part of the SUSY spectrum is no longer stable and can decay via e.g. \( n_1 \rightarrow n_D + \gamma_D \), where \( n_D \) is a light dark fermion (dark neutralino) that escapes detection. The SM-like Higgs boson can decay via \( h \rightarrow 2n_1 \), if \( m_h > 2m_n \). The branching fraction \( B(h \rightarrow 2n_1) \) can vary from very small to large, bounded by the LHC measurements in the context of Higgs searches, since the bounds obtained at LEP can be circumvented [31]. The lack of an anti-proton excess in the measurements of the cosmic ray spectrum constrains the mass of \( \gamma_D \) to be \( \lesssim O(1) \text{ GeV}/c^2 \) [39]. Assuming that \( \gamma_D \) can only decay to SM particles, the branching fraction \( B(\gamma_D \rightarrow \mu^+\mu^-) \) can be as large as 45%, depending on \( m_{\gamma_D} \) [31]. The Higgs boson production cross section may or may not be enhanced compared to the SM, depending on the specific parameters of the model. The search described in this Letter was designed to be independent of the details of specific models, and the results can be interpreted in the context...
Previous searches for the pair production of new light bosons decaying into dimuons were performed at the Tevatron with a 4.2 fb$^{-1}$ data sample [40] and more recently at the LHC with a 35 pb$^{-1}$ [41] and a 1.9 fb$^{-1}$ [42] data samples. Associated production of the light $CP$-odd scalar bosons has been searched for at $e^+e^-$ colliders [43, 44] and the Tevatron [45]. Direct production of the $a_1$ has been studied at the LHC [46], but in the framework of NMSSM the sensitivity of these searches is limited by the typically very weak coupling of the $a_1$ to SM particles. The most stringent limits on the Higgs sector of the NMSSM are provided by the WMAP data [47] and LEP searches [48–50] ($m_{h_1} > 86$ GeV/$c^2$). In the framework of dark SUSY, experimental searches for $\gamma_D$ have focused on the production of dark photons at the end of SUSY cascades at the Tevatron [51–53] and the LHC [41]. Furthermore, if the newly observed particle at the LHC [1, 2] is indeed a Higgs boson, the studies of its SM decays will provide additional constraints on the allowed branching fractions for the non-SM decays.

2 The CMS detector

The analysis presented in this Letter uses experimental data collected by the Compact Muon Solenoid (CMS) experiment at the LHC in 2011. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass/scintillator hadron calorimeter. The inner tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$, where $\eta = -\ln[\tan(\theta/2)]$ and $\theta$ is the polar angle with respect to the direction of the counterclockwise proton beam that is the $z$-axis of the CMS reference frame. The tracker provides an impact parameter resolution of $\sim 15 \mu m$ and a transverse momentum ($p_T$) resolution of about 1.5% for 100 GeV/$c$ particles. Muons are measured in gas-ionization detectors embedded in the steel return yoke. The muon detectors are made using the following technologies: drift tubes ($|\eta| < 1.2$), cathode strip chambers ($0.9 < |\eta| < 2.4$), and resistive-plate chambers ($|\eta| < 1.6$). Matching the muons to the tracks measured in the silicon tracker results in a transverse momentum resolution between 1 and 5% for $p_T$ values up to 1 TeV/$c$. A more detailed description can be found in Ref. [54].

3 Data selection

The search is performed as a “blind” analysis, i.e. data in the signal region were not used to define the reconstruction and selection procedures. The analysis is based on a data sample corresponding to an integrated luminosity of 5.3 fb$^{-1}$ of proton-proton collisions at $\sqrt{s} = 7$ TeV, obtained in 2011. The data were collected with a trigger selecting events containing at least two muons, one with $p_T > 17$ GeV/$c$ and one with $p_T > 8$ GeV/$c$. In the offline analysis, events are selected by requiring at least one primary vertex reconstructed with at least four tracks and with its $z$ coordinate within 24 cm of the nominal collision point. Offline muon candidates are built using tracks reconstructed in the inner tracker matched to track segments in the muon system, using an arbitration algorithm [55]. The candidates are further required to have at least eight hits in the tracker, with the $\chi^2/N_{\text{dof}} < 4$ for the track fit in the inner tracker (where $N_{\text{dof}}$ is the number of degrees of freedom), and at least two matched segments in the muon system. The data are further selected by requiring at least four offline muon candidates with $p_T > 8$ GeV/$c$ and $|\eta| < 2.4$; at least one of the candidates must have $p_T > 17$ GeV/$c$ and be reconstructed in the central region, $|\eta| < 0.9$. Application of the selection requirements of other models predicting the production of the same final states.
described above yields 1,745 events in the data. The trigger efficiency for the selected events is high (96–97%) and is nearly independent of the \( p_T \) and \( \eta \) of any of the four muons. The \(|\eta| < 0.9\) requirement is tighter than that imposed by the trigger, but eliminates significant model dependence attributable to the reduced trigger performance in the forward region in the presence of multiple spatially close muons. This \( \eta \) requirement causes an overall reduction in the analysis acceptance of about 20%, as obtained in a simulation study with one of the NMSSM benchmark samples used in the analysis.

Next, oppositely charged muons are grouped into dimuons (a muon may be shared between several dimuons) if their pairwise invariant mass satisfies \( m_{\mu\mu} < 5 \text{ GeV}/c^2 \) and if either the fit of the two muon tracks for a common vertex has a \( \chi^2 \) fit probability greater than 1% or the two muon tracks satisfy the cone size requirement \( \Delta R(\mu^+, \mu^-) = \sqrt{\eta_{\mu^+} - \eta_{\mu^-}}^2 + (\phi_{\mu^+} - \phi_{\mu^-})^2 < 0.01 \), where \( \phi \) is the azimuthal angle in radians. The \( \Delta R \) requirement compensates for the reduced efficiency of the vertex probability requirement for dimuons with very low mass (\( m_{\mu\mu} \gtrsim 2m_{\mu} \)), in which the two muon tracks are nearly parallel to each other at the point of closest approach.

Once all dimuons are constructed, only events with exactly two dimuons not sharing common muons are selected for further analysis. There is no restriction on the number of ungrouped (orphan) muons. Assuming that each dimuon is a decay product of a new light boson, we require that the two dimuons have invariant masses in the range 0.25–3.55 \text{ GeV}/c^2. We reconstruct \( z_{\mu\mu} \), the projected \( z \) coordinate of the dimuon system at the point of the closest approach to the beam line, using the dimuon momentum measured at the common vertex and the vertex position. We ensure that the two dimuons originate from the same pp interaction by requiring \(|z_{\mu\mu_1} - z_{\mu\mu_2}| < 1 \text{ mm} \). This selection yields 139 events in data and it is fully efficient for signal events while reducing the probability of selecting rare events with dimuons from two separate primary interactions.

To suppress backgrounds with dimuons coming from jets, we require that the dimuons be isolated from other activity in the event, using the criterion \( I_{\text{sum}} < 3 \text{ GeV}/c \), where the isolation parameter of the dimuon system \( I_{\text{sum}} \) is defined as the scalar sum of the transverse momenta of all additional charged tracks with \( p_T > 0.5 \text{ GeV}/c \) within a cone of size \( \Delta R = 0.4 \) centered on the momentum vector of the dimuon system. Tracks used in the calculation of \( I_{\text{sum}} \) must also have a \( z \) coordinate at the point of the closest approach to the beam line that lies within 1 mm of the \( z \) coordinate of the dimuon system. The \( I_{\text{sum}} \) selection yields three events in data and it suppresses the contamination from b\( \bar{b} \) production by about a factor of 40 (measured in data) while rejecting less than 10% of the signal events (obtained from the simulation study).

Finally, we require that the invariant masses of the two reconstructed dimuons are compatible with each other within the detector resolution \(|m_1 - m_2| < 0.13 \text{ GeV}/c^2 + 0.065 \times (m_1 + m_2)/2\), where \( m_1 = m_{\mu\mu_1} \) and \( m_2 = m_{\mu\mu_2} \). The numerical parameters in this last requirement correspond to at least five times the size of the core resolution in dimuon mass, including the differences in resolution in the central and forward regions. The signal inefficiency of this \( m_1 \simeq m_2 \) selection is less than 5% per event; it is due to QED final-state radiation and is unrelated to the detector resolution. No constraint is imposed on the four-muon invariant mass, in order to maintain the model independence of the analysis, in particular with respect to models resulting in cascade decays such as dark-SUSY, where an unknown fraction of the energy goes into the light dark fermions, which escape detection.

To demonstrate the ability of the analysis to select a possible signal, we use the two benchmark models introduced earlier. The NMSSM samples are simulated with the \textsc{pythia} 6.4.26 event
Table 1: Event selection efficiencies $\epsilon_{\text{full}}^{\text{MC}}(m_{h_1}, m_{a_1})$, as obtained from the full detector simulation, and the geometric and kinematic acceptances $\alpha_{\text{gen}}(m_{h_1}, m_{a_1})$ calculated using generator level information only, with statistical uncertainties for the NMSSM benchmark model. The experimental data-to-simulation scale factors are not applied.

<table>
<thead>
<tr>
<th>$m_{h_1}$ [GeV/c²]</th>
<th>90</th>
<th>100</th>
<th>125</th>
<th>125</th>
<th>125</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{a_1}$ [GeV/c²]</td>
<td>2</td>
<td>2</td>
<td>0.25</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$\epsilon_{\text{full}}$ [%]</td>
<td>12.1 ± 0.1</td>
<td>14.7 ± 0.1</td>
<td>46.2 ± 0.1</td>
<td>24.6 ± 0.2</td>
<td>21.1 ± 0.1</td>
<td>20.1 ± 0.1</td>
<td>19.7 ± 0.1</td>
</tr>
<tr>
<td>$\alpha_{\text{gen}}$ [%]</td>
<td>16.6 ± 0.1</td>
<td>20.0 ± 0.1</td>
<td>62.2 ± 0.1</td>
<td>33.2 ± 0.3</td>
<td>28.6 ± 0.1</td>
<td>27.5 ± 0.1</td>
<td>27.1 ± 0.1</td>
</tr>
<tr>
<td>$\epsilon_{\text{full}} / \alpha_{\text{gen}}$ [%]</td>
<td>73.0 ± 0.3</td>
<td>73.5 ± 0.3</td>
<td>74.3 ± 0.3</td>
<td>74.2 ± 0.6</td>
<td>73.8 ± 0.3</td>
<td>72.6 ± 0.3</td>
<td>72.7 ± 0.3</td>
</tr>
</tbody>
</table>

Table 2: Event selection efficiencies $\epsilon_{\text{full}}^{\text{MC}}(m_{h_1}, m_{\gamma_D})$, as obtained from the full detector simulation, and the geometric and kinematic acceptances $\alpha_{\text{gen}}(m_{h_1}, m_{\gamma_D})$ calculated using generator level information only, with statistical uncertainties for a dark-SUSY benchmark model, as obtained from simulation. The experimental data-to-simulation scale factors are not applied.

<table>
<thead>
<tr>
<th>$m_{h_1}$ [GeV/c²]</th>
<th>90</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\gamma_D}$ [GeV/c²]</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$\epsilon_{\text{full}}$ [%]</td>
<td>2.7 ± 0.1</td>
<td>7.6 ± 0.1</td>
<td>11.4 ± 0.1</td>
</tr>
<tr>
<td>$\alpha_{\text{gen}}$ [%]</td>
<td>3.6 ± 0.1</td>
<td>10.1 ± 0.1</td>
<td>15.2 ± 0.1</td>
</tr>
<tr>
<td>$\epsilon_{\text{full}} / \alpha_{\text{gen}}$ [%]</td>
<td>76.1 ± 0.8</td>
<td>75.5 ± 0.5</td>
<td>74.9 ± 0.4</td>
</tr>
</tbody>
</table>

generator [56] using MSSM Higgs boson production via gluon-gluon fusion $gg \rightarrow H^0_{\text{MSSM}}$, where the Higgs bosons are forced to decay via $H^0_{\text{MSSM}} \rightarrow 2A^0_{\text{MSSM}}$. The masses of $H^0_{\text{MSSM}}$ and $A^0_{\text{MSSM}}$ are set to the desired values for the $h_1$ mass and $a_1$ mass, respectively. Both $A^0_{\text{MSSM}}$ bosons are forced to decay to a pair of muons. The dark-SUSY samples are simulated with the MADGRAPH 4.5.2 event generator [57] using SM Higgs boson production via gluon-gluon fusion $gg \rightarrow h_{\text{SM}}$, where the mass of $h_{\text{SM}}$ is set to the desired value for the h mass. The BRIDGE software [58] was used to implement the new physics model that forces the Higgs bosons $h_{\text{SM}}$ to undergo a non-SM decay to a pair of neutralinos $n_1$, each of which decays $n_1 \rightarrow n_D + \gamma_D$, where $m_{n_1} = 10$ GeV/c², $m_{n_D} = 1$ GeV/c² and $m_{\gamma_D} = 0.4$ GeV/c². Both dark photons $\gamma_D$ are forced to decay to two muons, while both dark neutralinos $n_D$ escape detection. The narrow width approximation is imposed by setting the widths of the Higgs bosons and dark photons to a small value (10⁻³ GeV/c²). All benchmark samples are generated using the leading-order CTEQ6L1 [59] set of parton distribution functions (PDF), and are interfaced with PYTHIA 6.4.26 using the Z2 tune [60] for “underlying event” (UE) activity at the LHC and to simulate jet fragmentation, when applicable.

All events in the benchmark signal samples are processed through a detailed simulation of the CMS detector based on GEANT4 [61] and are reconstructed with the same algorithms used for data analysis. Tables [1] and [2] show the event selection efficiencies $\epsilon_{\text{full}}^{\text{MC}}$ obtained using the simulated signal events for these two benchmark models using representative choices for masses of h, a₁ or $\gamma_D$. To provide a simple recipe for future reinterpretations of the results in the context of other models, we separately determine $\alpha_{\text{gen}}$, the geometric and kinematic acceptance of this analysis calculated using generator level information only. It is defined with the criteria that an event contains at least four muons with $p_T > 8$ GeV/c and $|\eta| < 2.4$, with at least one of these muons having $p_T > 17$ GeV/c and $|\eta| < 0.9$. Tables [1] and [2] also show $\alpha_{\text{gen}}$ along with the ratio $\epsilon_{\text{full}}^{\text{MC}} / \alpha_{\text{gen}}$. 
The model independence of the ratio $\epsilon_{\text{full}}^{\text{MC}} / \epsilon_{\text{gen}}$ permits an estimate of the full event selection efficiency of this analysis for an arbitrary new physics model predicting the signature with a pair of new light bosons. The analysis makes some assumptions on the nature and characteristics of the new light bosons, namely that they should be of the same type, have a mass in range $2m_\mu < m_\mu < 2m_\tau$, decay to the $\mu^+\mu^-$ final state and not have a significant lifetime. In addition, the two bosons, should be isolated and sufficiently separated from each other to avoid being vetoed by the isolation requirement. The acceptance $\epsilon_{\text{gen}}$ may be calculated using only the generator level selection requirements that have been defined above. The full efficiency $\epsilon_{\text{full}}$ could then be calculated by multiplying $\epsilon_{\text{gen}}$ by the ratio $\epsilon_{\text{full}} / \epsilon_{\text{gen}} = r \times \epsilon_{\text{full}}^{\text{MC}} / \epsilon_{\text{gen}} = 0.67 \pm 0.05$, where $r = \epsilon_{\text{full}} / \epsilon_{\text{full}}^{\text{MC}} = 0.91 \pm 0.07$ is the scale factor defined in Sec. 5 that accounts for differences between data and simulation, and $\epsilon_{\text{full}}^{\text{MC}} / \epsilon_{\text{gen}} = 0.74 \pm 0.02$ is an average ratio over all of the benchmark points used. The systematic uncertainty in the ratio $\epsilon_{\text{full}} / \epsilon_{\text{gen}}$ is around 7.4%. For reference, the individual systematics uncertainties in $\epsilon_{\text{gen}}$ and $\epsilon_{\text{full}}$ are 3.0% and 8.0%, respectively, as discussed in Sec. 5.

4 Background estimation

The background contributions after final selections are dominated by $b\bar{b}$ and direct $J/\psi$ pair production events. The leading part of the $b\bar{b}$ contribution is due to $b$-quark decays to pairs of muons via double semileptonic decays or resonances, i.e. $\omega$, $\rho$, $\phi$, $J/\psi$. A smaller contribution comes from events with one real dimuon and a second dimuon with a muon from a semileptonic $b$-quark decay and a charged hadron misidentified as another muon. The misidentification typically occurs due to the incorrect association of the track of the charged hadron with the track segments from a real muon in the muon system. The contribution of other SM processes has been found to be negligible (less than 0.1 events combined), for example low mass Drell–Yan production is heavily suppressed by the requirement of additional muons, and $pp \to Z/\gamma^* \to 4\mu$ production is suppressed by the requirement of small and mutually consistent masses of the dimuons $^{[27]}$. The analysis is not sensitive to SM process $pp \to H \to ZZ \to 4\mu$ because the invariant mass of the dimuons is substantially lower than the $Z$ mass.

Using data control samples, the $b\bar{b}$ background is modeled as a two dimensional (2D) template $B_{b\bar{b}}(m_1, m_2)$ in the plane of the invariant masses of the two dimuons in the selected events, where $m_1$ always refers to the dimuon containing a muon with $p_T > 17$ GeV/c and $|\eta| < 0.9$. For events with both dimuons containing such a muon, the assignment of $m_1$ and $m_2$ is random. As each $b$ quark fragments independently, we construct the template describing the 2D probability density function as a Cartesian product $B_{17+8} (m_1) \times B_{8+8} (m_2)$, where the $B_{17+8}$ and $B_{8+8}$ templates model the invariant-mass distributions for dimuons with or without the requirement that the dimuon contains at least one muon satisfying $p_T > 17$ GeV/c and $|\eta| < 0.9$. This distinction is necessary as the shape of the dimuon invariant mass distribution depends on the transverse momentum thresholds used to select muons and whether the muons are in the central ($|\eta| < 0.9$) or in the forward ($0.9 < |\eta| < 2.4$) regions, owing to the differences in momentum resolution of the barrel and endcap regions of the tracker. The $B_{17+8}$ shape is measured using a data sample enriched in $b\bar{b}$ events with exactly one dimuon and one orphan muon under the assumption that one of the $b$ quarks decays to a dimuon containing at least one muon with $p_T > 17$ GeV/c and $|\eta| < 0.9$, while the other $b$ quark decays semileptonically resulting in an orphan muon with $p_T > 8$ GeV/c. For the $B_{8+8}$ shape, we use a similar sample and procedure but only require the dimuon to have both muons with $p_T > 8$ GeV/c, while the orphan muon has to have $p_T > 17$ GeV/c and $|\eta| < 0.9$. Both data samples used to measure
background shapes are collected with the same trigger and with kinematic properties similar to those b\overline{b} events passing the selections of the main analysis. These event samples do not overlap the sample containing two dimuons that is used for the main analysis, and they have negligible contributions from non-b\overline{b} backgrounds. The $B_{17+8}$ and $B_{8+8}$ distributions, fitted with a parametric analytical function using a combination of Bernstein polynomials [62] and Crystal Ball functions [63] describing resonances, are shown as insets in Fig. 1 (left). Once the $B_{b\overline{b}}(m_1, m_2)$ template is constructed, it is used to provide a description of the b\overline{b} background shape in the main analysis.

To validate the constructed $B_{b\overline{b}}(m_1, m_2)$ template, we compare its shape with the distribution of the invariant masses $m_1$ vs. $m_2$ from events obtained with all standard selections except the requirement that each of the two reconstructed dimuons is isolated. Omitting the isolation requirement provides a high-statistics control sample of events with two dimuons highly enriched with b\overline{b} events. To avoid unblinding the search, the diagonal signal region is excluded in both the data and the template, i.e. the comparison has been limited to the data events that satisfy all analysis selections but fail the $m_1 \simeq m_2$ requirement. Distributions of $m_1$ and $m_2$ are consistent with the projections of the $B_{b\overline{b}}(m_1, m_2)$ template on the respective axes normalized to the number of events in the data control sample. The sum of the $m_1$ and $m_2$ distributions agrees well with the sum of the template projections as shown in Fig. 1 (left).

Another cross-check has been performed using data events which satisfy all analysis selections except that the isolation parameters of each dimuon system have been required to satisfy $3 \, \text{GeV}/c < I_{\text{sum}} < 8 \, \text{GeV}/c$, which removes potential signal events since the signal selections...
require $I_{\text{sum}} < 3 \text{GeV/c}$ for each dimuon. These selections with both dimuons in isolation sideband yield four events in the off-diagonal region and zero events in the diagonal region of $(m_1, m_2)$ plane. Normalizing the background distribution to these four observed events, we predict $0.9 \pm 0.4 \text{ b} \bar{\text{b}}$ events in the diagonal region of the $(m_1, m_2)$ plane with both dimuons in the isolation sideband ($3 \text{GeV/c} < I_{\text{sum}} < 8 \text{GeV/c}$). This prediction is consistent with no events being observed there.

To normalize the constructed $B_{\text{bg}}(m_1, m_2)$ template, we use the data events that satisfy all analysis selections, but fail the $m_1 \approx m_2$ requirement. These selections yield three events in the off-diagonal sideband region of the $(m_1, m_2)$ plane, leading, in the diagonal signal region, to an expected number of $0.7 \pm 0.4 \text{ b} \bar{\text{b}}$ events, where the estimated uncertainty is dominated by the statistical uncertainty. These three events in the off-diagonal sidebands of the $(m_1, m_2)$ plane are shown as empty circles in Fig. 1(right).

The direct $J/\psi$ pair production contribution is estimated using simulations normalized to the data in the region of low invariant mass of the two $J/\psi$ candidates. The data for the study were collected using a trigger requiring three muon candidates with transverse momenta $p_T > 1 \text{ GeV/c}$ and a scalar sum of momenta $p(\mu_1) + p(\mu_2) + p(\mu_3) > 2.5 \text{ GeV/c}$. In addition, among these muon candidates there must be at least one pair with opposite charges, originating from a common vertex and having an invariant mass in the range $2.8 < m_{\mu\mu} < 3.35 \text{ GeV/c}^2$. In the offline selection, four high quality muon candidates are required, forming two $J/\psi$ candidates within this same mass window. The resulting data sample has significant contamination from non-prompt $J/\psi$ pairs produced in heavy flavor decays, combinatorial backgrounds, and combinations of the two. The rate of prompt double $J/\psi$ production in the data sample is extracted by extrapolating in the plane of the transverse lifetime $c t_{x\psi}$ of the two $J/\psi$ candidates and their measured invariant masses. The rate thus obtained from data is used to normalize the simulation, which is produced using the double parton scattering (DPS) $J/\psi$ pair production process in the PYTHIA 8.108 event generator [64], applying the same selections as applied to the data. This calculation provides an estimate of the background rate due to prompt double $J/\psi$ production in the signal region. To evaluate the systematic uncertainty, this normalization factor is recalculated separately for each of the four ranges of the invariant masses $m_{2\mu\psi}$ of the two $J/\psi$ candidates: 6–13, 13–22, 22–35, and 35–80 GeV/c$^2$. Although the control samples overlap with the data sample used for the search, for none of the benchmark models considered are the control samples significantly contaminated with the signal. This is because the dark-SUSY models predict new bosons with a mass of less than 1 GeV/c$^2$, and LEP measurements set an upper limit of about 90 GeV/c$^2$ on the NMSSM CP-even Higgs boson mass. With approximately 1500 events in the prompt double $J/\psi$ control sample, the statistical component of the prompt double $J/\psi$ background uncertainty is very small compared to the systematic error. For this reason, the correlation introduced into the limit calculation by the potential presence of a small amount of signal in the control region can be safely neglected. Nevertheless, we have treated the higher mass ranges with particular caution, as an excess there could be a sign of a potential signal of new physics, in which case it would have been necessary to change the strategy of this analysis. Measurements in all ranges of $m_{2\mu\psi}$ yield consistently low estimates of the contamination due to the prompt double $J/\psi$ background in the signal region. The final estimate of the rate is $0.3 \pm 0.3$, where the uncertainty accounts for both statistical and systematic effects. This value is used to normalize a 2D Gaussian template $B_{\text{bg}}(m_1, m_2)$ in the $(m_1, m_2)$ plane that models the double $J/\psi$ background contribution.

The distribution of the total background expectation in the $(m_1, m_2)$ plane is $B_{\text{bg}}(m_1, m_2)$ + $B_{2\mu\psi}(m_1, m_2)$, i.e. a sum of the $b\bar{b}$ and the direct $J/\psi$ pair production contributions. It is shown by the intensity of the shading in Fig. 1(right). The background expectation in the diagonal sig-
Figure 2: Left: The 95% CL upper limits as functions of $m_{h_1}$ for the NMSSM case, on $\sigma(pp \rightarrow h_{1,2} \rightarrow 2a_1) \times B^2(a_1 \rightarrow 2\mu)$ with $m_{a_1} = 0.25\text{ GeV}/c^2$ (dashed curve), $m_{a_1} = 2\text{ GeV}/c^2$ (dashed-dotted curve) and $m_{a_1} = 3.55\text{ GeV}/c^2$ (dotted curve). As an illustration, the limits are compared to the predicted rate (solid curve) obtained using a simplified scenario with $\sigma(pp \rightarrow h_1) = \sigma_{SM}(m_{h_1})$ [65], $\sigma(pp \rightarrow h_2) \times B(h_2 \rightarrow 2a_1) = 0$, $B(h_1 \rightarrow 2a_1) = 3\%$, and $B(a_1 \rightarrow 2\mu) = 7.7\%$. The chosen $B(a_1 \rightarrow 2\mu)$ is taken from [28] for $m_{a_1} = 2\text{ GeV}/c^2$ and NMSSM parameter tan $\beta = 20$. Right: The 95% CL upper limit as a function of $m_{h}$, for the dark-SUSY case, on $\sigma(pp \rightarrow h \rightarrow 2n_1 \rightarrow 2n_D + 2\gamma_D) \times B^2(\gamma_D \rightarrow 2\mu)$ with $m_{n_1} = 10\text{ GeV}/c^2$, $m_{n_D} = 1\text{ GeV}/c^2$ and $m_{\gamma_D} = 0.4\text{ GeV}/c^2$ (dashed curve). As an illustration, the limit is compared to the predicted rate (solid curve) obtained using a simplified scenario with SM Higgs boson production cross section $\sigma(pp \rightarrow h) = \sigma_{SM}(m_{h})$ [65], $B(h \rightarrow 2n_1) = 1\%$, $B(n_1 \rightarrow n_D + \gamma_D) = 50\%$, and $B(\gamma_D \rightarrow 2\mu) = 45\%$. The chosen $B(\gamma_D \rightarrow 2\mu)$ is taken from [31] for $m_{\gamma_D} = 0.4\text{ GeV}/c^2$.

The selection efficiencies of offline muon reconstruction, trigger, and dimuon isolation criteria are obtained with simulation and have been corrected with scale factors derived from a comparison of data and simulation using $Z \rightarrow \mu\mu$ and $J/\psi \rightarrow \mu\mu$ samples. The scale factor per event is $r = 0.91 \pm 0.07$ (syst.). It accounts for the differences in the efficiency of the trigger, the efficiency of the muon reconstruction and identification for each of the four muon candidates, and the combined efficiency of the isolation requirement for the two dimuon candidates. The correlations due to the presence of two close muons have been taken into account. The main systematic uncertainty is in the offline muon reconstruction (5.7%) which includes an uncertainty (1% per muon) to cover variations of the scale factor as a function of $p_T$ and $\eta$ of muons. Other systematic uncertainties include the uncertainty in the trigger (1.5%), dimuon isolation (negligible), dimuon reconstruction effects related to overlaps of muon trajectories in the tracker and in the muon system (3.5%), and dimuon mass shape, which affects the efficiency of the requirement that the two dimuon masses are compatible (1.5%). The uncertainty in the LHC integrated luminosity of the data sample (2.2%) is also included [66]. All the uncertainties
Figure 3: Left: The 95% CL upper limits as functions of $m_{a_1}$, for the NMSSM case, on $\sigma(pp \to h_{1,2} \to 2a_1) \times B^2(a_1 \to 2\mu)$ with $m_{h_3} = 90\text{GeV}/c^2$ (dashed curve), $m_{h_1} = 125\text{GeV}/c^2$ (dash-dotted curve) and $m_{h_1} = 150\text{GeV}/c^2$ (dotted curve). The limits are compared to the predicted rate (solid curve) obtained using a simplified scenario with $B(h_1 \to 2a_1) = 3\%$, $\sigma(pp \to h_1) = \sigma_{SM}(m_{h_1} = 125\text{GeV}/c^2)$ [65], $\sigma(pp \to h_2) \times B(h_2 \to 2a_1) = 0$, and $B(a_1 \to 2\mu)$ as a function of $m_{a_1}$ which is taken from [28] for NMSSM parameter $\tan \beta = 20$. Right: The 95% CL upper limits on $B(h_1 \to 2a_1) \times B^2(a_1 \to 2\mu)$ with $m_{h_3} = 90\text{GeV}/c^2$ (dashed curve), $m_{h_1} = 125\text{GeV}/c^2$ (dash-dotted curve) and $m_{h_1} = 150\text{GeV}/c^2$ (dotted curve) assuming $\sigma(pp \to h_1) = \sigma_{SM}(m_{h_1} = 125\text{GeV}/c^2)$ [65] and $\sigma(pp \to h_2) \times B(h_2 \to 2a_1) = 0$. The limits are compared to the predicted branching fraction (solid line) obtained using a simplified scenario with $B(h_1 \to 2a_1) = 3\%$ and $B(a_1 \to 2\mu)$ as a function of $m_{a_1}$ which is taken from [28] for NMSSM parameter $\tan \beta = 20$.

quoted above, which relate to the final analysis selection efficiency for signal events, sum up to 7.4%. The uncertainties related to the parton distribution functions (PDFs) and the knowledge of the strong coupling constant $\alpha_s$ are estimated by comparing the PDFs in CTEQ6.6 [67] with those in NNPDF2.0 [68] and MSTW2008 [69] following the PDF4LHC recommendations [70].

Using the analysis benchmark samples, they are found to be 3% for the signal acceptance. Varying the QCD renormalization/factorization scales has a negligible effect. The total systematic uncertainty in the signal acceptance and selection efficiency is 8.0%.

6 Results

When the data satisfying all analysis selections were unblinded, no events were observed in the signal diagonal region, as illustrated in Fig. [1](right). The expected background in the diagonal signal region is $1.0 \pm 0.5$ events, where the uncertainty accounts for both statistical and systematic effects. This background includes contributions from $b\bar{b}$ production and direct $J/\psi$ pair production, as discussed in Sec. [4](right).

For an arbitrary new physics model predicting the signature investigated in this Letter, the results can be presented as the 95% confidence level (CL) upper limit:

$$\sigma(pp \to 2a + X) \times B^2(a \to 2\mu) \times \alpha_{\text{gen}} < 0.86 \pm 0.06 \text{fb}^{-1},$$
where $\alpha_{\text{gen}}$ is the generator-level kinematic and geometric acceptance defined in Sec. 3. The calculation uses the value of the integrated luminosity $L = 5.3 \text{ fb}^{-1}$ of the data, and takes the ratio $\epsilon_{\text{full}}/\alpha_{\text{gen}} = 0.67 \pm 0.05$, derived in Sec. 3. This ratio includes the scale factor that corrects for experimental effects not accounted for by the simulation. The variation in this ratio over all of the used benchmark points is covered by systematic uncertainties. The limit is applicable to models with two pairs of muons coming from light bosons of the same type with a mass in range $0.25 < m_a < 3.55 \text{ GeV/c}^2$ where the new light bosons are typically isolated, spatially separated to not be vetoed by the isolation requirement and have no substantial lifetime. The efficiency of the selections in this analysis abruptly deteriorates if the light boson’s decay vertex is more than $\sim 4 \text{ cm}$ from the beamline in the transverse plane.

We interpret these results in the context of the NMSSM and the dark-SUSY benchmark models, taking into account the dependence of the signal selection efficiencies on $m_{h_1}$, as shown in Fig. 2(left) and as a function of $m_{a_1}$, as shown in Fig. 3(left). As $m_{h_2}$ is unrestricted for any given $m_{h_1}$, we use $\epsilon_{\text{full}}(m_{h_2}) = \epsilon_{\text{full}}(m_{h_1})$ to simplify the interpretation. This is conservative since $\epsilon_{\text{full}}(m_{h_2}) > \epsilon_{\text{full}}(m_{h_1})$ if $m_{h_2} > m_{h_1}$, for any $m_{a_1}$. We also derive the 95% CL upper limit for $B(h_1 \to 2a_1) \times B^2(a_1 \to 2\mu)$ as a function of $m_{a_1}$ for three choices of $m_{h_1}$ as shown in Fig. 3(right) assuming that only $h_1$ gives a significant contribution to the final state considered in this analysis and has the production cross section of a SM Higgs boson, i.e. $\sigma(pp \to h_1) = \sigma_{\text{SM}}(m_{h_1})$ and $\sigma(pp \to h_2) \times B(h_2 \to 2a_1) = 0$. For the NMSSM simplified prediction scenario we use $B(a_1 \to 2\mu)$ as a function of $m_{a_1}$, calculated in [28] for $\tan \beta = 20$ with no hadronization effects included in the $m_{a_1} < 2m_{\gamma}$ region. The branching fraction $B(a_1 \to 2\mu)$ is influenced by the $a_1 \to ss$ and $a_1 \to gg$ channels. The significant structures in the predicted curves visible in Fig. 3 arise from the fact that $B(a_1 \to gg)$ varies rapidly in that region of $m_{a_1}$. The rapid variation in $B(a_1 \to gg)$ occurs when $m_{a_1}$ crosses the internal quark loop thresholds. The representative value of $B(a_1 \to 2\mu)$ is equal to $7.7\%$ for $m_{a_1} \approx 2 \text{ GeV/c}^2$. Finally, we choose $B(h_1 \to 2a_1) = 3\%$, which yields predictions for the rates of dimuon pair events comparable to the obtained experimental limits.

In the case of the dark-SUSY model, the 95% CL upper limit is derived for $\sigma(pp \to h \to 2n_1 \to 2n_D + 2\gamma_D) \times B^2(\gamma_D \to 2\mu)$ as a function of $m_{h_1}$. This limit is shown in Fig. 2(right) for $m_{n_1} = 10 \text{ GeV/c}^2$, $m_{n_D} = 1 \text{ GeV/c}^2$ and $m_{\gamma_D} = 0.4 \text{ GeV/c}^2$. For the dark-SUSY simplified prediction scenario we use the branching fraction $B(\gamma_D \to 2\mu)$ close to its maximum at $m_{\gamma_D} = 0.4 \text{ GeV/c}^2$, of $45\%$, calculated in [31]. We also use $B(n_1 \to n_D + \gamma_D) = 50\%$, allowing for other possible decays. Finally, we choose $B(h \to 2n_1) = 1\%$, which yields predictions for the rates of dimuon pair events comparable to the obtained experimental limits.

The sensitivity of this search can be compared to that of a similar analysis performed at the Tevatron [40] after rescaling with the ratio of the Higgs boson cross sections at the LHC and the Tevatron. If plotted in Fig. 2 and Fig. 3(left), the Tevatron results would have exclusion limits above $\sim 130 \text{ fb}$, therefore the search presented in this Letter has one order of magnitude better sensitivity compared to previous experimental constraints.
7 Summary

A search for non-standard-model Higgs boson decays to pairs of new light bosons, which sub-
sequently decay to pairs of oppositely charged muons ($h \to 2a + X \to 4\mu + X$) has been pre-
vented. The search is based on a data sample corresponding to an integrated luminosity of
5.3 $fb^{-1}$ collected by the CMS experiment in proton-proton collisions at $\sqrt{s} = 7$ TeV in 2011. No
excess is observed with respect to the SM predictions. An upper limit at 95% confidence level
on the cross section times branching fraction times acceptance is obtained. The limit is valid for new light-boson masses in the range $0.25 < m_a < 3.55$ GeV/$c^2$ and for Higgs
boson masses in the range $m_h > 86$ GeV/$c^2$. Although the results have been interpreted in
the context of the NMSSM and the dark-SUSY benchmark models for $m_h < 150$ GeV/$c^2$, it is pos-
sible to extend them by smoothly extrapolating the model-independent cross section limit to
higher masses. The analysis has been designed as a quasi-model-independent search allowing
interpretation of its results in the context of a broad range of new physics scenarios predicting
the same type of signature. In the context of the NMSSM and one of the SUSY models with hidden
valleys this search provides the best experimental limits to date, significantly surpassing
the sensitivity of similar searches performed at the Tevatron.

8 Acknowledgments

We would like to thank Joshua Ruderman (LBNL and University of California at Berkeley) for
his guidance with the theoretically motivated benchmark samples of dark SUSY and useful
discussions. We wish to congratulate our colleagues in the CERN accelerator departments for
the excellent performance of the LHC machine. We thank the technical and administrative staff
at CERN and other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS
and FWO (Belgium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN;
CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSEP (Croatia); RPF (Cyprus);
Academy of Sciences and NICPB (Estonia); Academy of Finland, MEC, and HIP (Finland);
CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA
and NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF
and WCU (Korea); LAS (Lithuania); CINEVESTIV, CONACYT, SEP, and UASLP-FAI (Mexico);
MSI (New Zealand); PAEC (Pakistan); SCSR (Poland); FCT (Portugal); JINR (Armenia, Belarus,
Georgia, Ukraine, Uzbekistan); MST and MAE (Russia); MSTD (Serbia); MICINN and CFAN
(Spain); Swiss Funding Agencies (Switzerland); NSC (Taipei); TUBITAK and TAEK (Turkey);
STFC (United Kingdom); DOE and NSF (USA).

References

model Higgs boson with the ATLAS detector at the LHC”, Phys. Lett. B 716 (2012) 1,


A The CMS Collaboration

Yerevan Physics Institute, Yerevan, Armenia
S. Chatrchyan, V. Khachatryan, A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik der OeAW, Wien, Austria
W. Adam, E. Aguilo, T. Bergauer, M. Dragicevic, J. Erö, C. Fabjan¹, M. Friedl, R. Frühwirth¹, V.M. Ghete, J. Hammer, N. Hörmann, J. Hrubec, M. Jeitler¹, W. Kiesenhofer, V. Knünz, M. Krammer¹, I. Krätschner, D. Liko, I. Mikulec, M. Pernicka¹, B. Rahbaran, C. Rohringer, H. Rohringer, R. Schöfbeck, J. Strauss, A. Taurok, W. Waltenberger, G. Walzel, E. Widl, C.-E. Wulz¹

National Centre for Particle and High Energy Physics, Minsk, Belarus
V. Mossolov, N. Shumeiko, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Beliy, T. Caeburgs, E. Daubie, G.H. Hammad

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

Instituto de Fisica Teorica, Universidade Estadual Paulista, Sao Paulo, Brazil
T.S. Anjos³, C.A. Bernardes³, F.A. Dias³, T.R. Fernandez Perez Tomei, E.M. Gregores³, C. Lagana, F. Marinho, P.G. Mercadante³, S.F. Novaes, Sandra S. Padula

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria
V. Genchev³, P. Iaydjiev³, S. Pipirov, M. Rodozov, S. Stoykova, G. Sultanov, V. Tcholakov, R. Trayanov, M. Vutova
University of Sofia, Sofia, Bulgaria
A. Dimitrov, R. Hadjiiska, V. Kozhuharov, L. Litov, B. Pavlov, P. Petkov

Institute of High Energy Physics, Beijing, China

State Key Lab. of Nucl. Phys. and Tech., Peking University, Beijing, China
C. Asawatangtrakuldee, Y. Ban, Y. Guo, W. Li, S. Liu, Y. Mao, S.J. Qian, H. Teng, D. Wang, L. Zhang, W. Zou

Universidad de Los Andes, Bogota, Colombia

Technical University of Split, Split, Croatia
N. Godinovic, D. Lelas, R. Plestina, D. Polic, I. Puljak

University of Split, Split, Croatia
Z. Antunovic, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, S. Duric, K. Kadija, J. Luetic, S. Morovic

University of Cyprus, Nicosia, Cyprus
A. Attikis, M. Galanti, G. Mavromanolakis, J. Mousa, C. Nicolaou, F. Ptochos, P.A. Razis

Charles University, Prague, Czech Republic
M. Finger, M. Finger Jr.

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt
Y. Assran, S. Elgammal, A. Ellithi Kamel, M.A. Mahmoud, A. Radi

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
M. Kadastik, M. Muentel, M. Raidal, L. Rebane, A. Tiko

Department of Physics, University of Helsinki, Helsinki, Finland
P. Eerola, G. Fedi, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
K. Banzuzi, A. Karjalainen, A. Korpela, T. Tuuva

DSM/IRFU, CEA/Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS/IN2P3, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France, Villeurbanne, France
F. Fassi, D. Mercier

Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France

Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia
Z. Tsamalaidze\textsuperscript{15}

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany
M. Bontenackels, V. Cherepanov, Y. Erdogan, G. Flügge, H. Geenen, M. Geisler, W. Haj Ahmad, F. Hoehle, B. Kargoll, T. Kress, Y. Kuessel, J. Lingemann\textsuperscript{5}, A. Nowack, L. Perchalla, O. Pooth, P. Sauerland, A. Stahl

Deutsches Elektronen-Synchrotron, Hamburg, Germany

University of Hamburg, Hamburg, Germany
Institut für Experimentelle Kernphysik, Karlsruhe, Germany

Institute of Nuclear Physics “Demokritos”, Aghia Paraskevi, Greece

University of Athens, Athens, Greece
L. Gouskos, T.J. Mertzimekis, A. Panagiotou, N. Saoulidou

University of Ioánnina, Ioánnina, Greece
I. Evangelou, C. Foudas, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras

KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary
G. Bencze, C. Hajdu, P. Hidas, D. Horvath, F. Sikler, V. Veszpremi, G. Vesztergombi

Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, S. Czellar, J. Molnar, J. Palinkas, Z. Szillasi

University of Debrecen, Debrecen, Hungary
J. Karancsi, P. Raics, Z.L. Trocsanyi, B. Ujvari

Panjab University, Chandigarh, India

University of Delhi, Delhi, India
Ashok Kumar, Arun Kumar, S. Ahuja, A. Bhardwaj, B.C. Choudhary, S. Malhotra, M. Naimuddin, K. Ranjan, V. Sharma, R.K. Shivpuri

Saha Institute of Nuclear Physics, Kolkata, India

Bhabha Atomic Research Centre, Mumbai, India
A. Abdul salam, R.K. Choudhury, D. Dutta, S. Kailas, V. Kumar, P. Mehta, A.K. Mohanty, L.M. Pant, P. Shukla

Tata Institute of Fundamental Research - EHEP, Mumbai, India

Tata Institute of Fundamental Research - HECR, Mumbai, India
S. Banerjee, S. Dugad

Institute for Research in Fundamental Sciences (IPM), Tehran, Iran

INFN Sezione di Bari a, Università di Bari b, Politecnico di Bari c, Bari, Italy
M. Abbrescia, L. Barbone, C. Calabria, S.S. Chhibra, A. Colaleo, D. Creanza, N. De
Filippis$^{a,c,5}$, M. De Palma$^{a,b}$, L. Fiore$^{a}$, G. Isaila$^{a,c}$, G. Maggi$^{a,c}$, M. Maggi$^{a}$, B. Marangelli$^{a,b}$, S. My$^{a,c}$, S. Nuzzo$^{a,b}$, N. Pacifico$^{a,b}$, A. Pompli$^{a,b}$, G. Pugliese$^{a,c}$, G. Selvaggi$^{a,b}$, L. Silvestris$^{a}$, G. Singh$^{a,b}$, R. Venditti$^{a,b}$, G. Zito$^{a}$

INFN Sezione di Bologna$^{a}$, Università di Bologna$^{b}$, Bologna, Italy
G. Abbondi$^{a}$, A.C. Benvenuti$^{a}$, D. Bonacorsi$^{a,b}$, S. Braibant-Giacomelli$^{a,b}$, L. Brigliadori$^{a,b}$, P. Capiluppi$^{a,b}$, A. Castro$^{a,b}$, F.R. Cavallo$^{a}$, M. Cuffiani$^{a,b}$, G.M. Dallavalle$^{a}$, F. Fabbri$^{a}$, A. Fanfani$^{a,b}$, D. Fasanella$^{a,b,5}$, P. Giacomelli$^{a}$, C. Grandi$^{a}$, L. Guiducci$^{a,b}$, S. Marcellini$^{a}$, G. Masetti$^{a}$, M. Meneghelli$^{a,b,5}$, A. Montanari$^{a}$, F.L. Navarria$^{a,b}$, F. Odorici$^{a}$, A. Perrotta$^{a}$, F. Primavera$^{a,b}$, A.M. Rossi$^{a,b}$, T. Rovelli$^{a,b}$, G.P. Siroli$^{a,b}$, R. Travaglini$^{a,b}$

INFN Sezione di Catania$^{a}$, Università di Catania$^{b}$, Catania, Italy
S. Albergo$^{a,b}$, G. Cappello$^{a,b}$, M. Chiorboli$^{a,b}$, S. Costa$^{a,b}$, R. Potenza$^{a,b}$, A. Tricomi$^{a,b}$, C. Tuve$^{a,b}$

INFN Sezione di Firenze$^{a}$, Università di Firenze$^{b}$, Firenze, Italy
G. Barbaglio$^{a}$, V. Ciulli$^{a,b}$, C. Civanini$^{a}$, R. D’Alessandro$^{a,b}$, E. Focardi$^{a,b}$, S. Frosali$^{a,b}$, E. Gallo$^{a}$, S. Gonzalez$^{a,b}$, M. Meschini$^{a}$, S. Paolletti$^{a}$, G. Sguazzoni$^{a}$, A. Tropiano$^{a,b}$

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, S. Coiafranceschi$^{26}$, F. Fabbrè, D. Piccolo

INFN Sezione di Genova$^{a}$, Università di Genova$^{b}$, Genova, Italy
P. Fabbricatore$^{a}$, R. Musenich$^{a}$, S. Tosi$^{a,b}$

INFN Sezione di Milano-Bicocca$^{a}$, Università di Milano-Bicocca$^{b}$, Milano, Italy
A. Benaglia$^{a,b}$, F. De Guio$^{a,b}$, L. Di Matteo$^{a,b,5}$, S. Fiorendi$^{a,b}$, S. Gennai$^{a,b,5}$, A. Ghezzi$^{a,b}$, S. Malvezzi$^{a}$, R.A. Manzoni$^{a,b}$, A. Martelli$^{a,b}$, A. Massironi$^{a,b,5}$, D. Menasse$^{a}$, L. Moroni$^{a}$, M. Paganoni$^{a,b}$, D. Pedrini$^{a}$, S. Ragazzi$^{a,b}$, N. Redaelli$^{a}$, S. Sala$^{a}$, T. Tabarelli de Fatis$^{a,b}$

INFN Sezione di Napoli$^{a}$, Università di Napoli ”Federico II”$^{b}$, Napoli, Italy
S. Buontempo$^{a}$, C.A. Carrillo Montoya$^{a}$, N. Cavallo$^{a,27}$, A. De Consa$^{a,b,5}$, O. Dogangan$^{a,b}$, F. Fabozzi$^{a,27}$, A.O.M. Iorio$^{a,b}$, L. Lista$^{a}$, S. Meola$^{a,28}$, M. Merola$^{a}$, P. Paolucci$^{a,5}$

INFN Sezione di Padova$^{a}$, Università di Padova$^{b}$, Università di Trento (Trento)$^{c}$, Padova, Italy
P. Azzi$^{a}$, N. Bacchetta$^{a,5}$, D. Bisello$^{a,b}$, A. Branca$^{a,b,5}$, R. Carlin$^{a,b}$, P. Chechida$^{a}$, T. Dorigo$^{a}$, F. Gasparini$^{a,b}$, U. Gasparini$^{a,b}$, A. Gozzelino$^{a}$, K. Kanishchev$^{a,c}$, S. Lacaprara$^{a}$, I. Lazzizzera$^{a,c}$, M. Margoni$^{a,b}$, A.T. Meneguzzo$^{a,b}$, M. Passaseo$^{a}$, J. Pazzini$^{a,b}$, M. Pegoraro$^{a}$, N. Pozzobon$^{a,b}$, P. Ronchese$^{a,b}$, F. Simonetto$^{a,b}$, E. Torassa$^{a}$, M. Tosi$^{a,b}$, S. Vanini$^{a,b}$, P. Zotto$^{a,b}$

INFN Sezione di Pavia$^{a}$, Università di Pavia$^{b}$, Pavia, Italy
M. Gabusci$^{a,b}$, S.P. Ratti$^{a,b}$, C. Riccardi$^{a,b}$, P. Torre$^{a,b}$, P. Vitull$^{a,b}$

INFN Sezione di Perugia$^{a}$, Università di Perugia$^{b}$, Perugia, Italy
M. Biasini$^{a,b}$, G.M. Bilei$^{a}$, L. Fanò$^{a,b}$, P. Lariccia$^{a,b}$, G. Mantovani$^{a,b}$, M. Menichelli$^{a}$, A. Nappi$^{a,b}$, F. Romeo$^{a,b}$, A. Saha$^{a}$, A. Santocchia$^{a,b}$, A. Spiezia$^{a,b}$, S. Taroni$^{a,b}$

INFN Sezione di Pisa$^{a}$, Università di Pisa$^{b}$, Scuola Normale Superiore di Pisa$^{c}$, Pisa, Italy
P. Azzurri$^{a,c}$, G. Bagliesi$^{a}$, J. Bernardini$^{a}$, T. Boccali$^{a}$, G. Broccolo$^{a,c}$, R. Castaldi$^{a}$, R.T. D’Agnolo$^{a,c,5}$, R. Dell’Orso$^{a}$, F. Fiori$^{a,b,5}$, L. Foà$^{a,c}$, A. Giassi$^{a}$, A. Kraan$^{a}$, F. Ligabue$^{a,c}$, T. Lomtadze$^{a}$, L. Martin$^{a,29}$, A. Messineo$^{a,b}$, F. Palla$^{a}$, A. Rizzi$^{a,b}$, A.T. Serban$^{a,30}$, P. Spagnolo$^{a}$, P. Squillacioti$^{a,5}$, R. Tenchini$^{a}$, G. Tonelli$^{a,b}$, A. Venturi$^{a}$, P.G. Verdini$^{a}$

INFN Sezione di Roma$^{a}$, Università di Roma$^{b}$, Roma, Italy
L. Barone$^{a,b}$, F. Cavallaro$^{a}$, D. Del Re$^{a,b}$, M. Diemoz$^{a}$, C. Fanelli$^{a,b}$, M. Grassi$^{a,b,5}$, E. Longo$^{a,b}$
P. Meridiani\textsuperscript{a,5}, F. Micheli\textsuperscript{a,b}, S. Nourbakhsh\textsuperscript{a,b}, G. Organtini\textsuperscript{a,b}, R. Paramatti\textsuperscript{a}, S. Rahatlou\textsuperscript{a,b}, M. Sigamani\textsuperscript{a}, L. Soffi\textsuperscript{a,b}

INFN Sezione di Torino\textsuperscript{a}, Università di Torino\textsuperscript{b}, Università del Piemonte Orientale (Novara)\textsuperscript{c}, Torino, Italy
N. Amapane\textsuperscript{a,b}, R. Arcidiacono\textsuperscript{a,c}, S. Argiro\textsuperscript{a,b}, M. Arneodo\textsuperscript{a,c}, C. Biino\textsuperscript{a}, N. Cartiglia\textsuperscript{a}, M. Costa\textsuperscript{a,b}, N. Demaria\textsuperscript{a}, C. Mariotti\textsuperscript{a,5}, S. Maselli\textsuperscript{a}, E. Migliore\textsuperscript{a,b}, V. Monaco\textsuperscript{a,b}, M. Musich\textsuperscript{a,5}, M.M. Obertino\textsuperscript{a,c}, N. Pastrone\textsuperscript{a}, M. Pelliccioni\textsuperscript{a}, A. Potenza\textsuperscript{a,b}, A. Romero\textsuperscript{a,b}, M. Ruspa\textsuperscript{a,c}, R. Sacchi\textsuperscript{a,b}, A. Solano\textsuperscript{a,b}, A. Staiano\textsuperscript{a}, A. Vilela Pereira\textsuperscript{a}

INFN Sezione di Trieste\textsuperscript{a}, Università di Trieste\textsuperscript{b}, Trieste, Italy
S. Belforte\textsuperscript{a}, V. Candelise\textsuperscript{a,b}, M. Casarsa\textsuperscript{a}, F. Cossutti\textsuperscript{a}, G. Della Ricca\textsuperscript{a,b}, B. Gobbo\textsuperscript{a}, M. Marone\textsuperscript{a,b,5}, D. Montanino\textsuperscript{a,b,5}, A. Penzo\textsuperscript{a}, A. Schizzi\textsuperscript{a,b}

Kangwon National University, Chuncheon, Korea
S.G. Heo, T.Y. Kim, S.K. Nam

Kyungpook National University, Daegu, Korea

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
J.Y. Kim, Zero J. Kim, S. Song

Korea University, Seoul, Korea
S. Choi, D. Gyun, B. Hong, M. Jo, H. Kim, T.J. Kim, K.S. Lee, D.H. Moon, S.K. Park

University of Seoul, Seoul, Korea
M. Choi, J.H. Kim, C. Park, I.C. Park, S. Park, G. Ryu

Sungkyunkwan University, Suwon, Korea

Vilnius University, Vilnius, Lithuania
M.J. Bilinskas, I. Grigelionis, M. Janulis, A. Juodagalvis

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, F. Vazquez Valencia

Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
H.A. Salazar Ibarguaen

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico
E. Casimiro Linares, A. Morelos Pineda, M.A. Reyes-Santos

University of Auckland, Auckland, New Zealand
D. Krofcheck

University of Canterbury, Christchurch, New Zealand
A.J. Bell, P.H. Butler, R. Doesburg, S. Reucroft, H. Silverwood
National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

National Centre for Nuclear Research, Swierk, Poland

Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland
G. Brona, K. Bunkowski, M. Cwiok, W. Dominik, K. Doroba, A. Kalinowski, M. Konecki, J. Krokikowski

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia

Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
V. Epshteyn, M. Erofeeva, V. Gavrilov, M. Kossov, N. Lychkovskaya, V. Popov, G. Safronov, S. Semenov, V. Stolin, E. Vlasov, A. Zhokin

Moscow State University, Moscow, Russia

P.N. Lebedev Physical Institute, Moscow, Russia

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic, M. Djordjevic, M. Ekmedzic, D. Krpic, J. Milosevic

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

**Universidad Autónoma de Madrid, Madrid, Spain**
C. Albajar, G. Codispoti, J.F. de Trocóniz

**Universidad de Oviedo, Oviedo, Spain**

**Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain**

**CERN, European Organization for Nuclear Research, Geneva, Switzerland**

**Paul Scherrer Institut, Villigen, Switzerland**

**Institute for Particle Physics, ETH Zurich, Zurich, Switzerland**

**Universität Zürich, Zurich, Switzerland**
C. Amsler, V. Chiochia, S. De Visscher, C. Favaro, M. Ivova Rikova, B. Millan Mejias, P. Otiougova, P. Robmann, H. Snoek, S. Tuppiti, M. Verzetti

**National Central University, Chung-Li, Taiwan**
National Taiwan University (NTU), Taipei, Taiwan

Chulalongkorn University, Bangkok, Thailand
B. Asavapibhop, N. Srimanobhas

Cukurova University, Adana, Turkey

Middle East Technical University, Physics Department, Ankara, Turkey

Bogazici University, Istanbul, Turkey
E. Gülmez, B. Isildak, M. Kaya, O. Kaya, S. Ozkorucuklu, N. Sonmez

Istanbul Technical University, Istanbul, Turkey
K. Cankocak

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, London, United Kingdom

Brunel University, Uxbridge, United Kingdom

Baylor University, Waco, USA
K. Hatakeyama, H. Liu, T. Scarborough

The University of Alabama, Tuscaloosa, USA
O. Charaf, C. Henderson, P. Rumerio
Boston University, Boston, USA
A. Avetisyan, T. Bose, C. Fantasia, A. Heister, J. St. John, P. Lawson, D. Lazic, J. Rohlf, D. Sperka, L. Sulak

Brown University, Providence, USA

University of California, Davis, Davis, USA

University of California, Los Angeles, Los Angeles, USA

University of California, Riverside, Riverside, USA

University of California, San Diego, La Jolla, USA

University of California, Santa Barbara, Santa Barbara, USA

California Institute of Technology, Pasadena, USA

Carnegie Mellon University, Pittsburgh, USA
B. Akgun, V. Azzolini, A. Calamba, R. Carroll, T. Ferguson, Y. Iiyama, D.W. Jang, Y.F. Liu, M. Paulini, H. Vogel, I. Vorobiev

University of Colorado at Boulder, Boulder, USA

Cornell University, Ithaca, USA

Fairfield University, Fairfield, USA
D. Winn
Fermi National Accelerator Laboratory, Batavia, USA

University of Florida, Gainesville, USA

Florida International University, Miami, USA

Florida State University, Tallahassee, USA

Florida Institute of Technology, Melbourne, USA
M.M. Baarmand, B. Dorney, M. Hohlmann, H. Kalakhety, I. Vodopiyanov

University of Illinois at Chicago (UIC), Chicago, USA

The University of Iowa, Iowa City, USA

Johns Hopkins University, Baltimore, USA

The University of Kansas, Lawrence, USA

Kansas State University, Manhattan, USA
A.F. Barfuss, T. Bolton, I. Chakaberia, A. Ivanov, S. Khalil, M. Makouski, Y. Maravin, S. Shrestha, I. Svintradze

Lawrence Livermore National Laboratory, Livermore, USA
J. Gronberg, D. Lange, D. Wright

University of Maryland, College Park, USA
A. Baden, M. Boutemeur, B. Calvert, S.C. Eno, J.A. Gomez, N.J. Hadley, R.G. Kellogg, M. Kirn,

Massachusetts Institute of Technology, Cambridge, USA

University of Minnesota, Minneapolis, USA

University of Mississippi, Oxford, USA
L.M. Cremaldi, R. Kroeger, L. Perera, R. Rahmat, D.A. Sanders

University of Nebraska-Lincoln, Lincoln, USA

State University of New York at Buffalo, Buffalo, USA
A. Godshalk, I. Iashvili, S. Jain, A. Kharchilava, A. Kumar

Northeastern University, Boston, USA

Northwestern University, Evanston, USA

University of Notre Dame, Notre Dame, USA

The Ohio State University, Columbus, USA
B. Bylsma, L.S. Durkin, C. Hill, R. Hughes, K. Kotov, T.Y. Ling, D. Puigh, M. Rodenburg, C. Vuosalo, G. Williams, B.L. Winer

Princeton University, Princeton, USA

University of Puerto Rico, Mayaguez, USA
E. Brownson, A. Lopez, H. Mendez, J.E. Ramirez Vargas

Purdue University, West Lafayette, USA
Purdue University Calumet, Hammond, USA
S. Guragain, N. Parashar

Rice University, Houston, USA

University of Rochester, Rochester, USA
B. Betchart, A. Bodek, Y.S. Chung, R. Covarelli, P. de Barbaro, R. Demina, Y. Eshaq, T. Ferbel, A. Garcia-Bellido, P. Goldenzweig, J. Han, A. Harel, D.C. Miner, D. Vishnevskiy, M. Zielinski

The Rockefeller University, New York, USA
A. Bhatti, R. Ciesielski, L. Demortier, K. Goulianos, G. Lungu, S. Malik, C. Mesropian

Rutgers, the State University of New Jersey, Piscataway, USA

University of Tennessee, Knoxville, USA
G. Cerizza, M. Hollingsworth, S. Spanier, Z.C. Yang, A. York

Texas A&M University, College Station, USA

Texas Tech University, Lubbock, USA
N. Akchurin, J. Damgov, C. Dragoiu, P.R. Dudero, C. Jeong, K. Kovitanggoon, S.W. Lee, T. Libeiro, Y. Roh, I. Volobouev

Vanderbilt University, Nashville, USA

University of Virginia, Charlottesville, USA

Wayne State University, Detroit, USA
S. Gollapinni, R. Harr, P.E. Karchin, C. Kottachchi Kankanamge Don, P. Lamichhane, A. Sakharov

University of Wisconsin, Madison, USA

\dagger: Deceased

1: Also at Vienna University of Technology, Vienna, Austria
2: Also at National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
3: Also at Universidade Federal do ABC, Santo Andre, Brazil
4: Also at California Institute of Technology, Pasadena, USA
5: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
6: Also at Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France
7: Also at Suez Canal University, Suez, Egypt
8: Also at Zewail City of Science and Technology, Zewail, Egypt
9: Also at Cairo University, Cairo, Egypt
10: Also at Fayoum University, El-Fayoum, Egypt
11: Also at British University in Egypt, Cairo, Egypt
12: Now at Ain Shams University, Cairo, Egypt
13: Also at National Centre for Nuclear Research, Swierk, Poland
14: Also at Université de Haute-Alsace, Mulhouse, France
15: Also at Joint Institute for Nuclear Research, Dubna, Russia
16: Also at Moscow State University, Moscow, Russia
17: Also at Brandenburg University of Technology, Cottbus, Germany
18: Also at The University of Kansas, Lawrence, USA
19: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
20: Also at Eötvös Loránd University, Budapest, Hungary
21: Also at Tata Institute of Fundamental Research - HECR, Mumbai, India
22: Also at University of Visva-Bharati, Santiniketan, India
23: Also at Sharif University of Technology, Tehran, Iran
24: Also at Isfahan University of Technology, Isfahan, Iran
25: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran
26: Also at Facoltà Ingegneria, Università di Roma, Roma, Italy
27: Also at Università della Basilicata, Potenza, Italy
28: Also at Università degli Studi Guglielmo Marconi, Roma, Italy
29: Also at Università degli Studi di Siena, Siena, Italy
30: Also at University of Bucharest, Faculty of Physics, Bucuresti-Magurele, Romania
31: Also at Faculty of Physics of University of Belgrade, Belgrade, Serbia
32: Also at University of California, Los Angeles, Los Angeles, USA
33: Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy
34: Also at INFN Sezione di Roma; Università di Roma, Roma, Italy
35: Also at University of Athens, Athens, Greece
36: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom
37: Also at Paul Scherrer Institut, Villigen, Switzerland
38: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
39: Also at Albert Einstein Center for Fundamental Physics, Bern, Switzerland
40: Also at Gaziosmanpasa University, Tokat, Turkey
41: Also at Adiyaman University, Adiyaman, Turkey
42: Also at Izmir Institute of Technology, Izmir, Turkey
43: Also at The University of Iowa, Iowa City, USA
44: Also at Mersin University, Mersin, Turkey
45: Also at Ozyegin University, Istanbul, Turkey
46: Also at Kafkas University, Kars, Turkey
47: Also at Suleyman Demirel University, Isparta, Turkey
48: Also at Ege University, Izmir, Turkey
49: Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom
50: Also at INFN Sezione di Perugia; Università di Perugia, Perugia, Italy
51: Also at University of Sydney, Sydney, Australia
52: Also at Utah Valley University, Orem, USA
53: Also at Institute for Nuclear Research, Moscow, Russia
54: Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
55: Also at Argonne National Laboratory, Argonne, USA
56: Also at Erzincan University, Erzincan, Turkey
57: Also at Mimar Sinan University, Istanbul, Istanbul, Turkey
58: Also at KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary
59: Also at Kyungpook National University, Daegu, Korea