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A deep minimum in the energetic (≥1 MeV) electron intensity at Neptune is associated with absorption by the satellite 1989N1. The absorption signature is modeled by assuming that the electron losses are replenished by diffusion due to violation of the third adiabatic invariant. It is predominantly a steady state feature, or macrosignature, for which approximate solutions of the diffusion equation lead to an estimate of the radial diffusion coefficient, \( D_L \approx 2 \times 10^{-8} \text{ s}^{-1} \) at \( L = 5 \). The model suggests a strong \( L \) dependence for \( D_L (\sim L^{-3}) \), but an outward displacement of the macrosignature by ~0.3 unit in \( L \) from the location predicted by the model, and differences in the observed and model energy spectra, may indicate that processes such as pitch angle and energy diffusion need to be included for an accurate assessment of the transport coefficients. An approximate solution is also found for the time-dependent, two-dimensional diffusion equation including particle drifts and satellite absorption. It shows that the transient microsignatures of the satellite are largely dispersed by drifts and filled in by diffusion. However, the deep intensity minimum appears to include microsignatures near each of the two satellite minimum orbital \( L \) shell locations, and these are expected from the diffusion model. At the time of the observations the satellite had recently encountered the inner location, and its microsignature was not yet significantly affected by diffusion. The observed microsignatures are closer together than the minimum orbital \( L \) shell values based on the magnetic field model and, although they are nearly consistent with absorption by 1989N1 alone, the possibility that one was formed by other orbital material cannot presently be ruled out.

1. INTRODUCTION

Satellites orbiting within the intense radiation belts of the outer planets can absorb significant fluxes of charged particles and produce observable signatures in the data returned by particle detectors, especially at high particle energies [e.g., Thomsen, 1979 and references therein; Van Allen et al., 1980; Simpson et al., 1980; Stone et al., 1986, 1989]. These signatures can be useful in studying the properties and orbits of the satellites [e.g., Chenette and Stone, 1983; Cuzzi and Burns, 1988], the geometry of the planetary magnetic field [e.g., Chenette and Davis, 1982], and particle transport in the radiation belts [e.g., Thomsen et al., 1977a,b; Hood, 1989a,b]. The localized nature of the particle losses can lead to particularly strong constraints on particle diffusion models. Such modeling of Neptune’s trapped electrons, with absorption by the satellite 1989N1, is the focus of this study.

An overview of the energetic electron flux observed by the Voyager 2 cosmic ray (CRS) experiment in Neptune’s magnetosphere is shown in Figure 1. Counting rates versus time from two detectors (D1 responding to electrons with kinetic energy \( E \geq 1 \text{ MeV} \), D2 with \( E \geq 2.5 \text{ MeV} \)) are plotted. Detailed descriptions of these results are given by Stone et al. [1989]. The last deep minima in the counting rates, near 0510 SCET (spacecraft event time), are interpreted as absorption signatures of 1989N1, which orbits at a distance of 4.75 \( R_N \) (Neptune radii, 1 \( R_N = 24765 \) km).

Section 2 describes in detail the CRS electron observations and spacecraft trajectory near the 1989N1 signatures. Section 3 provides, with application to 1989N1, a prescription for modeling satellite absorption signatures as observed by charged particle detectors and deriving radiation belt diffusion coefficients. Section 4 is a discussion of the results and their implications for particle diffusion and Neptune’s magnetic field.

2. DATA AND ENCOUNTER GEOMETRY

2.1. CRS Observations

The two CRS counting rates from Figure 1 are shown in close-up, near the 1989N1 signatures, in Figure 2. The data points were taken every 96 s. In addition, high time resolution (6 s) data from D1 are shown in the inset for times after 0508 SCET (the time of an instrumental mode change which shifted the 6-s readout from another CRS detector). The data in Figure 2 have been corrected for the constant background level of 25 counts s\(^{-1}\) due to penetrating cosmic rays, seen near the beginning and end of the Figure 1 data, and for electronic dead time (20 \( \mu \text{s} \)). The background subtraction significantly affects only the D2 counting rate near the absorption signature minimum. The dead time correction significantly increases the D1 counting rate over the uncorrected values in Figure 1 only near the maximum flux levels. With these corrections the data are linear with respect to the electron intensity.

The counting rates in Figures 1 and 2 are from the D1 and D2 detectors of the CRS electron telescope [Stone et al., 1977]. No coincidence or anticoincidence requirements were made on the events recorded by these detectors while inside Neptune’s magnetosphere. Therefore electron energy thresholds and directional acceptance cones are not sharply defined. Instead, detector response functions, \( R(E,\theta) \), are defined as a function of the electron kinetic energy \( E \) and the angle \( \theta \) from the detector symmetry axis:

\[
  r = \int \int \int R(E,\theta,\alpha,\phi) \sin \theta \ d \theta \ d \phi \ d E
\]  

where \( r \) is the linear counting rate, \( j \) is the electron differential directional intensity, \( \alpha \) is the electron pitch angle, and \( \phi \) is the azimuthal angle relative to the detector symmetry axis. The response functions have been established by laboratory calibration [Selesnick and Stone, 1991] and are shown in Figure 3. They are seen to vary smoothly with electron energy and with the angle of incidence relative to the detector axis. The contour plots in
Figure 1. Counting rates versus spacecraft event time (SCET) from two CRS particle detectors (D1 above, D2 \( \times 0.3 \) below) in Neptune’s magnetosphere. Between \(-0.150 \) and \(-0.030 \) SCET they are responding primarily to trapped electrons. The signatures of 1989N1 are the deep minima near 0510 SCET.

Figure 2. A close-up view of the counting rates from Figure 1. The individual data points represent 6-s averages spaced by 96 s. The inset, corresponding to the region inside the dashed box, shows additional high time resolution data (6-s averages spaced by 6 s) for the D1 detector when it became available after \(-0.058 \) SCET, along with the low time resolution data points. The labels A and B indicate the absolute D1 counting rate minimum and another local counting rate minimum, respectively. A statistical error bar is shown to the right in the inset at 350 counts s\(^{-1}\) and applies to both the high and low time resolution data.

Figure 3 would be peaked at \( \theta = 45^\circ \) for a bare detector. The D1 response is weighted toward the forward direction (small \( \theta \)) because of collimation by the telescope casing. The D2 response is weighted toward large \( \theta \) because electrons from the forward direction must penetrate D1. For D1 an energy threshold of \(-1 \) MeV is a reasonable approximation to the energy response. For D2, \(-2.5 \) MeV is a similar but less precise approximation. The actual calibrated response functions are used in the analysis presented below.

2.2. Spacecraft and Satellite Trajectories

The trajectories are most usefully represented in magnetic coordinates [McIlwain, 1966; Roederer, 1970], which we briefly review for application to the IBE1 spherical harmonic model of Neptune’s magnetic field [Connerney et al., this issue]. The L shell parameter is defined by

\[
\frac{L^2 R_0 \beta_m}{k_0} = F \left( \frac{K^2}{B_0^{1/2} k_0} \right)
\]

where \( F \) is a function of the bounce motion that is evaluated numerically (with the power series expansion tabulated by McIlwain or Roederer). The mirror point magnetic field \( B_m \) is related to the first adiabatic invariant \( M \) by

\[
M = \frac{p^2}{2 m B_m}
\]

where \( p \) and \( m \) are the electron momentum and rest mass, respectively. The second adiabatic invariant is

\[
K = \int_0^1 (B_m - B)^{1/2} ds
\]

where \( B \) is the local magnetic field and the integral extends along a field line between the mirror points \( s_1 \) and \( s_2 \). The planetary
Fig. 3. Contours at fixed energy of the D1 and D2 response functions multiplied by sinθ for D1 and 2sinθ for D2, versus θ in polar coordinates. The polar angle θ is from the detector symmetry axis. The contours correspond to electron kinetic energies in MeV, increasing outward, of 0.80, 0.99, 1.18, 1.37, 1.57, 1.76, 1.96, 2.16, 2.35, 2.55, 2.75, 2.95, 3.15, and 3.35 (the lowest two energies are not visible for D2). The insets show the energy-dependent geometry factors for each detector, which are the response functions integrated over solid angle.

dipole moment, $k_0$, must also be specified, and we choose the value of $k_0 = 0.13 \, \text{G} \, R_0^3$, corresponding to the best fit dipole for the Voyager magnetic field data [Ness et al., 1989]. Consistent values of $k_0$ must be used in any comparison of derived L values, but the exact numerical value is not significant. The R and Λ (invariant latitude) coordinates are defined from L and B according to

$$R = L \cos^3 \Lambda$$

$$B = \frac{k_0}{R^3 k_0^3} \left[ 4 - \frac{2 R^2}{L} \right]^{1/2}$$

These provide a meridional dipole-like representation of the position in the nondipolar magnetic field. The L shell values used below are computed in the IBE1 model for particles with their mirror points at the location of the spacecraft or the satellite. This is a reasonable approximation, as drift shell splitting [Stone, 1963] is negligible (≤ 1% between the spacecraft and satellite) at the radial positions considered.

A polar plot in R-Λ coordinates of the Voyager 2 trajectory through the inner magnetosphere is shown in Figure 4. Also shown are contours of mirror point location for particles of constant K values, and two L shells corresponding to the minimum orbital L values of 1989N1. The counting rate minima in Figure 2 at ~0510 SCET are seen to occur between these two L shells and at fairly high invariant latitude. Note that the spacecraft also crossed the minimum L shells of 1989N1 at ~0352 SCET according to the IBE1 model. However, the spacecraft was moving rapidly through L space at this time, and possible absorption signatures of 1989N1 and the other inner moons and rings have yet to be unambiguously identified in the CRS data.

The Voyager 2 and 1989N1 trajectories in L versus magnetic longitude are shown in Figure 5. When the absorption signatures were observed (~0510 SCET), the satellite was near its inner minimum orbital L shell at magnetic longitudes slightly west of the spacecraft. The effects of the satellite on electrons drifting westward would not have been observed at the spacecraft until nearly a full drift period after they occurred. The drift period for 1-MeV electrons is ~2 hours. The satellite orbital period in magnetic longitude is 39.75 hours, whereas the spacecraft traversed the inner L shell region in only ~2 hours.

3. Modeling the Absorption Signature

Satellite absorption of trapped energetic charged particles is a highly localized process, the dimensions of the satellite being generally small compared to the observational scale sizes of the radiation belts. Therefore it is a good approximation to assume that the satellite sweeps up particles only on the drift shell and only at the drift phase (magnetic longitude) that is instantaneously occupied by its center. With this assumption we can define the local particle lifetime for satellite absorption, $\tau_s$, by

$$\tau_s^{-1} = L_s \omega_\phi \delta(L - L_s(t)) \delta(\phi - \phi_s(t))$$

where $L_s(t)$ and $\phi_s(t)$ are the L shell and drift phase, respectively, of the satellite orbit at time t. The particle bounce-averaged drift frequency is $\omega_\phi$, and the radial width of the satellite is defined as

$$\Delta L_s = \frac{dL_s}{dt} \Delta t_s$$

where $\Delta t_s$ is the L shell contact time. Under this approximation the dimensions of the satellite enter only into the calculation of $\Delta t_s$, which is plotted versus L for 1989N1 in Figure 6.
Substituting (7) into (5) introduces the quantity $\Delta t_{\phi} \omega_d$, which is the azimuthal range absorbed during a given sweeping episode.

The lifetime (6) should strictly contain a factor for the probability of absorption on any drift encounter with the satellite location [Paonessa and Cheng, 1987; Fillius, 1988]. For electrons with the energies of interest, however, it is a good approximation to assume that they are all absorbed (probability = 1) [Cooper, 1990] because the drift motion during a half-bounce period is small relative to the satellite radius. Also, $\omega_d$ should be computed relative to the satellite, but the orbital period of 1989N1 is long enough that its motion can be neglected relative to the electron drift motion in a reference frame rotating with the planet.

The $\phi$ and $t$ dependencies of $\tau_s$ require that the phase space density, $f(L, \phi, t)$, also include such dependencies and be
described by a diffusion equation of the form
\[
\frac{\partial f}{\partial t} + \omega_d \frac{\partial f}{\partial \phi} = L^2 \frac{\partial}{\partial L} \left( \frac{D_{LU}}{L^2} \frac{\partial f}{\partial L} \right) + D_{\phi \phi} \frac{\partial^2 f}{\partial \phi^2} - \tau_1^{-1} f
\]
(8)

where \(D_{LU}\) and \(D_{\phi \phi}\) are radial and azimuthal diffusion coefficients, respectively [Birmingham et al., 1967]. We assume that the diffusion occurs only by violation of the third adiabatic invariant so that the partial derivatives in (8) are taken at constant values of the first two adiabatic invariants, \(M\) and \(K\).

Useful approximate solutions of the diffusion equation (8) can be obtained from the joint concepts of macrosignatures and microsignatures, introduced by Van Allen et al. [1980] to describe large- and small-scale satellite signatures, respectively. We introduce an average signature and a local signature, which will turn out to be closely related to the macrosignature and microsignature, respectively, and may be concisely defined as follows: The average signature, \(f_A(L)\), is the average of \(f\) over \(\phi\) and \(t\) during a satellite orbital period \(T_s\). The local signature, \(f_L(L, \Phi, t)\), is then simply the difference between \(f\) and \(f_A\),
\[
f_A(L) = \langle f(L, \Phi, t) \rangle_{\Phi, t}
\]
(9a)
\[
f_L(L, \Phi, t) = f - f_A
\]
(9b)

3.1. The Average Signature

An approximate equation for \(f_A\) is obtained by replacing \(f\) with \(f_A\) in the last term of the diffusion equation (8), substituting (6) and (7) for \(\tau_1^{-1}\) and averaging the equation over \(\phi\) and \(t\). The result is
\[
L^2 \frac{\partial}{\partial L} \left( \frac{D_{LU}}{L^2} \frac{\partial f_A}{\partial L} \right) = \langle \tau_1^{-1} f_A \rangle
\]
(10)

so that \(f_A\) approximately satisfies a steady state lossy radial diffusion equation. The validity of the approximation will be addressed below. The average lifetime is given by
\[
\langle \tau_1^{-1} \rangle = \sum_j \Delta E_j \omega_d \frac{\Delta E_j}{2nT_s}
\]
(11)

Here we have introduced the notation that quantities with the subscript \(j\) are functions of \(L\) and are evaluated at the \(j\)th satellite encounter with that \(L\) shell during one satellite orbit. The summation extends over all such encounters. If the satellite orbit were not periodic in magnetic coordinates, then the averaging period for \(f_A\) would be many orbits and the summation would extend over all encounters during that period. For 1989N1 a periodic orbit is a good approximation, as the minimum \(L\) shell values for successive orbits are nearly equal. The average diffusion equation (10) has been used extensively, although without rigorous derivation, by previous authors [e.g., Thomsen et al., 1977b; Hood, 1980a,b; Selesnick and Stone, 1991]. Various approximations have been adopted for the average lifetime, \(\langle \tau_1^{-1} \rangle\), and (11) agrees with our earlier formulation [Selesnick and Stone, 1991] which is closely related to the others.

Adopting boundary conditions in \(L\), the average diffusion equation (10) is easily solved numerically for \(f_A(L)\) at fixed values of \(M\) and \(K\) by the relaxation method of Press et al. [1986, chapter 16]. Since the equation is linear, only one iteration of the procedure is required. Sample solutions with absorption by 1989N1 are shown in Figure 7. The drift frequency, \(\omega_d\), was evaluated with the expression for a dipole magnetic field given by Schulz and Lanzerotti [1974], but using \(L\) values from the ISEE magnetic field model. The outer boundary conditions were chosen at \(L = 7.5\) from a differential intensity, \(j = p^2 f\), with a power law energy spectrum and power law in the sine of the equatorial pitch angle. The normalization and spectral indices were chosen to give agreement with the data as described below. The inner boundary conditions are \(f = 0\) at \(L = 3\), the approximate location of strong absorption by the inner moons and rings. The solutions for \(L \geq 3.5\) is insensitive to the inner boundary condition.

The main feature of the solutions in Figure 7 is the large change in the slope of \(f_A\) at \(L = 4.45\), the location of the inner minimum orbital \(L\) of 1989N1 where there is a sharp peak in \(\Delta E\) (Figure 6). A similar peak in \(\Delta E\) occurs at \(L = 4.79\), the outer orbital minimum \(L\), but because of the proximity of the inner peak there is only a small change in the slope of \(f_A\) at that location. The peaks in \(\Delta E\) at the maximum orbital \(L\) values are not significant because the satellite was then at high magnetic latitudes where only particles with small pitch angles can be absorbed. The pitch angles represented in Figure 7 cannot reach these latitudes.

Given solutions for \(f_A(L)\) at many values of \(M\) and \(K\), simulations of the CRS counting rates may be constructed for comparison with the observations. This is done by converting from \(M\) and \(K\) to kinetic energy \(E\) and pitch angle \(\alpha\) at each \(L\) and then numerically evaluating the counting rate integral (1) with \(j = p^2 f_A\). Simulations of the D1 and D2 counting rates are shown for three cases in Figure 8. The parameters of Figure 8a are identical with those of Figure 7. In each case the outer boundary condition is \(j(L=7.5) = 2.2\times10^6 E^{-3/2} \sin^0 \alpha_0 \) (cm\(^2\) s sr MeV\(^{-1}\)), where \(\alpha_0\) is the equatorial pitch angle. The dependence of \(j(L=7.5)\) on \(E\) is constrained by the relative
counting rates in D1 and D2 at the outer boundary. The dependence of $j(L=7.5)$ on $\alpha_0$ is constrained by the shape of the feature in the D1 rate at $L \approx 7$. The feature is a result of a spacecraft roll maneuver that changed the orientation of the detectors relative to the local magnetic field direction. The feature is less distinct in the D2 rate because that detector has a less directional response function (Figure 3). The energy and pitch angle distributions inside $L = 7.5$ are determined by the combination of the boundary conditions with the solutions of the diffusion equation. The only difference in the parameters for the three cases is the radial diffusion coefficient, $D_{LL}$, whose value and $L$ dependence is indicated on each plot. Figure 8a, which is the closest match between simulations and data, shows that the average signature can be similar in shape and dimensions to the observed signatures. Figures 8b and 8c show the sensitivity of the model to changes in the diffusion coefficient. The signature is-

Fig. 8. Simulations of the counting rate (solid curves) in the CRS D1 and D2 detectors based on solutions of the average diffusion equation. The high and low resolution data from Figure 2 are also shown for comparison. Figures 8a, 8b, and 8c differ only in the value of the radial diffusion coefficient as indicated on the figure.
relatively insensitive to uncertainties in the energy and pitch angle spectral indices used as boundary conditions in the model and determined by comparison with the data. The predicted locations and relative depths of the counting rate minima do not agree exactly with those in the data. We return to these points in section 4.

3.2. The Microsignature

The $\phi$ and $t$ dependencies of the local signature, $f_L$, require a solution of the full diffusion equation (8). An approximate analytic solution can be obtained if the $L$ dependence of $\omega_d$ is ignored. For simplicity we also replace the radial diffusion term by $D_{L\phi} \frac{d^2}{dr^2} f / r L^2$ and ignore any $L$ dependence of the diffusion coefficients. These approximations are justified by the small-scale nature of the microsignature. Then a solution for an initial condition $f = f_0(L)$ at $t = 0$ is

$$f = \int dL \left[ f_0 \frac{1}{(4\pi D_{L\phi} r)^{1/2}} e^{-\Delta S_j \omega_d} \right]$$

where

$$\Delta S_j = \delta S_j = \omega_d \delta \phi_j$$

and $\delta \phi_j$ and $\delta S_j$ are the $\phi$ and $t$ of the satellite at the $j$th shell encountered. All $L$-dependent quantities in the integrand of (12) are evaluated at $L'$. The solution (12) is a generalization to two dimensions of the one-dimensional calculations of Mead and Hess [1973] and Van Allen et al. [1980].

The first term in (12) represents the effects of radial diffusion on $f_0$ (note that if $f_0$ were $\phi$ independent, then azimuthal diffusion would also be included in this term). The second term takes into account the satellite absorption, and we associate it with the microsignature, $f_s(L, \phi, t)$. Replacing $f(L', \phi_j, t_j)$ by $f_A(L)$ (this approximation is discussed below) yields

$$\frac{f_I}{f_A} = -\int dL' \sum_j \frac{\Delta S_j \omega_d}{4\pi(D_{L\phi} D_{\phi\phi})^{1/2}} e^{-\Delta S_j}$$

This solution, evaluated at the time of the observed 1989N1 absorption signature, is illustrated in Figure 9. The microsignature is generally small relative to the average signature except at the recent locations of the satellite where it approximates a $\delta$ function. These locations are shown by the narrow, dark bands sloping down to the right. Note that the width of the band becomes smaller than the spatial grid size on which the calculation was made, so the solution is not spatially resolved near the satellite's present location. Because of the rapid electron drifts and the large energy bandwidths of the CRS detectors, much of the complexity of the solution in Figure 9 will be lost in converting such solutions to observed counting rates. The features formed by the satellite at its minimum orbital $L$ values ($L \approx 4.5$ and 4.8) will be least affected by drifts and have strong signatures in the counting rates because they extend over large ranges in longitude.

Figure 9 may be understood qualitatively by considering the satellite orbit in $L$ versus $\phi$ as shown in Figure 5. If the electrons did not drift, then the satellite would sweep out only the electrons along this trajectory. When drifts are included, then in order to represent the sweeping region the trajectory becomes stretched in the $\phi$ direction by $\omega_d \delta \phi_j$. Many drifts around the planet can occur in the time $\delta S_j$ since the absorption occurred, so the pattern becomes multivalued. It also becomes distorted by the

![Fig. 9. Grayscale plot of an approximate solution (14) to the diffusion equation at the time (~0510 SCET) of the observed 1989N1 absorption signature, versus $L$ and $\phi$ for fixed values of the first two adiabatic invariants, $M = 500$ MeV G$^{-1}$ and $K = 0.3$ G$^{1/2}$ R$_N$. The darker shading corresponds to larger absolute value of $f_s/f_A$. The present location of the satellite is $L \approx 4.5, \phi \approx 90^\circ$. The diffusion coefficients are as in Figure 8a.](image-url)
dependence of \(a_n\) on \(L\), which causes the C-shaped feature near the center of the plot.

The radial diffusion coefficient, \(D_{\perp\perp}\), was estimated from the observed average signature. It may be reasonable to assume, as in Figure 9, that the azimuthal diffusion coefficient, \(D_{\phi\phi}\), has a comparable value. However, the energy dispersion effect causes much of the longitude dependence in the microsignature to be lost when averaging over a range of energies, and an assumed value of \(D_{\phi\phi}\) is not required to calculate the observed microsignature, as we now demonstrate.

The condition that the hole in the electron population created by absorption drifts from the satellite to the spacecraft is

\[
\delta Q_{\psi j} = \delta Q_{\psi j} + \omega_a(E_{\psi j})(\delta t_j) = 2\pi n, \quad n = 0, 1, 2, 3 \ldots (15)
\]

where \(\omega_a\) is evaluated at the energy \(E_{\psi j}\) of electrons that drift \(n\) times around the planet before encountering the spacecraft. When \(n\) becomes large, the energy difference between adjacent \(E_{\psi j}\) (those with \(n\) values differing by 1) is

\[
\Delta E_{\psi j} = \frac{2}{(\omega_a \partial E_{\psi j})} (\delta t_j) (16)
\]

The CRS counting rates involve integration over energy of the detector response function, \(R(E)\), times the electron intensity, \(j(E, \alpha, L)\). We assume that \(j = k(E)\pi^{\alpha/2}\) with \(\gamma = \alpha/2\) (this assumption is consistent with the energy spectra reported by Stone et al. [1989] and with the spectrum obtained as an outer boundary condition for the average signature solution). When the threshold energy of the CRS detector is high enough such that \(n\) is large for all energies for which \(R(E) > 0\), then the integration over energies can be approximated using (16):

\[
\frac{1}{2\pi} \sum_n \frac{\omega_a R(E)E^n}{(\partial E_{\psi j})} \approx \frac{\omega_a R(E)E^n}{(\partial E_{\psi j})} (17)
\]

The microsignature as observed in a CRS detector is obtained by substituting \(j = k(E)\pi^{\alpha/2}\) into the counting rate integral (1), with \(f_j\) from (14) and \(\omega_{a, j}\) from (15). For simplicity we neglect the pitch angle dependence of \(j\) and include only equatorial pitch angles of \(\alpha = 30^\circ\), which is approximately the value for particles mirroring at the spacecraft when the signatures were observed. We consider two limiting cases. First, for \(D_{\phi\phi} = 0\) the result is

\[
\frac{r}{r_A} = 1 - \frac{\Delta E_{\psi j}}{2\pi N (\omega_a \partial E_{\psi j})} R(E_{\psi j})E^n (18)
\]

where \(r_A\) is the counting rate for \(f = f_A\) and the normalization constant \(N = \int R(E)E^n dE\). Second, in the case where \(D_{\phi\phi}\) approaches infinity, the result is

\[
\frac{r}{r_A} = 1 - \frac{\Delta E_{\psi j}}{2\pi N (\omega_a \partial E_{\psi j})} R(E_{\psi j})E^n (19)
\]

The two results (18) and (19) were obtained without the approximation (17), which now shows that they are equal if \(R(E) = 0\) only for energies with large \(n\). Therefore, since it is a monotonic function of \(D_{\phi\phi}\), the observed microsignature becomes independent of \(D_{\phi\phi}\) as it ages. By (19) it also becomes independent of longitude \(\phi\).

In the case where radial diffusion is neglected \((D_{\perp\perp} = 0)\), (18) and (19) reduce to

\[
\frac{r}{r_A} = 1 - \frac{\Delta E_{\psi j}}{2\pi N (\omega_a \partial E_{\psi j})} R(E_{\psi j})E^n (20)
\]

and

\[
\frac{r}{r_A} = 1 - \frac{\Delta E_{\psi j}}{2\pi N (\omega_a \partial E_{\psi j})} R(E_{\psi j})E^n (21)
\]

where

\[
\frac{\Delta E_{\psi j}}{(\omega_a \partial E_{\psi j})} (22)
\]

The energy difference \(\Delta E_{\psi j}\) is interpreted as the range of energies that are absorbed, in a given episode \(j\) and for a given number of drift orbits \(n\), because of the finite radial width of the satellite. In fact, under such an interpretation, (22) may be derived directly from the definitions of \(E_{\psi j}\) (condition (15)) in the small satellite limit and of the satellite radial width \(\Delta E_{\psi j}\) (equation (7)). From (21), \(r/r_A\) is seen to become independent of time as well as of \(\phi\) and \(\Delta E_{\psi j}\). Thus, for a given detector and with \(D_{\perp\perp} = 0\), the observed microsignature reflects only the L shell contact time \(\Delta t_{\phi j}\).

Simulations of the 1989N1 observed microsignatures are illustrated in Figure 10. The simulations were started at a time one orbital period, \(T_s\), prior to the beginning of the most recent, set of \(L\) shell encounters at \(-1800\) SCET on day 236, \(\phi = 190^\circ\) (see Figure 5). There are therefore up to five absorption episodes at a given \(L\). The top panel shows the \(E_{\psi j}\) versus \(L\) for the energy range relevant to the D1 counting rate. The number of drifts around the planet increases with energy and at these energies, except for the most recent episode, is large. The bottom panel shows the simulated normalized counting rates, \(r/r_A\), for the D1 and D2 detectors in three cases. The case with no diffusion is from (20), the case with radial diffusion but with \(D_{\phi\phi} = 0\) is from (18), and the case with radial diffusion and strong azimuthal diffusion is from (19). The last case does not include the most recent absorption episodes, which are therefore represented by the difference in normalized counting rate between the two cases with radial diffusion and are little affected by diffusion in the short time since they were formed. The two cases with diffusion are indistinguishable for all absorption episodes prior to the most recent indicating that the large \(n\) approximation discussed above is valid for these episodes. Since diffusion is insignificant for the most recent episodes, all of the results are independent of the value of \(D_{\phi\phi}\). Therefore the case with \(D_{\phi\phi} = 0\), shown by the solid curve in the bottom panel, is a good approximation of the microsignatures due to all of the absorption episodes.

The name "microsignature" is sometimes used to describe only those signatures that have drifted less than one time, or a few times, around the planet. We choose to use the name for all of the signatures in Figure 10, including those in the large \(n\) limit, because they can lead to small-scale, transient features in the data.

Our usage does differ from the disadvantage of making the distinction between microsignatures and macrosignatures somewhat arbitrary.

The D2 simulation in Figure 10 for the case of no diffusion falls below zero near each of the satellite minimum \(L\) shell locations. This unphysical result is due to the replacement of
importance of the energy dispersion was also pointed out by the previous authors [Chenette and Stone, 1983; McKay and et al., 1983]. Equations (18) and (19) show that the older microsignatures approach the conditions assumed by Van Allen et al. [1980] of one-dimensional diffusion and no drift, whereas for the most recently formed microsignatures, diffusion can be neglected and the energy dispersion caused by the drifts must be included.

The approximation of neglecting the $L$ dependence of $\phi_{0}$ in the solution (12) means that dispersion in $L$ is not included for a signature that has spread radially by diffusion (note that the $L$ dependence of $\phi_{0}$ in (13a) is included to keep proper track of the signature locations). However, since for large $n$ the observed microsignature becomes independent of $\phi$, the $L$ dispersion becomes insignificant, and the approximation is a valid one.

### 3.3. The Macrosignature Approximation

The microsignature is the large-scale signature of satellite absorption. Therefore it includes both the average signature, $f_\Lambda$, and any part of the local signature that would be observed as a large-scale feature relative to the microsignature. The first term of the solution (12), which involves the initial condition $f_{0}$, should therefore be included in the macrosignature. If a complete solution of the full diffusion equation (8) were allowed to evolve for many satellite orbits, then it would become independent of $f_{0}$, and the distinction between the macrosignature and the microsignature would not be necessary. Since we have not used such a solution, we must consider the accuracy of the approximations we have made.

The approximation made in deriving the average diffusion equation (10) was

\[
\tau_{s}^{2} f(L, \phi_{0j}, t_{j}) \approx \tau_{s}^{2} f_A(L)
\]

which is valid if the $t$ and $\phi$ dependencies of $f$ are small. That is,

\[
\frac{T_s}{f_A} \frac{\partial f_A}{\partial t} \ll 1 \quad \text{and} \quad \frac{2\pi}{f_A} \frac{\partial f_A}{\partial \phi} \ll 1
\]

which are also the conditions that the average signature be the dominant part of $f$. They are required only away from the satellite where the loss term in the diffusion equation (8) is zero. Substituting the average diffusion equation (10) into (8) without the loss term and using the definition (9b) of $f_{\Lambda}$ yields

\[
\frac{\partial f_A}{\partial t} + \frac{\partial f_A}{\partial \phi} = \frac{L^2}{L^2} \frac{D_{1f}}{L^2} \frac{\partial f_L}{\partial \phi} + D \frac{\partial^2 f_A}{\partial \phi^2} \ll \tau_{s}^{2} f_A
\]

If the diffusion terms were large compared to the average loss term, then $f_{\Lambda}$ would quickly fill in by diffusion, and $f_A$ would not show a deep signature of the satellite. With neglect of the diffusion terms and substitution of the definition (11) of $\langle \tau_{s}^{2} \rangle$, the conditions (24) require

\[
\frac{\Delta t_{s} \omega_{0}}{2\pi} \ll 1 \quad \text{and} \quad \frac{\Delta t_{s}}{T_{s}} \ll 1
\]

For 1989N1 the second condition in (26) is always satisfied because the maximum $L$ shell contact time $\Delta t_{s}$ is $\sim 1$ hour (Figure 6) and the orbital period $T_{s}$ is $\approx 40$ hours. The first condition is not strictly satisfied because the drift period for $\sim 1$ MeV electrons at $L=5$ is $2\pi \omega_{0} \sim 2$ hours.

The violation of the first condition in (24) and (26) says that the fill-in of the macrosignature between sweeping episodes may not be negligible. The fill-in during one orbital period of 1989N1 is
Fig. 11. The time-dependent filling in of the macrosignature during one orbital period $T_0$ of 1989N1. Time increases by equal increments from the lower curve to the upper curve.

Illustrated in Figure 11 using the first term of the time-dependent solution (12). Although the macrosignature does fill in substantially at the inner orbital minimum $L$, the change in $f$ by a factor $\sim 1.5$ is considerably smaller than the factor $\sim 20$ decrease in the counting rate observed upon entering the satellite signature. Therefore the observed signature can be interpreted as being substantially the steady state average signature, with the remainder including small contributions from both the microsignature and the slow fill-in. These conclusions are valid over a large range of energies because although the fill-in is faster at higher energies, the average signature is proportionately deeper. Since the contribution from the fill-in is small, we can now refer to the average signature, $f_{av}$, as the macrosignature.

Finally, the derivation of the average lifetime (11) included a similar approximation to that discussed above with regard to the microsignature calculations in neglecting the overlap in energy of different absorption episodes. Therefore the average lifetime at energies relevant to the D2 detector can be too large, depending on the value of the diffusion coefficient. Again, the full solution (12) must be used to evaluate this effect. It should not be large for the value of $D_{LL}$ we have used because of the significant filling in of the microsignatures between episodes.

4. DISCUSSION

The macrosignature simulations of Figure 8 showed that the depth of the counting rate signature is sensitive to the value of the radial diffusion coefficient, $D_{LL}$. Also the shape of the observed signature is sensitive to the radial dependence of $D_{LL}$. Therefore, the observed depth and shape provide strong constraints on $D_{LL}$, the derived value of which is then reliable to the extent that the model is valid. That is, if radial diffusion due to violation of the third adiabatic invariant is the dominant mechanism for replenishing losses and if absorption by 1989N1 is the dominant loss mechanism, then $D_{LL} \approx 2 \times 10^{-2} (L/5)^7 \text{ s}^{-1}$. The uncertainty in this value within the model is equivalent to the amount of filling in of the macrosignatures between sweeping episodes, which we have shown to be a factor of $\sim 1.5$. The value is in reasonable agreement with estimates of $D_{LL}$ for the magnetosphere of Uranus [Hood, 1989b]. However, the radial dependence is inconsistent with an $L^3$ dependence which has been inferred from satellite signatures at Jupiter [Thomsen et al., 1977a], Saturn [Hood, 1989a], and Uranus [Hood, 1989b] and interpreted as evidence for diffusion driven by an atmospheric dynamo. Therefore diffusion at Neptune may be driven by external factors which lead to a steeper radial dependence [e.g., Schmutz and Lanzarotti, 1974]. However, the model is not as sensitive to the radial dependence of $D_{LL}$ as it is to the value at $L \sim 5$. The calculations for the other planets were based on data covering larger radial ranges than those in the present study, and on the signatures of more than one satellite. Therefore the results may not be directly comparable. Also, Hood [1985] has shown that the inclusion of pitch angle scattering losses can reduce the inferred radial dependence of $D_{LL}$.

The principal uncertainty in the macrosignature model is probably the assumption that diffusion occurs only by third invariant violation. At Uranus there is evidence for significant pitch angle and energy diffusion which violate all three adiabatic invariants and lead to an apparent local source of electrons at fixed $M$ and $K$ in the CRS energy range [Setlesnick and Stone, 1991]. However, the success of the model in matching the 1989N1 signature suggests that such processes are not as significant at Neptune, a result that may be consistent with the lower level of plasma wave activity in Neptune's magnetosphere compared with that of Uranus [Gurnett et al., 1989]. The relative depths of the D1 and D2 model signatures show some discrepancies from the data, due to the softening of the model electron energy spectra in the absorption region (Figure 7). This may indicate that energy diffusion is required in the model. Future work in modeling a larger radial extent of Neptune's radiation belt will further address these issues.

Although the macrosignature model was reasonably successful in accounting for the approximate shape and depth of the observed signature, the predicted location was inside that observed by $\sim 0.3$ unit in $L$. A similar displacement was observed in the high-latitude Ariel signature at Uranus [Setlesnick and Stone, 1991]. However, the interpretation of that displacement depended on the concurrent observation of an apparent local electron source, associated with a local minimum in $f$ that was not required in modeling the 1989N1 signature. Also, the Ariel displacement was seen to increase with energy [Cooper and Stone, 1991], so that it could not have been a result of uncertainties in the magnetic coordinates. When comparing the CRS data with electron observations at 252 to 480 keV [Krimigis et al., 1989], such an energy dependence is not apparent in the 1989N1 signature. An alternative explanation for the 1989N1 displacement may be uncertainties in the actual minimum $L$ shell values of the orbit. The absolute minimum of the observed counting rate signature is at $L \approx 4.7$, near the orbital distance of 1989N1 ($4.75 R_N$). The displacement of the predicted signature is a result of the radial separation of the two orbital minimum $L$ values around this value, by $\sim 0.34$ unit in $L$ according to the ISE1 magnetic field model. Further work is required to evaluate the accuracy of the separation distance in the field model.

The counting rate minima in the macrosignature simulations of Figure 10, in the case when diffusion is included, have a small outward displacement relative to those in the case with no diffusion, due to the convolution with a Gaussian of the asymmetrical drift shell contact time. The displacement ($\sim 0.05$ unit in $L$) is small compared with that of the observed counting rate minima from the predictions of the macrosignature simulations.

The results of Figure 10 show that without diffusion the predicted microsignatures would have sharp local minima at the
two orbital minimum $L$ values of 1989N1. In fact, the high time resolution data in Figure 2 show two sharp local minima in the D1 counting rate, one at the deep minimum associated with the macrosignature (labeled A in Figure 2), and one inside by 0.15 units in $L$ (labeled B). Unfortunately the inner counting rate minimum could not be seen in its entirety owing to the instrumental mode change at that time. It may not be as sharp as it appears if the number of counts in the first point of the high resolution data was too low because of a 2-3σ fluctuation. Then the true inner minimum could be somewhat inside its apparent location. However, it appears likely that the actual location was near that shown on the figure. The locations in $L$ shell corresponding to the A and B labels are indicated on Figure 10.

The two local counting rate minima may represent the true locations of the orbital minimum $L$ values of 1989N1, after correcting for the small outward displacements suggested by the macrosignature calculations in Figure 10. So, then Figure 10 shows that the minimum $L$ values are somewhat closer together than predicted by the IBEI magnetic field model. Since the absolute counting rate minimum is observed to be at the outer local minimum, rather than at the inner local minimum as predicted by the diffusion model, the macrosignature would have to be displaced outward from its expected location as in the Ariel signature at Uranus. The outer local minimum (A in Figure 2) appears to be somewhat sharper than predicted in Figure 10 where it has been broadened by diffusion. Therefore the estimated radial diffusion coefficient may be too high. Alternatively, the outer signature may be at the location of the inner orbital minimum $L_c$ in which case the macrosignature would not have to be displaced from its expected location. Then a new explanation would be required for the inner counting rate minimum (B in Figure 2). One possibility is a recently formed macrosignature of orbital material that was near the 1989N1 minimum $L_c$ shells. At least one of the observed macrosignatures must be due to recent absorption by 1989N1 at its inner orbital minimum $L_c$ because that macrosignature could not yet have formed by diffusion. Modeling electron absorption by material orbiting near or inside the orbit of 1989N1, or establishing a mechanism for displacing the macrosignature outwards would help to distinguish between the possibilities of one or both of the observed macrosignatures being due to 1989N1.
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