Gravitational radiation detection with laser interferometry
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Gravitational-wave detection has been pursued relentlessly for over 40 years. With the imminent operation of a new generation of laser interferometers, it is expected that detections will become a common occurrence. The research into more ambitious detectors promises to allow the field to move beyond detection and into the realm of precision science using gravitational radiation. In this article, the state of art for the detectors is reviewed and an outlook for the coming decades is described.
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I. Introduction

Nearly a century ago, Einstein predicted the existence of gravitational radiation as a consequence of his general theory of relativity (GR) (Einstein, 1916, 1918; Einstein and Engel, 1997). For the next several decades, the existence and properties of gravitational radiation were hotly contested within the theoretical community but remained out of observational
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reach. In 1974, Hulse and Taylor (Taylor, Fowler, and McCulloch, 1979) discovered a pulsar in a binary neutron star system. They soon realized that this system serves as an excellent laboratory to test GR. The decrease in the orbital energy of the binary system was found to match the theoretical predictions. During the following decades several other binary pulsars with orbital periods of less than a day have been discovered and the combined data show that the measured energy loss matches well with the calculated loss due to the emission of gravitational radiation. Gravitational waves (GWs) are real.

Modern efforts to detect gravitational radiation on the Earth focus on the use of laser interferometry (Weiss, 1972). Laboratory scale research throughout the last several decades of the 20th century led to the construction of a worldwide network of kilometer scale interferometers (Abramovici et al., 1992; Lück et al., 2006;Acernese et al., 2008; Tatsumi, 2008; Abbott et al., 2009c).

Several excellent monographs (Giazotto, 1989; Saulson, 1994; Barish and Weiss, 1999; Weiss, 1999; Aufmuth and Danzmann, 2005; Braginsky, 2008; Freise and Strain, 2010; Cella and Giazotto, 2011; Pitkin et al., 2011) have been written on the techniques of gravitational-wave detection by laser interferometry. In this review, we discuss the current written on the techniques of gravitational-wave detection by Cella and Giazotto, 2011; Pitkin et al., 2011).

II. GRAVITATIONAL WAVES

In the weak-field approximation of general relativity, the space-time metric $g_{\mu \nu}$, can be described as (Misner, Thorne, and Wheeler, 1973)

$$g_{\mu \nu} \approx \eta_{\mu \nu} + h_{\mu \nu},$$

where $\eta_{\mu \nu}$ is the Minkowski metric describing flat space and $h_{\mu \nu}$ is the perturbation to the metric due to the gravitational wave. In the transverse-traceless gauge, this can be understood as a strain in space-time:

$$h_{\mu \nu}(x, t) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -h_+ & h_\times & 0 \\ 0 & h_\times & h_+ & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

where the two independent polarizations of the wave have amplitudes $h_+$ and $h_\times$, respectively.

A. Response of interferometer to space-time strain

In order to relate this perturbed metric with laboratory observables, we can examine how some precision measurement apparatus will respond to such a strain. To illustrate this we set up two free masses, one located at the origin and one located a distance $x = L$ from the origin. We measure the separation between these two masses by sending a laser beam from the origin to bounce off of the far mass and measure the phase of the return beam relative to the source. The accumulated round-trip phase is

$$\Phi_\nu(t_R) = \int_0^{t_R} 2\pi \nu \, dt,$$

where $t_R$ is the time it takes for the light to make one round-trip and $\nu$ is the frequency of the light. In the absence of gravitational radiation, we can do the integral by changing it into an integral over length. To do this we use the flat space metric $\eta_{\mu \nu}$ to relate space and time for light ($t_R = 2L/c$ and $dt = dx/c$).

In the presence of a gravitational wave, we instead use Eq. (1) to calculate the space-time interval; the perturbed round-trip phase is

$$\Phi_\nu(t_R) = 2\frac{2\pi \nu}{c} \int_0^L \sqrt{|g_{\mu \nu}|} \, dx \approx 2(1 - h_+/2) \frac{2\pi L}{\lambda},$$

in the case of a "plus" oriented wave with a period much longer than the round-trip light travel time. Repeating this integral, but doing the integration now along the $y$ axis, we get that $\Phi_\nu \approx 2(1 + h_+/2)(2\pi L/\lambda)$. The difference in the phase shift between the two arms is then $\Delta \Phi \approx 2h_+(2\pi L/\lambda)$.

Interpreting the phase shifts as length variations means that the apparent length of each arm is stretched and compressed as the gravitational wave passes. A diagram of this is shown in Fig. 1. The length change is proportional to the original distance between the masses,

$$\frac{\Delta L}{L} = \frac{1}{2} h_+,$$

which is why a gravitational wave is said to cause a strain in space. In contrast, the term "gravity wave" is usually used to refer to waves in fluids or solids where the restoring force is due to gravity.

The strain along the interferometer arms for a gravitational wave from an arbitrary direction (in spherical coordinates centered on the detector) is (Christensen, 1992)

$$h_{xx} = -\cos\theta \sin 2\phi h_\times + (\cos^2\theta \cos^2\phi - \sin^2\phi)h_+,$$

$$h_{yy} = \cos\theta \sin 2\phi h_\times + (\cos^2\theta \sin^2\phi - \cos^2\phi)h_+.$$
B. Brief overview of sources

All terrestrial detectors of gravitational waves are focused roughly on the audio frequency band due to technological limits of the detectors and probable source characteristics. In order to verify all of the properties of the waves, one would like to follow in the footsteps of Heinrich Hertz by generating and then detecting the gravitational waves. However, due to the relatively high rigidity of space-time, it is not feasible to generate measurable amounts of gravitational radiation in the laboratory (Romero and Dehnen, 1981) by conventional means or even through the use of nuclear explosives arranged to produce quadrupolar mass-energy accelerations (Chapline, Nuckolls, and Wood, 1974). Therefore, we look to astrophysical and cosmological sources to provide the radiation. In this way, the hunt for gravitational radiation leads to the development of a new branch of astronomy. Previous overviews (Hawking and Israel, 1989; Cutler and Thorne, 2002) covered the list of known sources as well as describing the astrophysical and cosmological science that can be extracted from them (Sathyaprakash and Schutz, 2009).

1. Pulsars

One of the earliest predicted sources of gravitational radiation were the recently discovered pulsars (Hewish et al., 1968). The extremely stable period of pulsation of these rotating neutron stars tells us that the energy lost to gravitational radiation must be small (Ipser, 1971) at best. The compensating factor that makes detection a possibility is the periodic nature of the signal; after correcting for the Doppler modulations from the detector motions relative to the source (Brady et al., 1998; Abbott et al., 2009b), one can improve the signal-to-noise ratio by the square root of the integration time.

Observations (Chakrabarty et al., 2003) of a “speed limit” for pulsars seem to support the theory (Bildsten, 1998) that gravitational radiation works to brake the spin of the fastest pulsars before they are ripped apart by their relativistic spins. Expectations from neutron star models indicate that the ellipticity may range from $10^{-9}$ to $10^{-6}$ (Ushomirsky, Cutler, and Bildsten, 2000; Owen, 2006) for conventional neutron stars and somewhat larger for more exotic stars (Owen, 2005).

In order to greatly improve the sensitivity of the pulsar searches, the Einstein @ Home (2012) project distributes some of the Laser Interferometer Gravitational-wave Observatory (LIGO) data to the home computers of an international team of volunteers. Although no gravitational waves have been detected so far, this project has detected pulsars using electromagnetic astronomical data (Knispel et al., 2011).

2. Transients

The signal which all ground-based detectors are aimed toward is the inspiral and merger of compact binary objects: neutron stars (NS) and black holes (BH). Perhaps 1/3 to 1/2 of the stars in the Universe have companions (Lada, 2006). Through various mechanisms, some small fraction of these can evolve into a NS/NS, NS/BH, or BH/BH binary [white dwarfs are not quite so compact; mass transfer between the stars begins (Farmer and Phinney, 2003; Lorén-Aguilar et al., 2005) well before the inspiral signal enters the accessible band of the ground-based detectors]. These compact binaries will eventually merge after they have released their orbital energy through gravitational radiation. The Hulse-Taylor binary is one such binary; it is expected to merge in $\sim 3 \times 10^8$ yr. Estimates of the binary merger rates (Phinney, 1991; Belczynski, Kalogera, and Bulik, 2002) using bounds from astrophysical observations as well as predictions from population synthesis models vary by a few orders of magnitude. For the upcoming second generation interferometric detectors, the compact binary detection rate may be as low as 1/yr or as high as 3/day (Abadie et al., 2010). A combination of extensive analytic methods (Faye et al., 2012) and high accuracy numerical simulations (Scheel et al., 2009; Szilágyi, Lindblom, and Scheel, 2009; Ajith et al., 2012) have allowed for the calculation of accurate wave forms by which one can search for these binary inspirals using matched template methods (Allen et al., 2012).

It is most likely that the largest fraction of gravitational-wave sources have not yet been modeled well enough to use a template based search. These will include sources such as stellar collapse leading to supernovae (Ott, 2009), the boiling of the cooling neutron star at the end of the collapse (Liu and Lindblom, 2001), and soft gamma-ray repeaters (Abbott et al., 2008). The most exciting prospect in making a broadband search for gravitational waves is to make a discovery of an entirely unexpected astrophysical phenomenon (Cutler and Thorne, 2002; Ando et al., 2012).

3. Cosmic background radiation

Starobinskii (1979) and others (Rubakov, Sazhin, and Veryaskin, 1982; Abbott and Wise, 1984) pointed out that a period of cosmic expansion in the early Universe could produce a spectrum of gravitational radiation. Allen (1988) later derived the full spectrum of gravitational waves expected from a standard inflationary universe scenario. This model predicts a nearly white spectrum (in units of energy) in the frequency band from $10^{-15}$ to $10^{10}$ Hz (Turner, 1997). This radiation from the early Universe traveled to our detectors with very little scattering along the way giving us a direct measurement of the state of the Universe at a time which is less than $10^{-30}$ s after the big bang (Weinberg, 2004). A review of prospects for detecting this inflationary background as well as possible astrophysical foregrounds is given by Allen (1997).
There are two observational constraints on the cosmological background of gravitational waves. The relative abundances of the light elements in the Universe today tightly constrain any deviations from the standard model in big bang nucleosynthesis (BBN) (Peebles, 1993). An excess of gravitational radiation at the time of BBN changed the expansion rate of the Universe. The BBN model placed an upper limit of \( \sim 10^{-5} \) (in units of the closure density of the Universe) on the energy in this primordial gravitational radiation. Certain exotic theories of the early Universe predicted higher frequency gravitational radiation (Mandic and Buonanno, 2006; Woodard, Romania, and Tsamis, 2011); for some of those models, a recent search using the LIGO detectors makes a slightly tighter bound (Abbott et al., 2009a) than from the BBN model.

III. ALTERNATIVES TO INTERFEROMETRIC DETECTION

A. Acoustic detectors

Attempts to make a direct detection of gravitational radiation started 50 years ago with Joseph Weber (Weber, 1960, 1970). Weber’s claims of detection were never confirmed (Douglass et al., 1975; Kafka and Schnupp, 1978; Brown, Mills, and Tyson, 1982); a review of these confirmation efforts is given by Tyson and Giffard (1978).

Nevertheless, the excitement generated in the early 1970s led, in the following years, to the development of an active world-wide network of acoustic “bar” detectors with an ever increasing astrophysical reach. By the end of the 20th century, the bars had reached strain sensitivities of \( 3 \times 10^{-19} \) for \( \sim 1 \text{ ms bursts} \) (Ju, Blair, and Zhao, 2000). A summary of the sensitivity of these detectors is shown in Table I.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Location</th>
<th>Frequency (Hz)</th>
<th>Peak strain ((h_s))</th>
<th>Strain noise ([h(f)])</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALLEGGRO</td>
<td>LSU</td>
<td>900</td>
<td>( 7 \times 10^{-19} )</td>
<td>( 7 \times 10^{-19} )</td>
</tr>
<tr>
<td>EXPLORER</td>
<td>CERN</td>
<td>900</td>
<td>( 7 \times 10^{-19} )</td>
<td>( 7 \times 10^{-19} )</td>
</tr>
<tr>
<td>NIODE</td>
<td>UWA</td>
<td>700</td>
<td>( 5 \times 10^{-19} )</td>
<td>( 7 \times 10^{-19} )</td>
</tr>
<tr>
<td>NAUTILUS</td>
<td>Frascati</td>
<td>900</td>
<td>( 6 \times 10^{-19} )</td>
<td>( 7 \times 10^{-19} )</td>
</tr>
<tr>
<td>AURIGA</td>
<td>Legnaro</td>
<td>900</td>
<td>( 3 \times 10^{-19} )</td>
<td>( 7 \times 10^{-19} )</td>
</tr>
</tbody>
</table>

B. Pulsar timing

In the late 1970s, Sazhin (1978) and Detweiler (1979) pointed out that the regular pulse periods of radio pulsars could be used to search for gravitational radiation in the 10–100 nHz band. For the past three decades, astronomers have used the ever improving timing available for radio antennas and the ever increasing number of known pulsars (Hellings and Downs, 1983; Lorimer, 2008; Anholm et al., 2009; Van Haasteren et al., 2009) to search for a stochastic GW background of cosmological origin as well as the mergers of massive black holes.

C. Artificial satellite timing

Doppler tracking of man-made spacecraft was proposed as a means of detecting low-frequency gravitational waves in 1975 (Estabrook and Wahlquist, 1975). A carrier signal is sent to the spacecraft from the Earth, a transponder on the spacecraft sends the signal back, and the frequencies of the incoming and outgoing signals are compared. The relative fractional frequency fluctuations \( \gamma_2 \) due to GWs can be written as (Wahlquist, 1987; Armstrong et al., 2003)

\[
\gamma_2[t] = -\frac{1 - \mu}{2} \bar{\Psi}[t] - \mu \bar{\Psi} \left( t - \frac{1 + \mu}{2} T_2 \right) + \frac{1 + \mu}{2} \bar{\Psi}[t - T_2],
\]

where \( \mu \) is the projection of the gravitational-wave unit wave vector onto the Earth-satellite unit vector, and \( \bar{\Psi} \) is a function encoding the response of the satellite signal’s response to the two polarizations of gravitational waves. The best sensitivity using this method was achieved (Armstrong et al., 2003) using the 2001–2002 data tracking the Cassini satellite. The strain noise in the 0.01–10 mHz band ranged from \( 10^{-15} \) to \( 10^{-12}/\sqrt{\text{Hz}} \). Prospects for improving this sensitivity have been explored (Armstrong, 2006); improved frequency standards, subtraction of plasma dispersion, and reduction of mechanical vibration in the terrestrial antenna may lead to as much as an order of magnitude improvement. Until a dedicated laser interferometer mission can be launched, satellite tracking will remain the most sensitive probe of gravitational waves in this frequency band (Asmar et al., 2005).

D. Polarization of the microwave background

At the largest spatial scales (time scales of the order of the age of the Universe), gravitational waves can be observed by measuring the polarization of the cosmic background radiation itself (Caldwell, Kamionkowski, and Wadley, 1998). The largest polarization signals are produced by the cosmological density fluctuations and would seem to swamp the small signals expected by gravitational waves. Hope is not lost, however. The gravitational waves produce a polarization vector field with a curl, whereas the scalar density perturbations do not (Hu and White, 1997). Finding this signal provided an unambiguous signal of cosmic inflation. There are many sources of foreground (Fraisse et al., 2009) contamination which must be removed in order to extract the gravitational-wave signal. These removal techniques are being actively developed by the teams pursuing polarization signals in the Wilkinson Microwave Anisotropy Probe (WMAP) (Bennett et al., 2012) and Planck (Ade et al., 2013) data as well as the numerous ground-based experiments which have been specifically designed to hunt for the polarization signal. Space-based mission concepts such as CMBpol (Baumann et al., 2009) and PRISM (Andre et al., 2013) are the ultimate word in the detection of these gravitational waves.
IV. FUNDAMENTALS OF INTERFEROMETRIC Detectors

All of the large GW laser interferometers in the past, as well as those planned for the next decade, are essentially Michelson interferometers [as opposed to, e.g., Sagnac interferometers (Sun et al., 1996)]. As Eq. (4) shows, the measured optical phase shift is proportional to the Michelson arm length; with typical parameters \((L \sim 1 \text{ km}, \lambda \sim 1 \mu \text{m}, h \sim 10^{-21})\) the phase shift is just \(10^{-11} \text{ rad}\). In order to amplify the signal to detectable levels, one wants to increase \(L\) by a few orders of magnitude. Unfortunately, the interferometer arm lengths are limited to a few kilometers due to practical constraints (chiefly available land and prohibitively high construction costs). In order to improve the signal-to-noise ratio, the Michelson is enhanced using several compound optical resonators.

A. Delay lines versus Fabry-Pérot resonator

In order to artificially increase the Michelson arm length, one can bounce the light back and forth in the arms to increase the interaction time with the gravitational wave, thereby increasing the optical phase shift. With sufficiently large mirrors, one could construct a Herriott delay line (Herriott and Schulte, 1965; Shoemaker et al., 1988; Beyersdorf, Byer, and Fejer, 2000) with hundreds of bounces. Drever (1983a, 1991) proposed to instead use Fabry-Pérot optical resonators in place of the delay lines. These cavities have the advantage of combining all of the many “bounces” of the delay line onto a single spot. This greatly reduces the size, and thereby, the cost, of the mirrors. An added complexity is that the Fabry-Pérot cavity must be servo controlled to be within a small fraction of its resonance linewidth in order to operate linearly.

Nearly all of the modern interferometers now use Fabry-Pérot cavities instead of delay lines due to issues with scattered light in the latter (Schnupp et al., 1985). The technical

FIG. 3 (color online). Schematic of the initial LIGO interferometers. The input beam is phase modulated and then built up resonantly in the power recycling cavity. The phase modulation sidebands resonate only in the power recycling cavity. The light incident on the photodetector at the bottom of the diagram carries the GW signal.

servo control issues have been largely solved over the past few decades using multidegree-of-freedom extensions (Fritschel et al., 2001; Arai, 2002; Grote, 2003; Acernese et al., 2006a) of the Pound-Drever-Hall rf heterodyne cavity locking technique (Drever et al., 1983)

Fluctuations in the alignment (Morrison et al., 1994a, 1994b; Mavalvala et al., 1998; Grote et al., 2002; Acernese et al., 2010a) and transverse beam size (Mueller et al., 2000) are sensed in a similar fashion.

B. Power recycling

The interferometer arm cavities are adjusted in length microscopically such that the fields from each arm interfere destructively at the Michelson antisymmetric port. This causes almost all of the laser light to return toward the laser. By placing a partially transmitting mirror between the laser and the Michelson beam splitter, this return light can be made to return toward the beam splitter interfering constructively with the incoming laser light. The finite transmissivity of this so-called “power recycling mirror” (Drever, 1983b) is chosen to nearly equal the total scattering losses from the Michelson’s optics and thereby provide optimum power coupling from the laser source into the interferometer arms (GW transducer). In this sense, one can think of the power recycling mirror providing an impedance match to the rest of the interferometer (Fritschel, Shoemaker, and Weiss, 1992). The modern GW interferometers with Fabry-Pérot arm cavities have been able to increase the laser power impinging on the beam splitter by a factor of \(\sim 65\) by using this method (cf. Fig. 3). The GEO600 detector has achieved a power gain of 1000 using power recycling (Blair et al., 2012).

C. Signal recycling and extraction

Just as a mirror on the symmetric side of the beam splitter can coherently amplify the power stored in the interferometer, a carefully placed mirror at the antisymmetric side of the beam splitter can amplify differential signals (see, e.g., Fig. 11). This technique is called signal recycling (Meers, 1988; Mizuno, 1995) and can be used to resonantly build up the GW signal. The GEO600 interferometer (Grote, 2010) has been successfully using signal recycling for the past several years.

The alternative strategy (which is often used in practice) is to use a kind of “antirecycling.” To reduce the thermal loading due to bulk absorption in the input test masses, the Fabry-Pérot arm cavities are made to have a very high finesse. For the same arm cavity power, this lowers the power level in the optics of the power recycling cavity and allows for a high power to be stored in the cavity with minimal thermal distortions. This narrow linewidth cavity would then normally amplify only the low-frequency GW signals (and not the signals above the arm cavity pole frequency) and thereby seems like a nonsensical design choice. However, by adjusting the microscopic position of the “signal recycling mirror” to form a resonant cavity with the input test mass mirrors, the effective linewidth of the combined system (the differential arm cavity mode + the signal recycling cavity) is broadened. The signal recycling mirror’s function has been transformed
from signal recycling to resonantly extracting the GW sidebands. This technique is referred to as resonant sideband extraction (RSE) (Mizuno et al., 1993; Strain et al., 2003).

These two configurations, signal recycling and resonant sideband extraction, are the extrema of a continuous space of detuning for the signal recycling cavity. The microscopic tuning of this cavity allows for great flexibility in shaping the detector’s frequency response (cf. Fig. 12).

V. SENSITIVITY LIMITS OF LASER INTERFEROMETERS

Laser interferometers are limited by two broad classes of noise: displacement noise and phase noise.

Displacement (or force) noises work by directly moving the interferometer mirrors. Most of these forces are filtered by the mechanical response of the mirror and its suspension and so are strongly attenuated above several hertz. Many of these force noises can be mitigated by increasing the mass of the mirror.

Phase noises produce fluctuations in the phase of the optical field used to read out the GW strain. These noise sources are modified only by the optomechanical response of the interferometer (in nearly the same way as the gravitational-wave strain) and therefore have no strong frequency dependence.

A. Phase noise

1. Quantum vacuum fluctuations

A “fundamental” limit to the sensing of optical phase shifts comes from the stochastic fluctuations in the arrival times of photons at the photodetector. Before 1980, the picture was that a laser interferometer could, at best, be limited by the Poisson statistics. In this picture the signal-to-noise ratio (SNR) for optical sensing varied as \( 1/\sqrt{P} \) (where \( P \) is the input laser power) and the fluctuating radiation pressure on the mirror varied as \( \sqrt{P} \). This description is similar to that of the “Heisenberg microscope” used to describe uncertainty in introductory physics courses (Feynman, 1965).

A more precise characterization of the quantum measurement limits was derived by Caves (Caves, 1981; Caves and Schumaker, 1985; Schumaker and Caves, 1985) and others (Loudon, 1981) in the early 1980s. In this picture, the noise arises from the beat between the fluctuations of the vacuum ground state of the electromagnetic field and the stable laser light: vacuum fields entering from the antisymmetric port split at the beam splitter, producing differential forces on the arm cavity mirrors (for in-phase fluctuations) and phase fluctuations (for fields that are in the quadrature phase). Vacuum fields at frequencies far from the laser frequency are rejected by the arm cavities, return to the photodetector, and beat with the static field present at the antisymmetric port (due to both, intentional and unintentional, asymmetries in the arms).

Increasing the laser power leads to a reduction in the measurement uncertainty for the mirror position but increases the amount of momentum perturbations. These momentum perturbations produce position fluctuations after a finite amount of time. Similarly, reducing the laser power reduces the momentum noise but also decreases the positional precision. For a given set of parameters, the laser power may be optimized to give the optimum strain sensitivity at a particular frequency. A detailed analysis of this quantum limit for a free mass leads to the so-called “standard quantum limit” (SQL) (Braginsky and Khalili, 1999):

\[
S_n(f) = \frac{2\hbar}{m(2\pi f)^{3/2}}.
\]

The SQL represents the envelope of minima in the strain noise as the laser power is tuned assuming that the amplitude and phase fluctuations from the vacuum fields are uncorrelated.

At the turn of the century, our understanding of quantum noise in interferometers was revolutionized by the work of Buonanno and Chen (2001, 2002) and Kimble et al. (2001). They showed that the combination of high power and a signal recycling cavity can build up significant quantum correlations within the interferometer. The correlation of the vacuum fluctuations can then allow for significant backaction evasion in limited frequency ranges: microscopic detuning of the signal recycling cavity leads to a radiation pressure driven restoring force. This “optical spring” can be tuned (Miyakawa et al., 2006) via the cavity detuning to optimize the response to different astrophysical sources. Further development of these quantum nondemolition (QND) techniques with application to third generation detectors is presented in Sec. VIII.A.

2. Scattering from residual gas

Fluctuations in the column density of gas in the interferometer arms produce noise in the measured optical phase (Zucker and Whitcomb, 1996; Takahashi et al., 2002). For a single species of molecule, the power spectral density of apparent strain fluctuations is

\[
S_n(f) = \frac{4\pi \alpha^2 \rho}{v_0 L^2} \int_0^L \exp\left[-2\pi f \omega(z)/v_0\right] dz,
\]

where \( \alpha \) is the polarizability, \( \omega \) is the beam radius, \( L \) is the interferometer arm length, \( \rho \) is the number density, and \( v_0 \) is the most probable speed for the particle. Taking \( H_2 \) as an example, it is only necessary to reach a residual pressure of \( \sim 10^{-9} \text{torr} \) to reduce the induced strain noise from this molecule to \( \sim 10^{-25} /\sqrt{\text{Hz}} \). The partial pressure required for highly polarizable substances, such as hydrocarbons and water, is much more stringent.

3. Backscatter

Imperfections in the mirror shape at small scales larger than \( \sim 1 \text{mm} \) (called “figure error”; cf. Fig. 10) can scatter the light incident on the mirrors into small angles that deposit the light into the long beam tubes. Imperfections at smaller spatial scales (called “microroughness”) will produce a diffuse scatter of the light directly into the nearby vacuum chambers. A small fraction of these scattered-light fields is scattered back to the mirror and can then recombine with the circulating field via the mirror imperfections (Thorne, 1989; Winkler et al., 1994; Flanagan and Thorne, 1995; Vinet, Brisson, and Braccini, 1996).
Seismically driven motions of the vacuum system can in this way produce phase and amplitude fluctuations of the light field within the interferometer (Schilling et al., 1981; Ottaway, Fritschel, and Waldman, 2012). Work prior to 2012 included only the terms leading to phase modulation of the interferometer’s stored field. Since the relative phase between the scatterers and the interferometer field is random, there should be an equal contribution to both the phase and amplitude quadratures. With the increasingly high-power levels in modern interferometers, the amplitude component turns out to be dominant at low frequencies via the influence of radiation pressure on the mirror motion. This mechanism is analogous to that of the quantum noise in that the amplitude noise becomes dominant at low frequencies.

Careful engineering of dark, polished, scattered-light beam traps throughout the long vacuum tubes and in the vicinity of the mirrors are expected to suppress the influence of the scattered light to below the current quantum backaction limits. Backscatter from the photodetectors used for signal detection can be mitigated by moving the detectors onto a quiet, in-vacuum platform and/or using external phase modulators (Lück et al., 2008).

B. Displacement noise

All of the following effects produce motion of the test mass through stochastic fluctuation of forces. As such, the powers from these types of noise are concentrated at lower frequencies and are not important for higher frequency astrophysical sources (e.g., supernovae, millisecond pulsars, binary neutron star mergers, and ringdowns).

1. Mirror thermal noise

When considering fundamental sources of displacement noise for macroscopic objects (such as the interferometer mirrors) we are reminded that the equipartition theorem demands that there be \( k_B T \) of energy per mode in any solid that is in thermal equilibrium. In order to determine what the apparent displacement noise fluctuations are for the mirrors, we computed the spectral density of fluctuations from each mode and then summed them up while including weighting factors for the effective mass in each mode as well as the spatial overlap between the mechanical eigenmode and the laser field distribution (Gillespie and Raab, 1995). This method is quite complicated and converges slowly with increasing mode number.

An alternative approach (González and Saulson, 1994; Levin, 1998) is to directly apply Callen’s fluctuation-dissipation theorem (Callen and Welton, 1951; Bernard and Callen, 1959; Kubo, 1966) to the mirror for the laser beam shape in question. Here the power spectrum of apparent displacement fluctuations is

\[
S_x(f) = \frac{k_B T}{\pi f^2} |\text{Re}[Y(f)]|,
\]

where \( T \) is the temperature of the mirror, and \( Y(f) = \dot{x}(f)/F(f) \) is the complex mechanical admittance (inverse of impedance) associated with the optical readout beam profile. The meaning of this is the following: in order to determine the level of apparent rms mirror fluctuation due to thermal forces, we need only to apply a sinusoidal driving force \( F(f) \) and then “measure” the response. In the case that there is no dissipation, the mechanical response of the system will be entirely in phase (modulo 180°) with the applied force. As with a classical electronic circuit, this orthogonal phase response is proportional to the dissipation: the phase shift between excitation and response is the loss angle (\( \phi \)) or, equivalently, \( 1/Q \) (the quality factor) of the material.

Following Levin’s approach for the mirror thermal noise we can express the displacement noise power spectrum as

\[
S_x(f) = \frac{2k_B T}{\pi f^2} \left( \frac{1 - \sigma}{\omega E} + \phi_{\text{sub}} \right),
\]

where \( \omega \) is the spot size (1/e² radius) of the beam, \( E \) is the Young’s modulus of the mirror substrate, \( \sigma \) is the scalar Poisson’s ratio for the substrate, and \( \phi_{\text{sub}} \) is the loss angle. The best samples of fused silica, sapphire, and silicon can have loss angles as low as \( 10^{-6} \) or better and, as such, do not limit the sensitivity of modern detectors (cf. Fig. 13).

Mirror coating thermal noise.—In fact, the dominant source of thermal noise of the mirror surface is the mechanical dissipation in the dielectric, thin-film coating on the mirror surface and not the bulk mirror material. These coatings, which have very good optical qualities, are quite poor from the internal friction standpoint. The dependence of this loss on the type of material, number of layers, and layer structure has been studied extensively (Harry et al., 2002, 2006, 2007; Braginsky and Vyatchanin, 2003; Penn et al., 2003; Rowan, Hough, and Crooks, 2005; Flaminio et al., 2010; Kondratiev, Gurkovsky, and Gorodetsky, 2011; Evans et al., 2012; Hong et al., 2012; Bassiri et al., 2013).

In addition to the Brownian noise, the thermodynamic temperature fluctuations in the coating also produce noise.
(Braginsky and Vyatchanin, 2003). In this case, however, there is an additional complication: the temperature fluctuations also give rise to fluctuations in the index of refraction of the dielectric thin films. Since this thermorefractive noise has the same source as the thermoelastic noise, they must add (or subtract) coherently (Evans et al., 2008). A judicious choice of the coating layer structure can be used to mostly cancel the effects from these fundamental temperature fluctuations (Harry, Bodiya, and DeSalvo, 2012).

2. Suspension thermal noise

A simple example of the power of the fluctuation-dissipation theorem for calculating thermal noise is the damped harmonic oscillator (Saulson, 1990). In this case, the admittance is simply

$$Y(f) = \frac{i}{2\pi m} \frac{f}{f_0^2 + if_0 f/Q - f^2},$$

where $f_0$ is the resonance frequency of the oscillator. Equation (13) gives the admittance, and thereby the thermal noise, for an oscillator damped in a viscous manner. In the absence of technical limits such as damping from gas in the vicinity of the oscillator (which can be removed through standard vacuum techniques) or friction at the top clamp (Kovalik and Saulson, 1993; Cagnoli et al., 1999) of a pendulum, the mechanical losses in low loss springs and flexures can often be characterized by a constant complex term in the spring constant $k = k_0(1 + i\phi)$, where $\phi$, the loss angle, is also equal to $1/Q$. This case is often referred to as structural damping.

The suspension for the mirrors of the interferometer must serve several purposes: isolate the mirror from ground vibrations, decouple the mirror from the ground to allow it to move freely in response to the gravitational waves, and hold the mirror without introducing extra thermal noise. These needs are simultaneously met by suspending the mirror as a pendulum from a thin fiber.

In contrast to a standard mechanical spring, nearly all of the potential energy for the pendulum is stored in the gravitational field (Logan, Hough, and Robertson, 1993; González and Saulson, 1994); the pendulum’s gravitational spring constant is given by the simple relation $k_g = mg/l$, where $m$ is the mirror mass, $g$ is the acceleration due to gravity, and $l$ is the pendulum length. With this simple model, there would be no damping and the pendulum would have an infinite $Q$. In reality, there is some energy stored in the bending of the pendulum wire at the two ends. The spring constant for a pendulum supported by $N$ wires is $k_{wire} = N\sqrt{T/2E}$ (Saulson, 1990; González, 2000), where $T$ is the tension, $E$ is the Young’s modulus of the material, and $l$ is the moment of the inertia wire’s cross section. As this spring is much weaker than the gravitational spring, the overall loss angle of the pendulum is given by $\phi_{pend} = \phi_{wire}(k_{wire}/k_g)$. This reduction factor [the so-called “dissipation dilution” factor (Cagnoli et al., 2000)] is what allows for having such a low level of thermal noise in a pendulum.

3. Seismic vibrations

Seismic vibrations of the laboratory prove to be a low-frequency limit for all terrestrial laser interferometers. The largest strains of the Earth’s surface over kilometer scales are due to the tidal gravity from the Moon and the Sun (Melchior, 1983). These Earth tides produce length changes of 100–200 μm over a 4 km baseline and all of the large interferometers are compensated by long-range actuators external to the vacuum system.

In the absence of earthquakes, the next largest component of the ground motion is known as the “secondary microseism” and occurs at periods of 3–10 s (Webb, 1992). This low-frequency vibration can sometimes grow to an amplitude of several microns and must be canceled by an appropriate feedback system. Above ~1 Hz, the typical vibration spectra for reasonably quiet sites (e.g., Fig. 4) is given by (Aki and Richards, 2009)

$$x_G = 10^{-8}\left(\frac{1\text{ Hz}}{f}\right)^2 \frac{\text{m}}{\sqrt{\text{Hz}}}.\quad (14)$$

To reach astrophysically interesting strain sensitivities ($\sim 10^{-21}/\sqrt{\text{Hz}}$) with a km-scale detector therefore requires suppressing the vibrations by a factor of at least $10^8$ at 10 Hz and $10^6$ at 100 Hz.

The best seismic vibration sensors reach a level of $\sim 10^{-13}\text{ m/}\sqrt{\text{Hz}}$ (Ringler and Hutt, 2010). Incorporating such sensors into active vibration isolation platforms (Newell et al., 1997; Hensley, Peters, and Chu, 1999) is useful in reducing the large, low-frequency motions and bringing the interferometer close to the desired operating point. The final several orders of magnitude in suppression can be achieved only by using passive isolation. In all of the laser interferometers to date, this passive isolation is roughly the same: a chain of masses and springs isolates the final test mass from the actively controlled platform.

Figure 5 shows the transfer function from horizontal motion of the ground to motion of the test mass in the laser beam.
TABLE II. Comparison of first generation interferometers. The numbers in the seismic row refer to the number of external active, internal passive, and pendulum suspension stages, respectively. For TAMA and LIGO, substantial hardware upgrades to the seismic isolation took place during the commissioning phase—these numbers refer to the post-upgrade configurations.

<table>
<thead>
<tr>
<th>Detector</th>
<th>TAMA</th>
<th>GEO</th>
<th>Virgo</th>
<th>LIGO 2 km</th>
<th>LIGO 4 km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm length (m)</td>
<td>300</td>
<td>600</td>
<td>3000</td>
<td>2009</td>
<td>3995</td>
</tr>
<tr>
<td>Mirror mass (kg)</td>
<td>1</td>
<td>5.5</td>
<td>21</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>Beam spot size (cm)</td>
<td>0.85</td>
<td>2.4</td>
<td>2.1</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>No. of seismic stages</td>
<td>0 + 1 + 4</td>
<td>1 + 3 + 3</td>
<td>0 + 1 + 4 + 6</td>
<td>1 + 4 + 1</td>
<td>1 + 4 + 1</td>
</tr>
<tr>
<td>Stored power (kW)</td>
<td>1</td>
<td>5</td>
<td>20</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>Strain noise (10^{-25}/√Hz)</td>
<td>150</td>
<td>20</td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Sensitive band (kHz)</td>
<td>0.3–10</td>
<td>0.3–5</td>
<td>0.02–3</td>
<td>0.06–2</td>
<td>0.06–2</td>
</tr>
<tr>
<td>Location</td>
<td>Japan</td>
<td>Germany</td>
<td>Italy</td>
<td>USA</td>
<td>USA</td>
</tr>
</tbody>
</table>

direction. In most cases, this allows one to predict the motion of the test mass given the measurement of the ground noise. This assumption must be corrected for the presence of active vibration isolation systems incorporating seismometers with nonzero internal noise. The Advanced LIGO isolation system is intentionally limited by the noise of these sensors in the 1–10 Hz region and so, instead of the usual transfer function, the ratio of the modeled test mass motion to the ground motion is shown.

A further complication comes from the nontrivial cross couplings within the isolation systems. Vertical motion and tilts (Lantz et al., 2009; Giazotto, 2012) of the ground couple to the test mass due to mechanical cross coupling in the isolation platforms and mirror suspensions, as well as within the seismic sensors themselves. As such, the transfer functions can be considered to be only approximations of the true vibration isolation levels.

4. Newtonian gravity noise

Even with a much improved seismic vibration filtration system, there exists a fundamental limit to terrestrial gravitational experiments (Weiss, 1972). Density fluctuations in the atmosphere and surface waves on the ground can lead to fluctuations in the Newtonian gravitational force (also called gravity gradient noise) on the test masses. Following Saulson (1984), the equivalent strain noise is given by

\[
\delta h_{NN}(f) = \frac{G}{\sqrt{3\pi}} \frac{\rho_E}{L} \frac{x_{GND}(f)}{f^2},
\]

where \(G\) is the gravitational constant, \(\rho_E\) is the density of the nearby ground, \(L\) is the interferometer arm length, and \(x_{GND}\) is the ambient ground noise. More sophisticated treatments of the correlations among the seismic waves (Beccaria et al., 1998a; Hughes and Thorne, 1998), atmospheric perturbations (Creighton, 2008), and anthropogenic influences (Thorne and Weinstein, 1999) concluded that these Newtonian gravity fluctuations would nearly limit the performance of the second generation detectors in the 5–15 Hz band.

A detailed survey of the sources of vibration at the LIGO sites (Driggers and Harms, 2011) has taken into account vibrating machinery, ambient acoustics, and resonances of the surrounding structures in the laboratory; the resulting estimate is shown in Fig. 6. Although the seismic and acoustic sources that produce these forces can themselves be filtered out, there is no way to shield the test masses from their gravitational forces. It is likely that the Newtonian noise will exceed the quantum backaction limits at low frequencies (see Fig. 13). Mitigation strategies are discussed in Sec. VIII.C.

5. Electromagnetic coupling

In addition to the forces mentioned above, the mirrors of the interferometer may be disturbed by spurious electromagnetic forces: ambient fluctuations of the local electric and magnetic fields, as well as impacts from the background of cosmic rays.

a. Cosmic rays

At sea level, the stationary background of high-energy cosmic rays is dominated by muons. Within the typical mirror volume of \(\sim 0.02 \text{ m}^3\), there are \(\sim 10–50\) muons passing through per second (Weiss, 1972; Braginsky, Ryazhskaya, and Vyatchanin, 2006). The muons deposit energy in the mirrors by exciting (or ionizing) the electrons bound by the
molecules in the material. The Bethe formula (Poenaru and Greiner, 1997) tells us that most of the particles pass through the mirror depositing \( \sim 100 \text{ MeV} \) in kinetic energy. The false alarm rate (rate of apparent GW signals) due to these high-energy muons is extremely low; they can practically be rejected by demanding a coincidence between remote interferometers for making gravitational-wave detections. The background of low energy muons, however, leads to a stationary noise spectrum given by (Yamamoto et al., 2008)

\[
h_{\text{cosmic}}(f) \approx \left[10^{-27} - 10^{-26}\right] \left(\frac{100 \text{ Hz}}{f}\right) \frac{1}{\sqrt{\text{Hz}}} \tag{16}
\]

with some variation between fused silica, sapphire, and silicon (the most common mirror materials for GW detectors). This noise source is 2–3 orders of magnitude lower than the standard quantum limit for all of the present and envisaged future detectors.

b. Ambient magnetic fields

The ambient magnetic field fluctuation spectra are fairly broad. As measured at several sites in the U.S. they show a characteristic \(1/f\) behavior (Campbell, 1965); at the LIGO sites this \(1/f\) character has been observed with an amplitude of \(B(f) \sim (10^{-11}/f) \ T/\sqrt{\text{Hz}}\). In nearly all laboratories on the Earth, the dominant features in the spectrum are the harmonics of the ac power line (60 Hz in the U.S.; 50 Hz at the GW detector sites in Italy, Japan, and Germany). At lower frequencies (5–50 Hz), the dominant magnetic field fluctuations in the horizontal direction are due to the Schumann resonances (extremely low-frequency traveling waves within the Earth’s surface-ionosphere cavity) and appear as a broad set of peaks at multiples of \(\sim 7\) Hz (Balser and Wagner, 1960; Volland, 1995). The amplitude of these peaks changes diurnally and also with the intensity of distant lightning activity.

These magnetic fluctuations couple into the interferometer chiefly through the magnets which are used to actuate the interferometer’s mirrors. In the second generation GEO and LIGO detectors, the magnets have been removed from the test mass mirrors. The magnets on the closest mirror in the suspension chain may also provide too strong of a coupling path depending upon the magnitude of local ferromagnetic components (which cause gradients).

c. Surface charge

Surface charges on the arm cavity mirrors can produce spurious forces on the mirrors through interaction with nearby conducting surfaces (e.g., the mirror suspension frames) (Mitrofanov et al., 2004; Ugolini et al., 2008; Pollack et al., 2010). These charges may build up through the friction induced by the movements of dust during the evacuation of the chambers. Random fluctuations of the charges could produce force fluctuations comparable to the thermal and quantum limits for the mirror, however, current estimates and measurements are not yet accurate enough to make the case. To be safe, several mitigation strategies are being pursued, including irradiation of the mirror surface with UV light (Sun et al., 2006) and occasionally introducing small amounts of an ultrapure ionized gas into the vacuum chambers.

VI. FIRST GENERATION DETECTORS

The first generation of long-baseline interferometers formed the first broadband worldwide network for gravitational-wave detection. The network consisted of TAMA (300 m) near Tokyo, Japan (Takahashi et al., 2008; Arai et al., 2009); GEO (600 m) near Hannover, Germany (Grote, 2003, 2010); Virgo (3 km) near Pisa, Italy (Barsotti, 2006; Accadia et al., 2012a); and the LIGO interferometers (Abramovici et al., 1992; B. Abbott et al., 2004; Adhikari, 2004; Abbott et al., 2009a; Fricke et al., 2012)—a 4 km one in Livingston, LA and in Hanford, WA both a 2 km and a 4 km interferometer in the same vacuum system. Table II lists some of the key parameters of these detectors.

The installation and initial commissioning of these detectors started in the late 1990s. Although more advanced techniques were known at the time, these first generation instruments were built with some conservatism and therefore had several similarities. TAMA300, Virgo, and the three LIGO detectors were configured as power-recycled, Fabry-Pérot Michelson interferometers. The GEO600 interferometer was the least conservative of all and included three “advanced” techniques: dual recycling, triple suspensions, and fused silica fibers to hold the mirrors.

The reasonably good agreement between the initial design sensitivity goals and the final performance of the LIGO and Virgo detectors (cf. Fig. 7) may lead to a false confidence in the accuracy of those early estimates. In reality, the commissioning period for all of the initial interferometers extended over several years and greatly enhanced the understanding of the large interferometers. In all cases, major hardware changes were made in order to bridge the gap between the early performance and the science goals.

In the TAMA interferometer, the initial seismic isolation was replaced with a more elaborate (Virgo-like) system to greatly reduce the seismic noise in the 1–100 Hz band (Takahashi et al., 2008). For the GEO600 detector, an active seismic feed-forward system, a thermal compensation system, and scattered-light mitigation techniques have been installed over the years. The Virgo interferometer was upgraded with an active thermal lens correction system, isolation optics between the laser and the interferometer.

FIG. 7 (color online). Strain noise for the first generation detectors. TAMA300, GEO600, Virgo+, and Enhanced LIGO. Also shown (dashed) are the strain noise goals for the initial Virgo and LIGO detectors.
Scatter losses.—As described next (Sec. VII.B), perturbations in the mirror surface can scatter light out of the interferometer. This scatter loss is the chief limit to the power buildup within the resonant cavities. Although $\sim\text{ppm}$ level losses have been observed in small optical cavities (Rempe et al., 1992; Uehara et al., 1995), the round-trip losses in the Fabry-Pérot arms of these large interferometers ranged from 100 ppm (LIGO) to 300 ppm (Virgo) (Acernese et al., 2007). A small fraction of this was due to point defects (cf. Fig. 10) in the mirror coating. The largest fraction of the loss was due to mirror surface perturbations at the scales of several centimeters.

B. Optical cross coupling

All of these interferometers were designed with a high level of symmetry to passively reject many noise sources. Differential phase shifts in the interferometer arms (e.g., strain from a gravitational wave) directly produce a signal at the antisymmetric port. Fluctuations of the incoming laser light or motions of the other mirrors also coupled through to the GW channel in sometimes unexpected ways and new techniques were developed to combat these issues.

1. Fluctuations of the light

The Michelson topology, in particular, is largely insensitive to amplitude and frequency fluctuations of the illuminating laser light. By adjusting the length of the interferometer arms microscopically, the antisymmetric port is made to be nearly dark. In this “dark fringe” condition the common-mode rejection ratio for laser frequency noise was found to be $\sim 200$–1000 for the various interferometers, limited by the imbalance in scatter losses between the arms. Laser power fluctuations can directly drive the mirrors through radiation pressure and an imbalance of the power in the arms. Power fluctuations can also produce apparent mirror fluctuations due...
to gain modulation of quasistatic offsets in the length control feedback loops of the interferometer. Some of these operating point fluctuations are driven by seismic motion and so this noise source comes from the product of seismic motion and laser power fluctuations.

2. Local oscillator phase noise

In the TAMA, LIGO, and Virgo interferometers, the scheme that was used to read out differential arm cavity strain is similar, mathematically, to the standard Pound-Drever-Hall technique which is widely used with simple, rigid cavities. An important difference, however, is that both the carrier field and the rf sidebands travel through a few optical cavities before being optically recombined on the antisymmetric port photodetector (cf. Fig. 3).

In principle, phase noise of the oscillator used to generate the rf sidebands canceled during the demodulation of the heterodyne signal. The electronic local oscillator signal used in the demodulation does not, however, experience the same temporal filtering that the optical sidebands do. Furthermore, the filtering experienced by the optical sideband fields is not as simple as might be envisaged by modeling the process by propagation of plane waves (Camp et al., 2000). Each of the higher-order transverse modes of the sideband field experiences a different phase shift in the cavities (Ballmer, 2006; Grote, 2008). In this way, the final recombined signal depends in a detailed way on the mirror surface perturbations and, as explained in Sec. VI.E, on the thermal state of the recycling cavity optics.

In order to reduce this noise to below the shot-noise limits, multiple strategies were employed: the mirror curvatures were adjusted with auxiliary heating lasers, the cavity lengths were microscopically adjusted to match the optical and electronic paths, and finally, an ultra-low-noise crystal oscillator (Wenzel, 2012) was used to reduce the source term by an order of magnitude (to a phase noise level of $< -160 \text{ dBC/Hz}$).

3. Motion of auxiliary mirrors

Longitudinal motions of the other mirrors in the interferometer (e.g., the power recycling mirror and the beam splitter) weakly coupled to the GW readout (Regehr, 1995), but not so weakly that they can be completely neglected.

The motion of the beam splitter (or, more precisely, differential motion of the short Michelson interferometer formed by the beam splitter and the input test masses) couples in the usual way; the mirror motion modulates the phase of the carrier field and produces a signal as if it were a gravitational wave. This produces a weaker signal since it does not experience the resonant buildup of the arm cavities. However, this mirror has noise imposed on it by its feedback control loop which is orders of magnitude above the shot-noise limits of the GW channel. In order to recover the quantum limited performance of the interferometer, this feedback noise was filtered and injected into the end mirrors so as to cancel the initial noise injection (Fritschel et al., 2001). This feed-forward path was able to cancel the noise by a factor of $\sim 30$–$100$ (for LIGO) in the most sensitive frequency band. The Virgo feed-forward system achieved several times more cancellation by using an adaptive gain in this path (Acernese et al., 2010c).

The coupling of the power recycling mirror motion is less straightforward. This motion produces a signal only through the existence of asymmetries. The imbalance in the amplitude reflectivity of the arm cavities produces a carrier field at the antisymmetric port which is in the orthogonal phase from the gravitational-wave signal sidebands. The power recycling mirror motion modulates the phase of the rf sidebands and couples this orthogonal phase field into the GW channel. This coupling was $\sim 10$ times smaller than the Michelson coupling, but was dealt with in essentially the same way, although the achieved cancellation factor was several times smaller.

Removing these noise sources allowed the interferometers to operate much closer to their fundamental limits. An unpleasant side effect is that the residual noise from these processes is highly nonstationary, almost by definition. The static coupling path is canceled by these electronic cancellation paths, but time variation in the optomechanical properties of the interferometers (due to temperature, seismic noise, beam pointing, optical losses, etc.) produces large fluctuations in the residual coupling. The next generation interferometers have the added complexity of also needing to cancel the motion of the signal recycling cavity, but the added benefit of having much less low-frequency mirror motion resulting in less variation in the coupling constants.

C. Low-frequency mirror motion

Simple estimates of the coupling of seismic vibration (e.g., Sec. V.B.3) to the interferometer’s strain channel assume that the coupling is essentially linear. During the decade spent commissioning these interferometers, it became clear that this assumption fails in a myriad of ways: large, low-frequency motion produces noise in the GW detection band.

1. Seismic amplification

As can be seen from Fig. 5, below 1 Hz, many of the isolation systems amplify the ground noise. In the case of the passive systems, this comes from the lowest natural frequencies of the stacks and suspensions. In the case of the active systems, this can come from the coupling of tilts into the active sensors or insufficient phase margin in the control systems. As is well known from electronic filter design, it is necessary to have some high resonances in the passband in order to have steep attenuation in the stop band for reactive, low-pass filters. Such is also the case for these mechanical vibration filters; damping the low-frequency resonances leads to performance degradation in the GW band. Unfortunately, this design tradeoff leads to an amplification of motion in the anthropogenic band which can be highly nonstationary (Acernese et al., 2004; Daw et al., 2004; Saccorotti et al., 2011; Accadia et al., 2012b).

2. Noise from damping

In order to mitigate this problem, the suspension systems were designed to have some capability of using “cold damping”: sensors local to each test mass can be used to sense and
suppress these high amplitude, low-frequency motions. This is only partially successful. Although it is possible to reduce the motion somewhat, it proved impossible to completely compensate the amplification without introducing excess noise into the GW signal band. The feedback filters must obey the Kramers-Kronig relations.

For the interferometer mirrors in the recycling cavity or Michelson area, the situation is more complicated. Optics that are separated by much less than a seismic wavelength move coherently. In the absence of active feedback systems, the differential motion among these optics is highly suppressed. The noise of the local damping sensors has no such correlation, however. Attempting to apply damping in such a situation actually amplifies the relative interferometric length fluctuations at low frequencies. In practice, these issues require the delicate tailoring of the local damping feedback filters and limits how strong the damping of the high Q mechanical resonances can be.

D. Nonlinear noise generation

These large, low-frequency motions all conspire to produce noise in the GW band through several different nonlinear mechanisms.

1. Bilinear angle to length conversion

The large ground motions in the 0.1–1 Hz band produce angular fluctuations in the interferometer mirrors through cross couplings in the vibration isolation and suspension systems; the source of the angular motion is chiefly horizontal motion of the ground and not tilt. These fluctuations are partially canceled by a complicated control system (Mavalvala et al., 1998; Grote et al., 2002; Acernese et al., 2006b) based on rf heterodyne detection of the optical wave fronts on quadrant photodetectors and feedback through a MIMO (multiple input–multiple output) digital signal processing system. The control system feeds some of the sensor noise in the GW detection band back into the mirrors. The mirror actuators are balanced so as to place the axes of rotation of the mirror at the center of the laser beam spot position and this cancels the coupling of angular noise to interferometer strain readout, to first order (Tatsumi, Arai, and TAMA Collaboration, 2006). Because of the residual low-frequency mirror motions, the resonating laser beam moves around with respect to this null point by hundreds of microns. The angle to strain coupling is therefore, nonstationary (Dooley, 2011). During intense storms or times of high anthropogenic seismicity, the low-frequency noise of the detectors becomes compromised by this nonstationary noise source.

2. Actuator nonlinearities

In order to maintain the resonance condition of the interferometer, the control system must compensate for the approximate micron scale motions below 1 Hz while simultaneously introducing less than $10^{-10}$ m of motion in the GW band around 100 Hz. This requires the mirror actuator to be highly linear: the upconversion of force noise must be less than 1 part in $10^9$. While such a high dynamic range is possible with just modern low noise electronics, it is not feasible to do so using magnetic actuators, due to the Barkhausen effect (Barkhausen, 1919; Bittel, 1969; Bertotti, 1998; Durin and Zapperi, 2004). The low-frequency control forces are applied to the mirror using magnet-coil pairs. The time-varying control forces, which are used to compensate for the seismic motions, induce domain flips in the more loosely bound domains of the magnets attached to the mirrors. In the NdFeB magnets used in LIGO and TAMA, there were many weakly bound domains and the Barkhausen effect exhibited a force noise upconversion of 1 part in $10^7$. The Virgo interferometer was instrumented with SmCo magnets which have a much smaller Barkhausen effect. However, any nearby ferromagnetic materials can lead to this fluctuating magnetic noise (Schofield, 2010). Future interferometers are being designed to use multiple chain pendulums (as in Virgo and GEO) so as to minimize the dynamic range requirements. To minimize the magnetic coupling, the magnets will be either downsized drastically or eliminated altogether in favor of electrostatic actuators.

E. Thermal distortions

The small, but nonzero, optical absorption in the mirrors of the interferometers produced significant thermal gradients within the optics. These gradients produced distortions of the mirror surface (thermal expansion of the glass) as well as a significant thermal lensing within the substrate (temperature dependence of the refractive index) (Hello and Vinet, 1990, 1993; Winkler et al., 1991; Strain et al., 1994). The presence of low levels of contaminants on the optics’ surfaces led to higher than anticipated levels of absorption.

There are several mechanisms by which thermal distortions can lead to instability and degraded noise performance in the interferometers. The simplest mechanism is through reduction of signal; differential thermal lensing in the input test mass mirrors reduces the spatial overlap of the GW signal sidebands with each other. This contrast defect also increases the shot-noise level at the antisymmetric port. Thermal lensing in the recycling cavity optics can also destabilize the angular control system by reducing the sensitivity to certain degrees of freedom and destabilizing the feedback control matrix.

A particular optical design choice exacerbated some of these problems. The recycling cavities were made much shorter (for practical reasons) than the long arms. With the large beams required for low thermal noise, such short cavities are geometrically unstable [cavity g factor (Siegmund, 1986) near unity] (Gretarsson et al., 2007). Small thermal distortions were found to drive the system into instability due to the degeneracy among the higher-order spatial modes.

In order to compensate for this effect, active thermal correction systems were installed to smooth out the thermal gradients (Lück et al., 2004; Lawrence et al., 2004; Ballmer, 2006; Accadia, Swinkels, and V. Collaboration, 2010; Racchi et al., 2012) as well as to improve the fringe contrast at the antisymmetric port.

Because of the troubles with degenerate cavities, the KAGRA and Advanced LIGO detectors are adding extra optics in their design to break the modal degeneracy in the
recycling cavities (Arain and Mueller, 2008; Granata, Barsuglia et al., 2010).

VII. SECOND GENERATION DETECTORS

The purpose of the second generation interferometers is to achieve such a strain sensitivity that the detections of gravitational waves should become fairly regular, enabling the use of these detectors as astronomical tools. They are roughly an order of magnitude more sensitive than the first generation detectors (cf. Fig. 18). The worldwide network comprising Advanced LIGO (Harry, 2010; LIGO, 2011), Advanced Virgo (Virgo Collaboration, 2011, 2012), GEO-HF (Lück et al., 2010), and KAGRA (KAGRA, 2011; Somiya, 2011) all use power and signal recycling and a variant of tunable resonant sideband extraction.

A. Monolithic silica suspensions

The first generation LIGO and Virgo interferometers were somewhat limited by thermal noise in the mirror suspensions. This was partially due to the intrinsic dissipation of the steel wires and partially due to excess friction in the wire attachments (Abbott et al., 2009c). In order to avoid both of these problems, the new suspensions are nearly monolithic: instead of a steel pendulum wire, a high-quality fused silica [sapphire for KAGRA (Uchiyama et al., 1998; Tomaru et al., 2002)] fiber is drawn and then bonded directly to silica attachments on the mirror barrel (Robertson et al., 2002; Aston et al., 2012; Cumming et al., 2012). As most of the elastic energy (and therefore the dissipation) is concentrated near the bending points at the ends (cf. Sec. V.B.2), the cross sectional shape, near the ends, is optimized with respect to the noise (Cumming et al., 2009). This type of silica suspension has been used in the GEO600 and Virgo+ interferometers. An example Advanced LIGO suspension is shown in Fig. 9.

As with the mirror coatings (cf. Sec. V.B.1), both the dissipation due to internal friction and the thermoelastic (Zener) damping need to be considered. For highly stressed fibers, one must also consider the temperature dependence of the Young’s modulus ($dY/dT$): the fundamental thermodynamic temperature fluctuations which produce the usual thermoelastic noise via the thermal expansion coefficient also drive the stressed suspension fiber by changing the Young’s modulus (Cagnoli and Willems, 2002). Fortuitously for LIGO and Virgo, fused silica has a positive $dY/dT$; the result is that an appropriate fiber diameter can be chosen to cancel these thermoelastic effects.

Finally, studies of the fiber’s mechanical loss as a function of fiber dimension have revealed that $Q$ is limited by defects in the fiber’s surface (Gretarsson and Harry, 1999; Gretarsson et al., 2000; Penn et al., 2006; Heptonstall et al., 2010; Hammond et al., 2012) and not by the intrinsic mechanical dissipation of fused silica. Several decades of experience with surface treatment of quartz oscillators and quartz fibers have influenced the current design for GW detectors. The fibers which are now used for the Advanced LIGO mirrors are pristine with a small concentration of residual defects in the surface. These defects in addition to the losses in the welded attachment point dominate the Brownian thermal noise in the suspension. Techniques for evading this limit for the next generation are described in Sec. VIII.D.

B. Mirror metrology

To support Gaussian beam shapes in the Fabry-Pérot cavities, the mirrors are polished to have spherical profiles. Deviations from the ideal shape reduce the overall interferometer performance in a number of ways. Roughly speaking, perturbations at small spatial scales promptly scatter light out of the cavity. Larger scale defects distort the ideal TEM$_{00}$ eigenmode of the arm cavities. To compute the power lost into wide angles, one needs to know only the bidirectional reflectance distribution function (Bass and Mahajan, 2009) of the mirror, which is readily obtained from measurements of the mirror surface map (Walsh, Leistner, and Oreb, 1999; Yamamoto, 2007). To first order, this distinction between small and large scales can be made in the following way: light scattered from a mirror which falls off the opposing mirror of the cavity is lost and does not contribute to the cavity mode distortion. In the LIGO case this corresponds to an angle of $\theta_{\text{lost}} \sim r_{\text{mirror}}/L_{\text{FP}}$ and a spatial scale of $\chi_{\text{rough}} \sim \lambda/\theta_{\text{lost}} \sim 2$ cm.

For the larger spatial scales the situation is complex: the scattered field is captured on the far mirror and so it is not precisely “lost.” Rather, the resulting distortion in the cavity field results in an imperfect interference at the Michelson antisymmetric port. At the smaller scales, however, a good approximation for the power lost due to surface roughness is
\[
P_{\text{scatter}} = \left(\frac{4\pi\sigma}{\lambda}\right)^2,
\]

where \(\sigma\) is the rms surface roughness and \(\lambda\) is the laser wavelength. Finally, at the smallest scales the dominant source of the loss is a random distribution of point scatterers. The ultimate nature of these points has not been currently discovered; the common wisdom is that they are density or index defects in the dielectric coatings. The scatter from these points is therefore treated as either Rayleigh or Mie scattering (depending upon the defect size).

Power loss limits the maximum achievable power recycling buildup, reduces the maximum benefits achievable from QND techniques by degrading the quantum entanglement of the light (cf. Sec. VIII.A.4), and introduces technical noise from backscatter (cf. Sec. V.A.3). Over the past decade, an intense development effort has led to improvements in the mirror polish on both long and short scales. The combination of extremely accurate metrology (Sykora and de Groot, 2011) of the mirror profile and the use of ion beam figuring has resulted in an order of magnitude smoother mirror (see Fig. 10) than the first generation GW interferometers. It remains to be seen if a similarly good surface can be achieved for sapphire [as is planned for KAGRA (Uchiyama et al., 1999; Somiya, 2012)] or silicon (which is being considered for future cryogenic detectors).

C. Dual recycling

The dynamic tuning capability of signal recycled interferometers (e.g., Fig. 11) is a powerful one and makes these instruments qualitatively different from their predecessors. By adjusting the length of the signal recycling cavity by fractions of a wavelength, the coupled resonance between the arm cavities and the signal mirror can be fine-tuned to match the frequency content of astrophysical sources as shown in Fig. 12. The low-frequency response is due to the radiation pressure induced optical spring (cf. Sec. V.A.1) and can also be tuned by adjusting the laser power. Both the signal mirror position and the laser power can be adjusted remotely to arrive at a new configuration within minutes, in principle.

The baseline configuration of the Virgo and KAGRA interferometers will have the signal recycling cavity slightly detuned from resonance in order to maximize the sensitivity to a specific astrophysical source: the inspiral of a binary neutron star system \((M_1 = M_2 = 1.4M_\odot)\). The Advanced LIGO and GEO-HF interferometers will begin operation in a broadband resonant sideband extraction configuration.

Mode healing.—In addition to the ability to tune the response of the interferometer to the space-time strain, the interferometers with signal recycling cavities also exhibit the phenomenon known as mode healing (Meers, 1988; Strain and Meers, 1991; McClelland et al., 1993; Heinzel et al., 1998). Without this mirror, differences in the spot size or wave-front curvature of the beams from the two Michelson
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arms result in an imperfect destructive interference at the Michelson antisymmetric port (where the GW signal is recorded). This extra light produces no signal but contributes to extra shot noise as well as introducing technical difficulties with the interferometer control system (Smith-Lefebvre et al., 2011). The signal recycling cavity can be designed to be antiresonant for this “junk light” so as to preferentially keep it from getting to the detection port while allowing the signal light to pass (Bochner, 2003; Pan, 2006). With different storage times for each higher-order spatial mode, some of the energy which is initially scattered out from the fundamental mode can come back into this mode due to the mode mixing originating from the instabilities of the arms and signal cavity, there can be either mode healing or mode harming for the fundamental mode.

D. High-power optomechanics

These new high-quality optics make it possible to use massively higher power levels. The designs of the advanced interferometers call for storing 0.5–1 MW in the arm cavities in order to improve the shot-noise limited sensitivity (shown in Fig. 13); this is a factor of 10–50 higher than the previous generation.

While some differences exist among the laser designs for LIGO, Virgo (Gréverie et al., 2010), and KAGRA, they share a set of common themes. First, a low noise master oscillator (∼1–2 W) is amplified with one or two amplifier stages. The light is then passed through a low finesse cavity in order to filter angular fluctuations and to provide filtering of amplitude noise at rf frequencies.

The LIGO design has a 2 W Innolight nonplanar ring oscillator as the master oscillator, followed by a single pass power amplifier with an output of 35 W. This configuration was used as the laser for the Enhanced LIGO (Fricke et al., 2012). This 35 W system has now been augmented by a high-power stage to produce 200 W of single mode light at 1064 nm (Willke et al., 2008).

With the direct (homodyne) readout scheme adopted for LIGO, Virgo, GEO, and KAGRA, the laser power fluctuations show up directly in the readout signal. At high-power levels, the dominant coupling path for laser power fluctuations is not so direct. The classical radiation pressure from the laser power fluctuations pushes the mirrors directly and couples to the anti-symmetric port through the imbalance in the finesse of the arm cavities. To mitigate this somewhat, multistage active stabilization is used to suppress the raw laser noise by several orders of magnitude. In the end, the relative power stability of the light (shown in Fig. 14) entering the interferometer is \( \approx 10^{-8}/\sqrt{\text{Hz}} \) in the GW band (Kwee, Willke, and Danzmann, 2009).

The sensitivity to laser frequency noise is expected to be no greater than it was for the first generation detectors. Therefore, the same strategy of using a multistage active stabilization scheme (Fritschel et al., 2001; Abbott et al., 2009c; Acernese et al., 2009) is expected to be sufficient.

1. Angular instabilities

In 2002, the LIGO interferometers were beset by weak angular instabilities as the stored powers in the arm cavities exceeded ∼1 kW. Sidles and Sigg (2006) pointed out that these instabilities must be due to radiation pressure overwhelming the mechanical restoring torques of the mirror suspensions.

The mechanism behind this “Sigg-Sidles” instability is illustrated in Fig. 15. In this picture the radiation pressure couples the suspended optics at either end of the cavity. Including this optical torque, the two mirror system can now be seen as having a “soft” and “stiff” mode. With enough stored optical power, the radiation pressure torque can statically destabilize the cavity in the soft mode.

TABLE III. Comparison of second generation interferometers [KAGRA (Somiya, 2011), GEO-HF (Lück et al., 2010), Advanced Virgo (Virgo Collaboration, 2009, 2012), and Advanced LIGO (Harry, 2010; LIGO, 2011)]. The numbers in the seismic row refer to the number of external active, internal passive, and pendulum suspension stages, respectively.

<table>
<thead>
<tr>
<th>Detector</th>
<th>KAGRA</th>
<th>GEO-HF</th>
<th>Advanced Virgo</th>
<th>Advanced LIGO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm length (m)</td>
<td>3000</td>
<td>600</td>
<td>3000</td>
<td>3995</td>
</tr>
<tr>
<td>Mirror mass (kg)</td>
<td>27</td>
<td>5.5</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Beam spot size (cm)</td>
<td>3.5</td>
<td>2.4</td>
<td>6</td>
<td>5.9</td>
</tr>
<tr>
<td>No. of seismic stages</td>
<td>1+5</td>
<td>1+3+3</td>
<td>1+6</td>
<td>1+2+4</td>
</tr>
<tr>
<td>Stored power (kW)</td>
<td>400</td>
<td>10</td>
<td>760</td>
<td>800</td>
</tr>
<tr>
<td>Strain noise ( (10^{-22}/\sqrt{\text{Hz}}) )</td>
<td>0.3</td>
<td>3.5</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Sensitive band (kHz)</td>
<td>0.02–3</td>
<td>0.1–5</td>
<td>0.02–3</td>
<td>0.01–5</td>
</tr>
<tr>
<td>Location</td>
<td>Japan</td>
<td>Germany</td>
<td>Italy</td>
<td>USA</td>
</tr>
</tbody>
</table>
In the individual mirror angle basis, we can define an optical torsional stiffness matrix:

$$\kappa_{RP} = \frac{2P}{c} \frac{L}{1-g_1g_2} \begin{pmatrix} -g_2 & 1 \\ 1 & -g_1 \end{pmatrix}$$

(18)

where \( P \) is the cavity power, \( L \) is the cavity length, and the cavity \( g \) factors for each mirror are defined as \( g_i = 1 - L/R_i \), where \( R_i \) is the radius of curvature of the \( i \)th mirror. The cavity instability occurs when the eigenvalue from this torsional matrix corresponding to the soft mode exceeds the mechanical torsional stiffness of the mirror suspension.

As described in Sec. V.B.1, the cavity beam sizes are maximized to reduce the impact of the mirror’s thermal noise. This has the unfortunate side effect of amplifying these optical torsional stiffnesses. The large beam sizes can be realized by utilizing either a plane-parallel or concentric cavity design (Siegman, 1986). As seen from Eq. (18), the concentric design (which has negative \( g \) factors) causes the dominant mode to have a positive sign and thereby contribute to the stiff, self-aligning mode. The plane-parallel design, on the other hand, has positive \( g \) factors. In this case the denominator of Eq. (18) blows up as the \( g \) factors approach unity (as they must to increase the spot sizes). For this reason, the concentric design has been adopted for all modern GW detectors.

This Sigg-Sidles effect was first characterized for the initial LIGO detectors (Hirose et al., 2010) and then subsequently in the Enhanced LIGO where a modal control approach was used to stabilize it (Dooley, 2011). This modal approach seems to be sufficient to control the instability (Barsotti, Evans, and Fritschel, 2010) but the noise from the control system is likely to be comparable to the more fundamental limits (e.g., suspension thermal noise).

2. Parametric instabilities

With high circulating powers in the arm cavities, a parametric instability can occur involving the high-\( Q \) mechanical modes of the mirrors and higher-order transverse optical modes of the Fabry-Pérot cavity (Braginsky, Strigin, and Vyatchanin, 2001, 2002; Strigin and Vyatchanin, 2007). Although not observed in the first generation detectors, similar instabilities have been observed in toroidal microcavities (Kippenberg et al., 2005) and in short, kilogram-scale Fabry-Pérot cavities (Corbitt et al., 2006).

Following Evans, Barsotti, and Fritschel (2010), we can write the round-trip parametric gain for the \( m \)th mechanical mode as

$$R_m = \frac{4\pi Q_m P}{M\omega_n c \lambda} \sum_{n=0}^{\infty} \Re\{G_n\}B_{m,n}^2,$$

(19)
where $Q_m$ is the mechanical $Q$ of the mode, $P$ is the arm cavity stored power, $M$ is the mirror mass, $\omega_m$ is the mechanical eigenfrequency, $\lambda$ is the laser wavelength, $B_{m,n}$ is the overlap coefficient between the mechanical mode and the optical mode, and $G_n$ is the round-trip gain for the scattered field within the entire interferometer. This process is shown schematically in Fig. 16.

Even considering the optical resonance of the full interferometer, predicting the impact of parametric instabilities is difficult. The details of the surface figure for each of the mirrors shift the resonant frequency for the higher-order optical modes by a significant fraction of the cavity linewidth. Small differences in dimensions of mirrors and long term drifts in the laboratory temperatures can make order of magnitude changes in the round-trip gain by reducing the frequency overlap between the mechanical and optical modes.

A Monte Carlo analysis (Evans, Barsotti, and Fritschel, 2010) indicates that there is likely to be several unstable modes in a full power Advanced LIGO interferometer. As the masses, $Q$'s, and power levels are similar, most likely the same problems will afflict the Advanced Virgo and KAGRA interferometers.

Several mitigation strategies have been proposed to suppress these instabilities: adding passive damping films to the mirror “barrel” (Gras, Blair, and Zhao, 2009), attaching a resonant electromechanical damper, active feedback via the existing mirror actuators (Miller et al., 2011), or using the radiation pressure of an external laser (Ju et al., 2009). While there are challenges to be overcome with all of these techniques, it seems likely that a combination of them will be able to suppress the instabilities down to the nuisance level. Future interferometers should be able to scale the mirror mass directly with laser power and thereby stay at a nearly invariant instability level.

E. Low-frequency seismic isolation

The experience with the initial interferometers highlighted the multitudinous ways in which large, low-frequency seismic motions can produce noise in the GW signal band through nonlinear upconversion (see Sec. VI.C). As a result, all of the second generation vibration isolation systems seek to reduce motions not only in the GW band, but also in the 0.01–10 Hz band.

The Advanced LIGO system is a three-stage hybrid, active-passive platform (Abbott et al., 2002). There is a hydraulic preisolator to provide coarse positioning and coarse active vibration control. This is followed by 2 compliant platforms (shown in Fig. 17) which provide passive isolation above $\sim$1 Hz and active isolation from 0.1 to 30 Hz. An array of seismometers placed near each mirror will be used to reduce the fluctuations in the low-frequency, global interferometric lengths (DeRosa et al., 2012) that arise from the microseismic peaks (Giaime et al., 2003).

A comparison of the vibration isolation performance of all ground-based GW detectors is shown in Fig. 5.

VIII. THIRD GENERATION DETECTORS

Even conservative estimates of astrophysical event rates (Phinney, 1991; Cutler and Thorne, 2002; Abadie et al., 2010) predict many detections per year for the second generation detectors. Once the first detections are well established, one would like to move on to using the waveforms to make tests of astrophysical models, use “standard” sirens for high precision cosmography, and make tests of fundamental physics (Punturo et al., 2010). In order to pursue this type of science, the sensitivity must be pushed beyond what the second generation detectors are capable of.

A combination of astrophysical motivations and technical developments has driven the European design of the Einstein telescope (ET) (Einstein Telescope Science Team, 2011; Sathyaprakash et al., 2012). The ET is foreseen to be an underground, triangular, 10 km interferometer array operating at cryogenic temperatures. The goal is to improve upon the broadband sensitivity by an order of magnitude over
Recent reviews of the state of the art in QND for GW detectors describe well some of the more promising techniques (Corbitt and Mavalvala, 2004; Schnabel et al., 2010; Chen et al., 2011; McClelland et al., 2011; Chen, 2013). In the past decade, there has been a number of theoretical and experimental advances which have led to better estimates of what is possible. We categorize the basic optical topologies in the following way.

1. Frequency dependent squeezed state injection

The injection of squeezed light has long been seen as a panacea for the quantum noise limits of GW detection. However, the direct injection of squeezed light can only reduce the noise in the quadrature which has been squeezed (Caves and Schumaker, 1985; Schumaker and Caves, 1985); phase-squeezed light would improve the shot-noise limited region, but add, at least, a corresponding amount of radiation pressure noise. Work by Kimble et al. (2001) and later by Harms et al. (2003) showed that kilometer sized cavities could be used to apply a frequency dependent phase shift to the squeezed fields. This phase shift can be tuned to provide amplitude squeezing in the band where the radiation pressure is dominant and phase squeezing where the shot noise dominates. For the broadband (tuned-RSE) configuration of Advanced LIGO, this can be accomplished with a single cavity. For the detuned-RSE configurations chosen by Virgo and KAGRA, two cavities are required to optimally match the squeeze quadrature to the interferometer’s optomechanical response.

Following early work on producing squeezed states at high frequencies (Wu et al., 1986), the GW community pushed the technology to produce high levels of squeezing at audio frequencies (McKenzie et al., 2004; Vahlbruch et al., 2006, 2007; McKenzie, 2008; Chua et al., 2011; Stefszky et al., 2012) on tabletop prototypes. In the last few years, moderate levels of noise improvement have been observed from injecting squeezed light into a suspended prototype (Goda et al., 2003) and later by Kimble et al. (2003) showed that kilometer sized cavities could be upgraded with the injection of squeezed states of light into the quadrature. Work by Harms et al. (2003) showed that kilometer sized cavities could be used to apply a frequency dependent phase shift to the squeezed fields. This phase shift can be tuned to provide amplitude squeezing in the band where the radiation pressure is dominant and phase squeezing where the shot noise dominates. For the broadband (tuned-RSE) configuration of Advanced LIGO, this can be accomplished with a single cavity. For the detuned-RSE configurations chosen by Virgo and KAGRA, two cavities are required to optimally match the squeeze quadrature to the interferometer’s optomechanical response.

Following early work on producing squeezed states at high frequencies (Wu et al., 1986), the GW community pushed the technology to produce high levels of squeezing at audio frequencies (McKenzie et al., 2004; Vahlbruch et al., 2006, 2007; McKenzie, 2008; Chua et al., 2011; Stefszky et al., 2012) on tabletop prototypes. In the last few years, moderate levels of noise improvement have been observed from injecting squeezed light into a suspended prototype (Goda et al., 2003) and later by Kimble et al. (2003) showed that kilometer sized cavities could be upgraded with the injection of squeezed states of light into the quadrature.

TABLE IV. Nominal values of some LIGO-III interferometer parameters used for Fig. 20.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light wavelength</td>
<td>$\lambda$</td>
<td>1064</td>
<td>nm</td>
<td>Substrate Young’s modulus</td>
<td>$Y_{sub}$</td>
<td>185</td>
<td>GPa</td>
</tr>
<tr>
<td>Arm cavity mirror mass</td>
<td>$m$</td>
<td>145</td>
<td>kg</td>
<td>Suspension ribbon Young’s modulus</td>
<td>$Y_{sl}$</td>
<td>130</td>
<td>GPa</td>
</tr>
<tr>
<td>Arm cavity length</td>
<td>$L$</td>
<td>4000</td>
<td>m</td>
<td>Suspension ribbon thickness</td>
<td>$h_{sus}$</td>
<td>0.2</td>
<td>mm</td>
</tr>
<tr>
<td>Arm cavity finesse</td>
<td>$F$</td>
<td>550</td>
<td>m</td>
<td>Suspension ribbon width</td>
<td>$d_{sus}$</td>
<td>2</td>
<td>mm</td>
</tr>
<tr>
<td>Arm cavity power</td>
<td>$P_{av}$</td>
<td>3000</td>
<td>kW</td>
<td>Substrate loss angle</td>
<td>$\phi_{sub}$</td>
<td>$3 \times 10^{-9}$</td>
<td>rad</td>
</tr>
<tr>
<td>Beam radius</td>
<td>$\omega$</td>
<td>5.8</td>
<td>cm</td>
<td>Coating loss angle</td>
<td>$\phi_{coat}$</td>
<td>$2 \times 10^{-5}$</td>
<td>rad</td>
</tr>
<tr>
<td>Detection efficiency</td>
<td>$\eta$</td>
<td>0.95</td>
<td></td>
<td>Mirror coating</td>
<td>$\cdots$</td>
<td>GaAs:AlAs</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>Squeeze factor</td>
<td>$R$</td>
<td>10</td>
<td>dB</td>
<td></td>
<td>$\cdots$</td>
<td>$\cdots$</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>Filter cavity length</td>
<td>$L_{fc}$</td>
<td>100</td>
<td>m</td>
<td>Newtonian noise subtraction factor</td>
<td>$\kappa_{SN}$</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Filter cavity loss</td>
<td>$A_{fc}$</td>
<td>33</td>
<td>ppm</td>
<td>Mirror or suspension temperature</td>
<td>$T$</td>
<td>120</td>
<td>K</td>
</tr>
</tbody>
</table>
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2. Frequency dependent readout quadrature

The quantum correlations built up in the signal recycled interferometers make it possible to surpass the standard quantum Limit in a narrow band (Vyatchanin and Matsko, 1996; Buonanno and Chen, 2002). At high-power levels, the vacuum fields in the amplitude quadrature drive the mirror and produce signals in the phase quadrature as well. By choosing the appropriate combination of homodyne readout quadratures after the photodetection, the amplitude noise can be partially canceled.

The addition of one of the long quadrature rotation cavities allows one to rotate the readout quadrature as a function of frequency and cancel the sensitivity to the radiation pressure noise (Kimble et al., 2001; Khalili, 2007). The radiation pressure noise itself has not been canceled; the mirrors are still moving. Rather, we have chosen to adjust the phase of our optical readout so as to ignore such perturbations. This technique is often referred to as the variational readout technique. However, this delicate cancellation by tuning of the readout quadrature has its problems: optical losses in the rotation cavity degrade this scheme faster than the squeezed light injection scheme above. Since the cancellation also subtracts much of the signal, it becomes more sensitive to any degradation of the internal squeezing due to losses.

3. QND observable readout

In the Heisenberg picture, the increase in our positional resolution comes at the expense of increased momentum perturbations since the position and momentum do not commute. The momentum perturbations influence the time evolution of the mirror position and spoil the low-frequency sensitivity. An alternative to this approach is to read out some observable which carries the gravitational-wave information and also commutes with itself at later times. In this way, we have a true QND observable readout and not have to worry about the quantum backaction effects (Braginsky and Khalili, 1999). One such observable is the mirror’s momentum (or speed) (Braginsky et al., 2000; Purdue and Chen, 2002; Chen, 2003). Practically, this can be done by adding one of the long filter cavities into the interferometer in such a way so as to differentiate the usual positional signal. By taking the differences between successive position measurements, the readout variable closely approximates momentum and so this type of interferometer is often referred to as a speed meter.

4. Optical losses and QND

In addition to the squeezing input, the variational readout, and the speed meter, there are a host of other possibilities for QND upgrades: optical “levers” (Khalili, 2002), multiwavelength optical springs (Rehbein et al., 2008), and multiwavelength “xylophones” (Rehbein et al., 2007), etc. The issues with most of the previous intercomparisons is that they do not include losses in a realistic way. In addition to the optical losses due to scattering within the interferometer, losses in the readout chain, and finite quantum efficiency of photodetectors, one must also include the losses in the quadrature rotating filter cavities. To include these losses in a realistic way, it is important to remember that the true loss will scale with the beam size (cf. Sec. VII.B) and thereby the cavity length.

A numerical comparison that incorporates realistic losses within the framework of the “LIGO-III” design has been carried out by Miao, Chen, and Adhikari (2013) and is shown in Fig. 19. Here it has been assumed that the round-trip losses in the filter cavity are 33 ppm (consistent with the past experience with large cavities).

B. Circumventing mirror thermal noise

The relatively large mechanical dissipation in the mirror coatings and the shallow frequency dependence of the resulting mirror surface fluctuations makes the coating thermal noise one of the most serious limits for future detectors. Broadly speaking, two approaches are being pursued to avoid this limit: new coatings with higher mechanical $Q$’s and alternative optical cavity mode shapes that can partially reject the noise.

1. Non-Gaussian beam shapes

A straightforward approach to reducing the effects of coating thermal noise is to increase the beam size (cf. Sec. V.B.1). However, as described in Sec. VII.D.1, this can exacerbate the radiation pressure induced angular instability. Even if this can be compensated by an exceptionally sophisticated feedback control system, it is unlikely that beam size alone will offer more than a factor of 2 improvement in the long run.

A more effective approach might be using higher-order spatial modes of the cavity. The field inside of a Fabry-Pérot cavity with spherical mirrors can be well approximated with the set of orthonormal Laguerre-Gaussian functions (Siegman, 1986). Within the Virgo project (Vin et al., 2010), it...
has been proposed to use axially symmetric Laguerre-Gaussian modes (chiefly the LG$_{3,3}$ and the LG$_{5,5}$ modes).

In addition to the technical difficulties associated with the generation (Granata, Buy et al., 2010) and control (Chelkowski, Hild, and Freise, 2009) of such beams, a stability analysis of the cavities (Hong et al., 2011) shows that the cavity field is strongly distorted when taking into account the realistic surface imperfections (see Fig. 10) of the best available mirrors. The several-fold degeneracy of these higher-order modes is weakly split by the surface deformations and all of the degenerate modes are partially resonant. In this perturbed state, the fields from the two arm cavities are no longer well matched and this degrades the interference at the antisymmetric port of the Michelson. Consequently, the ability to make a low phase noise optical readout is compromised.

An even more complicated option is to use a particular linear combination of Laguerre-Gaussian modes. The so-called “Mesa beams” (D’Ambrosio et al., 2004; Tarallo et al., 2007; Miller et al., 2008) are one such combination. Simulations (Hong et al., 2011) show that they are not much worse than TEM$_{0,0}$ Gaussian modes in their susceptibility to angular instabilities or modal degeneracy. Unfortunately, it is not yet straightforward to produce the nonspherical mirrors required for Mesa beams.

The theoretical maximum improvement from any of the above beam shaping techniques is $\sim 70\%$. To make any further improvements it will be necessary to either have radical improvements in the mechanical loss of mirror coatings or build a much longer interferometer.

2. Heteroepitaxial Bragg mirrors

As described in Sec. V.B.1, the thermal fluctuations of the mirror surface are dominated by the Langevin thermal forces generated in the high-reflectivity dielectric coatings. It has been shown (Phillips, 1987; Pohl, Liu, and Thompson, 2002) that the mechanical dissipation (and consequently the thermal noise) of nearly all amorphous, thin-film materials is higher than that of crystalline materials. The cause of the dissipation, almost universally, is known to be due to the presence of a set of low energy modes (which are not “frozen out”). Tunneling into this vast sea of available modes leads to the observed mechanical dissipation. Of all amorphous solids, fused silica seems to be singular in its extremely low dissipation at room temperature and above (Ageev et al., 2004). Unfortunately, this high $Q$ of the bulk material does not translate into high $Q$ for the silica thin films used in the optics industry.

One strategy in avoiding this thermal noise source is to eschew coatings altogether and to use corner reflectors (Braginsky and Vyatchanin, 2004; Cella and Giazotto, 2006) or total internal reflection (Schiller et al., 1992; Gobler et al., 2007). Although these approaches introduce new technical problems, there is, so far, no known fundamental reason why they cannot be used to supplant coatings. A rigorous theoretical treatment followed by a direct thermal noise experiment is required.

Another approach to avoiding mechanically lossy coatings is to pattern the surface of the substrate in order to produce grating based waveguide reflectors (Bunkowski et al., 2006). Work in this area has resulted in impressive performance in recent years (Brückner et al., 2008; Friedrich et al., 2011; Kroker et al., 2011) approaching power reflectivities of up to 99.9%. Incorporating gratings into interferometers for gravitational-wave detection require substantial hurdles to be overcome: the coupling of mirror alignment fluctuations (Freise, Bunkowski, and Schnabel, 2007; Kroker et al., 2013) and transverse mirror motions (Wise et al., 2005; Brown et al., 2013) into longitudinal phase noise, the control of microroughness to reduce the diffuse scattered light (Woods et al., 1994; Magaña-Sandoval et al., 2012), the control of the large scale flatness to control the mirror figure error, and reducing the transmission losses by another factor of 10 ($R = 99.999\%$).

A less exotic option is to search more widely for lower mechanical loss materials which can produce Bragg reflectors in the same manner as is done with the standard dielectric coatings. The poor mechanical $Q$ of amorphous materials leads one toward crystalline coatings. Epitaxial deposition techniques (e.g., chemical vapor deposition, molecular beam epitaxy, atomic layer deposition) have advanced dramatically over the past several decades to support the development of electronic circuits and optoelectronics.

A promising set of prospects are trinary AlGaAs layers grown on GaAs substrates and then attached to silica or silicon mirrors via epitaxial liftoff (ELO) (Demeester et al., 1993). These structures have been grown on GaAs substrates and the resulting mechanical $Q$ is $\sim 30$ times larger than the best amorphous high-reflectivity coatings (Cole et al., 2008). Another possibility is to grow AlGaP:GaP (Lin, Harris, and Fejer, 2011) layers directly onto silicon substrates where the lattice matching is quite good. The matching may largely mitigate the thermal stresses and allow operation of the interferometer at cryogenic temperatures where the thermal noise is further reduced. If the mechanical dissipation can be maintained at such low levels after ELO and the absorption can be reduced to $\leq 5$ ppm, these epitaxial coatings have the promise of expanding the astrophysical reach of the detectors by a factor of 3–10 in the most critical frequency band.

C. Newtonian gravity noise subtraction

As described in Sec. V.B.4, the fluctuations in the local gravitational field will limit any further progress below $\sim 20$ Hz due to the inability to shield the mirrors from local gravitational perturbations. The seismic noise shown in Fig. 4 indicates that the situation is largely the same for LIGO and Virgo, while the Newtonian noise may be as much as an order of magnitude smaller for KAGRA. Underground detectors such as KAGRA and the Einstein telescope should be designed to have a high degree of symmetry in the shape of the caverns around each test mass. The symmetry of these caverns can then passively cancel much of the Newtonian gravity noise (Cella, 2006; Harms et al., 2009). Although it is not possible to significantly reduce the ambient vibrations, it is possible, in principle, to subtract this gravitational noise either by applying canceling forces on the mirrors or by regressing it from the data stream offline.

Clearly the major impediment to subtracting out noise sources, in general, is to determine what part of the interferometer output is noise and what part is signal. If this was straightforward, then all of the important noises could be
removed in this manner. The distinguishing feature of the Newtonian noise, however, is that the source terms are readily measured. As seen from Fig. 6, the dominant component comes from the ambient ground motion in the vicinity of the test masses. Of the various modes of the ground, the chief contributors to the gravitational noise are the Rayleigh waves (Beccaria et al., 1998b; Hughes and Thorne, 1998) on the surface. The body waves in the ground produce only small density perturbations and are at least 10 times smaller in their gravitational impact.

In principle, an array of seismometers near each mirror could measure this surface wave contribution. Given the time series of seismic noise, the remaining step is to then determine the Green’s function that relates the motion of each sensor to the mirror motion. Given sufficient knowledge about the ground and the surrounding laboratory environment this could possibly give some moderate subtraction quality, but would require significant effort to perform the characterization and construct such an elaborate model with any accuracy.

A more promising approach is to use adaptive noise cancellation algorithms to “learn” the Green’s function and apply the resulting digital filters to the data stream (Haykin, 2002; Sayed, 2003; Huang, Benesty, and Chen, 2006; Beker et al., 2011). This approach has proven to be successful in the laboratory (Thorpe et al., 2010; Driggers et al., 2012; Leibrandt, Bergquist, and Rosenband, 2013) in subtracting the direct seismic influences from fixed cavities and suspended interferometers using an array of several low noise seismometers and accelerometers. Moreover, this technique was employed in the recent LIGO science run (S6) to remove the seismic influence from several of the interferometric degrees of freedom (DeRosa et al., 2012) as well as magnetic field fluctuations at the main frequencies (Fricke et al., 2012).

Early estimates of the noise at the LIGO sites and simulations of the subtraction systems indicate that an array (shown in Fig. 21) of ∼10–20 sensors per test mass will be sufficient to subtract 90% of the noise in the 5–20 Hz band (Driggers, Harms, and Adhikari, 2012). Experience with Advanced LIGO should allow for making improvements to this depending upon the complexity of the seismic fields.

At the low frequencies where Newtonian noise is dominant, the main sources of gravitational waves are expected to be the mergers of intermediate mass [$M \approx (10–1000)M_\odot$] black holes and the early part of the inspiral for solar mass compact binaries. The implementation of a Newtonian noise subtraction system should eventually allow for localizing the solar mass binaries to within a reasonable window in the sky and allow electromagnetic telescopes to point to the source well ahead of the merger.

D. Beyond silica suspensions

In the third generation mirror suspensions, the frontier is not in improving the vibration isolation, but rather it is in reducing the thermal noise due to the suspension fiber. As discussed in Sec. VIIA, the present limit to the mechanical dissipation comes from the residual defects in the surface layer of the silica fibers. From Eqs. (11) and (13) we can see that progress can be made on two fronts: reducing the temperature and reducing the loss.

1. Silicon suspensions and cryogenics

To reduce the loss it will be necessary to use a material with a very high mechanical $Q$ [e.g., sapphire, silicon, niobium, diamond (Gaidarzhy et al., 2007)] as well as an extremely high-quality surface. Fortunately, surface treatments of monocrystalline silicon have advanced dramatically over the past decade. Present-day technologies can already

FIG. 20 (color online). Limiting noise sources for a potential third generation LIGO detector with 3 MW of arm cavity power, 10 dB of frequency dependent squeezed light injection, 140 kg Si mirrors with GaAs coatings operating cryogenically at 120 K, and 30× subtraction of Newtonian gravity noise.

FIG. 21 (color online). An example spiral array optimized for subtracting Newtonian noise due to surface waves for the LIGO-III concept shown in Fig. 20. The center of each sphere indicates the location of one seismometer and the size of the sphere is proportional to the coherence between the seismometer and the Newtonian gravitational perturbations on the test mass. Here the test mass is at (0, 0) and the laser beam direction is indicated by the arrow. From Driggers, Harms, and Adhikari, 2012.
produce silicon with 10 times less surface loss than fused silica (Nawrodt et al., 2010) and new etching and passivation methods pioneered by the optomechanics community (Borselli, Johnson, and Painter, 2006) may surpass this limit by another order of magnitude in the coming decade.

A seemingly straightforward option is to simply operate the interferometer at cryogenic temperatures, thereby winning in the thermal noise as $T^{-1/2}$. In addition, cryogenic silicon has many other excellent low temperature properties: the thermal expansion coefficient goes through zero at 18 and 120 K, the thermal conductivity is at least 300 times higher than that of silica (thus reducing thermal gradients and distortions), and, as is the case with many crystalline substances, the mechanical $Q$ increases with decreasing temperature.

With MW level laser power in the Fabry-Pérot cavities, extracting heat from the mirrors becomes an issue for low temperature operation. The high thermal conductivity of materials such as silicon and sapphire may make it possible to extract $\sim 10$ mW of heat through the suspension fibers (Tomaru et al., 2002) before the thickness of the fiber compromises the thermal noise benefits.

At the higher zero crossing temperature of 120 K, the radiative cooling power of a large mirror can exceed $\sim 10$ W. This should make it possible to cool the mirrors entirely by radiation using a cold shield around the suspension. This essentially noiseless approach should permit the use of 10 times higher circulating power in the interferometer while maintaining the thermal noise benefits of low temperature operation. It remains to be seen if the surfaces can be treated in a way so as to have a high emissivity while not spoiling the mechanical $Q$ too much.

### 2. Electromagnetic suspensions

A natural route to explore is that of eschewing the fiber altogether and using purely magnetic suspension forces (Jayawant, 1981; Drever, 1996). In principle, the lack of any mechanical support element will eliminate the suspension thermal noise contribution to the interferometer displacement noise. Attaching magnets directly to the mirror is likely to lead to too much mechanical dissipation in the attachments and in the magnets themselves. Another possibility is to find a paramagnetic mirror material and to levitate it with strong permanent magnets (Augst and Drever, 2000), although it seems problematic to simultaneously have a large magnetic susceptibility and high mechanical $Q$. In either case, the mirror must be well shielded from the ambient magnetic field fluctuations and even then, the Barkhausen noise in the permanent magnets could well introduce an insurmountable noise floor. Even superconducting magnetic suspensions may have dissipation (Hebard, 1973; Hammond et al., 2004) due to nearby eddy currents or small normal regions of the material.

Rather than directly levitating the mirror, the magnetic suspension could be used to support an upper stage of a multistage suspension system (Varvella et al., 2004). The mirror could then be supported from this magnetically levitated platform by a passive mechanical suspension. Although this approach would not avoid the fiber’s thermal noise, it could allow for a very low-frequency suspension and concomitant improvement in filtering of seismic noise.

Another option is to instead use electrostatic (Giazotto, 1998; Willemenot and Touboul, 2000) suspensions. This would seemingly avoid the problems due to coupling from ambient magnetic fields. In any case, the passive stability of any such system is forbidden by Earnshaw’s theorem, and some kind of active feedback must be used to stabilize at least 1 degree of freedom. The sensitivity of such a sensor limits the ultimate low-frequency performance of such a suspension-levitation system, but it may be very useful as an intermediate stage in a compound pendulum system.

### IX. LOW-FREQUENCY DETECTORS

The gravitational-wave spectrum spans 20 decades in frequency: at the lowest frequencies, corresponding to the age of the Universe, the polarization of the cosmic microwave background should contain signals from the primordial gravitational waves due to cosmic inflation (Hu and Dodelson, 2002). The nano- to micro-Hertz band is covered by timing of pulsars and artificial satellites (cf. Sec. III.B). Between the timing measurements and the ground-based detectors, the wide $10^{-5}$–$1$ Hz band will be pursued with space-based interferometers in the near future.

#### A. Interferometers in space

Space detectors have tremendous advantages over ground-based detectors below $\sim 5$ Hz. Direct seismic vibrations and Newtonian gravitational fluctuations are almost completely absent. All of the proposed space missions, therefore, are designed to focus on sub-Hz frequencies.

#### 1. eLISA

eLISA (previously LISA: the Laser Interferometer Space Antenna) is a proposed European Space Agency variant (Danzmann, 2013) of LISA (Faller et al., 1989; Prince et al., 2002; Danzmann and Rüdiger, 2003; Prince and LISA Science Team, 2009) slated for launch in the early part of the 21st century. The design has three spacecraft flying in a near-equilateral triangle formation in orbit around the Sun, trailing the Earth by $\sim 20^\circ$. Whereas the original LISA mission had links between each of the spacecraft, the new eLISA concept has two interferometric links. From the central satellite, a laser beam is sent to the others using a large beam expanding telescope. Because of the large distances, most of the light is lost through diffraction, yielding very little power for detection at each end. The local lasers at each receiving satellite are then phase locked to the incoming light. The local laser light is then sent to the central satellite similar to standard transponder methods. The phase differences between the lasers contain the GW strain signal as well as various technical noise sources which can be removed by the techniques of time-delay interferometry (Armstrong, Estabrook, and Tinto, 1999; Tinto and Dhurandhar, 2005; de Vine et al., 2010). The low power levels which are received at each satellite result in the interferometer being shot noise limited above a few mHz. Although the expected displacement sensitivity is “only” $\sim 10^{-11}$ m/$\sqrt{\text{Hz}}$, the impressive strain sensitivity is achieved by having arm lengths of $\sim 10^6$ km. In contrast to the ground-based detectors,
eLISA will operate in the limit of having many high SNR signals enabling it to do extremely precise tests of astrophysical models and general relativity. In fact, the high sensitivity is expected to lead to a so-called “confusion noise” limit (Królak, Tinto, and Vallisneri, 2004) where the low-frequency end of the spectrum is dominated by a large foreground of gravitational radiation from galactic and extragalactic compact binaries. In order to reach the sensitivity shown in Fig. 22, sophisticated subtraction algorithms will have to be used in postprocessing (Cornish and Porter, 2007). The rotation of the eLISA constellation and its orbit around the Sun will produce phase and amplitude modulations of the detected signals. These modulations in turn will allow the analysis to reconstruct the angular position of the sources with orders-of-magnitude better resolution than the ground-based detectors. Details of the mission technology and science goals can be found in the eLISA Yellow Book (NGO, 2013).

2. DECIGO and BBO

Of all of the proposed sources of gravitational radiation, the most exciting one for cosmologists is perhaps the early Universe (cf. Sec. II.B.3). Because of the weak coupling of gravitational waves with matter, a detection of a primordial stochastic background would allow us to peer back into the time when the age of the Universe was less than $\sim 10^{-20}$ s. For a scale invariant spectrum of radiation, we have the best chance of detection at low frequencies. Unfortunately, the astrophysical foreground of gravitational waves in the $10^{-9}$–$10^{-1}$ Hz band makes the detection of an inflationary background nearly hopeless. Nearly all of the white dwarf binaries that have merged before their orbital frequencies have increased to 0.1 Hz (Farmer and Phinney, 2003) and so only a relatively small number of binaries containing neutron stars and black holes remain in the 0.1–1 Hz band.

Two space missions are being studied to probe this frequency band: the Japanese Deci-Hertz Gravitational-wave Observatory (DECIGO) (Ando et al., 2010; DECIGO, 2011) and the international Big Bang Observer (BBO) (Phinney, 2003; Cutler and Harms, 2006). In addition to the eventual detection of cosmological backgrounds, there is a wealth of astrophysical science which can be extracted during the foreground removal of these detectors (Cutler and Holz, 2009; Yagi and Tanaka, 2010). Unfortunately, it is unlikely that either of these missions will fly within the next decade due to budgetary constraints. A three constellation concept which is common to DECIGO, BBO, and the early versions of LISA/eLISA is shown in Fig. 23.

B. Low-frequency terrestrial detectors

The natural way to avoid terrestrial disturbances is to make an extraterrestrial detector. However, recent advances in our understanding of Newtonian gravitational noise have made it reasonable to reexamine this issue. In particular, the relatively higher abundance of sources in the 0.01–10 Hz band and their long duration make it possible to have astrophysically interesting detectors even if their noise floors are higher by a factor of $10^5$ than that of the km-scale, ground-based detectors (Harms et al., 2013).

1. Torsion bar antenna

Recently, a novel arrangement of torsion bars has been proposed to readout sub-Hz gravitational waves (Ando, Ishidohiro et al., 2010; Ishidohiro et al., 2011). The tidal force from an incoming wave will twist the crossed torsion bars differentially. A high sensitivity interferometric sensor is used to read out the differential torsion angle. Early estimates project the strain sensitivity to be near $10^{-19}/\sqrt{\text{Hz}}$ above $\sim 0.1$ Hz using 10 m bars. With such a sensitivity it should be possible to observe the mergers of intermediate mass black holes out to cosmological distances, search for the merger of galactic white dwarfs (Farmer and Phinney, 2003), and serve as an early warning system for extragalactic compact object inspirals for the ground-based detectors.
2. Atom interferometers

An alternative to standard laser interferometry is to use clouds of atoms instead of mirrors (Dimopoulos et al., 2008; Hohensee et al., 2011). This method uses pulses of light to change the momentum states of some of the atoms in the clouds. These clouds then take different free fall paths. A final pulse is used to synchronize the momentum states of the atoms and the interference of the atomic clouds is used to read out the GW signal.

The advantages of these atomic techniques are many: the clouds have a very high immunity to radiation pressure noise, very low thermal noise, and no suspension noise. The common launch for the atomic clouds makes the influence of seismic noise nearly zero. However, the Newtonian noise is a problem for the atom interferometers just as it is for laser interferometers. A spaced-based detector, Atomic Gravitational wave Interferometric Sensor (AGIS), has also been proposed to circumvent these terrestrial limits (Hogan et al., 2011).

Bender (2011, 2012) highlighted several additional complications (including wavefront aberration and beam jitter) with the light-pulse atom interferometers which significantly limit the achievable sensitivity; these issues are being addressed by the atomic community (Dimopoulos et al., 2011) It remains to be seen if this type of atom interferometry can be made to be competitive with other technologies (such as DECIGO).

X. CONCLUSION

Many of the most interesting objects in the Universe remain invisible so far to those of us on Earth. Our understanding of astrophysics and cosmology has been transformed in the past millennium by observations of electromagnetic radiation, looking into new wavelengths, looking farther back into the early Universe, and looking more deeply at our local neighborhood.

We have yet to witness the same revolution through our observations of gravitational radiation, and yet the promise for discovery and revolution remains as profound as before. The recent progress in numerical relativity, wide area astronomical surveys, and gravitational-wave detector technology (shown in Fig. 24) all point to a convergence of science that will ineluctably lead to another series of revolutions in our understanding of the Universe.

The upcoming crop of ground-based detectors is almost guaranteed to make detection in the next few years and the laboratory research of today promises to turn the gravitational-wave astronomy of the future into a precision science. Buoyed by the likely detections of signals by pulsar timing and terrestrial interferometers, the space missions should complete our coverage of the gravitational-wave spectrum. The sources of gravitational waves may often be dark but the future is bright.
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