Investigation of the Young's modulus and thermal expansion of amorphous titania-doped tantala films
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The current generation of advanced gravitational wave detectors utilize titania-doped tantala/silica multilayer stacks for their mirror coatings. The properties of the low-refractive-index silica are well known; however, in the absence of detailed direct measurements, the material parameters of Young’s modulus and coefficient of thermal expansion (CTE) of the high refractive index material, titania-doped tantala, have been assumed to be equal to values measured for pure tantala coatings. In order to ascertain the true values necessary for thermal noise calculations, we have undertaken measurements of Young’s modulus and CTE through the use of nanoindentation and thermal-bending measurements. The measurements were designed to assess the effects of titania doping concentration and post-deposition heat-treatment on the measured values in order to evaluate the possibility of optimizing material parameters to further improve thermal noise in the detector. Young’s modulus measurements on pure tantala and 25% and 55% titania-doped tantala show a wide range of values, from 132 to 177 GPa, dependent on both titania concentration and heat-treatment. Measurements of CTE give values of (3.9 ± 0.1) × 10⁻⁶ K⁻¹ and (4.9 ± 0.3) × 10⁻⁶ K⁻¹ for 25% and 55% titania-doped tantala, respectively, without dependence on post-deposition heat-treatment.

OCIS codes: (310.6870) Thin Films, other properties; (310.3840) Thin Films, Materials and process characterization; (310.1860) Thin Films, Deposition and fabrication; (160.2750) Materials, Glass and other amorphous materials.
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1. Introduction

The current generation of interferometric gravitational wave detectors, including the Advanced LIGO [1] and Advanced Virgo [2] detectors, are undergoing construction, and are expected to reach design sensitivity in the next few years. An important limiting noise source in the detectors is the thermal noise arising from the coatings used to make the mirrored test masses reflective at a wavelength of 1064 nm. These high-reflectivity coatings are made from alternating layers of high index of refraction Ion Beam Sputtered (IBS) amorphous titania-doped tantala (Ti:Ta₂O₅) and low index IBS amorphous silica (SiO₂), with the layer structure optimized to reduce thermal noise while maintaining the requisite reflectivity [3].

In order to calculate the thermal noise that arises in the interferometers a priori, the thermo-mechanical properties of the coating materials need to be well known. In order to calculate the thermo-optic noise [3] of the coatings, knowledge of the heat capacity, CTE, thermo-optic coefficient, thermal conductivity, Young’s modulus, and Poisson ratio of the coating material is required. In order to calculate the Brownian thermal noise [3], the Young’s modulus, Poisson ratio, and mechanical
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Fig. 1. Example of the Load-Displacement curves used in calculating the Young’s modulus at one position on a film of pure tantala deposited on a silica substrate and heat-treated to 600 °C.

displacement data is recorded, the elastic modulus is determined from:

\[ E^* = \frac{\sqrt{\pi}}{2 \frac{dP}{dh}} \frac{1}{\sqrt{A}}, \]  

(1)

where \( A \) is the projected area of contact under load, \( \frac{dP}{dh} \) is the slope of the load-displacement curve at the beginning of the unloading phase, and \( E^* \) is the combined modulus of the sample and indenter:

\[ \frac{1}{E^*} = \frac{1 - \nu_i^2}{E_i} + \frac{1 - \nu_s^2}{E_s}. \]  

(2)

Here, \( E \) is the Young’s modulus, and \( \nu \) is the Poisson’s ratio of the sample and indenter, marked with subscripts ‘s’ and ‘i’, respectively.

The value of \( \frac{dP}{dh} \) is generally extracted from the data by fitting an empirically-derived equation,

\[ P = \alpha(h - h_f)^m, \]  

(3)

to the unloading portion of the curve. Here, \( \alpha \) and \( m \) are the fitting constants, and \( h_f \) is the displacement at zero load on the unloading curve. Once fit, the derivative of the P-h relation is taken at the maximum value of \( h, h_{\text{max}} \), to give the value of \( \frac{dP}{dh} \).

The area function is calculated by making a series of indents into a fused quartz reference sample with a known hardness and Young’s modulus, solving Equation 1 for \( A \), and fitting the following equation [23]:

\[ A(h_c) = C_1 h_c^2 + C_2 h_c + C_2 h_c^{1/2} + C_4 h_c^{1/4} + \ldots \]  

(4)

Here, \( C_1 \) is usually a number close to 24.5 for a Berkovich indenter, and the remaining constants are fit to indents made into samples of known modulus at different depths in order to account for tip rounding.

For a thin coating on much thicker substrate, if the Young’s moduli of the coating and substrate differ, the modulus measured using the Oliver and Pharr method will vary with indentation depth [24]. This is due to the increasing influence of the substrate as the load is increased. In order to minimise this influence, it is often suggested that indents be made such that \( h_{\text{max}} \) is less than 10% of the thickness of the coating, \( t_c \) [23]. While this is generally acceptable for coatings greater than about a micron, it is not practical on thinner coatings where the errors in the area function and surface defects begin to have an effect at very small indentation depths [25].

The coating modulus was extracted from the values taken from the Oliver and Pharr method using the model of Song and Pharr [26, 27]. In the Song and Pharr model, the elastic moduli of the film and substrate are added in series, and weighted by a factor dependent upon the indentation area:

\[ \frac{1}{E'} = \frac{1}{E_s} + \left( \frac{1}{E_c} - \frac{1}{E_s} \right) I_0(t/a). \]  

(5)

Here, the subscripts \( c \) and \( s \) represent the coating and substrate, respectively, and \( I_0(t/a) \) is a weighting function that is equal to 1 for shallow indents and 0 for deep indents, and is given by the equation [28]:

\[ I_0(t/a) = \frac{2}{\pi} \frac{\arctan(t/a)}{\arctan(t/a) + \frac{1}{2\pi(1 - \nu)}} \left[ (1 - 2\nu)(t/a) \ln \left( \frac{1 + (t/a)^2}{(t/a)^2} \right) - \frac{t/a}{1 + (t/a)^2} \right], \]  

(6)

where \( a \) is the radius of a circle with the equivalent area as the projected area of indent, \( \pi a^2 = A(h_c) \), and \( t \) is the difference between the thickness of the coating and the contact depth of the indent [27]. A plot of \( E' - 1 \) against \( I_0 \) for a number of indents made at different depths will yield a linear relation-
ship with y-intercept of $E_s^{-1}$ and a value of $E_c^{-1}$ at $I_0 = 1$. An example of this can be seen in Figure 2 showing $E'^{-1}$ as a function of $I_0$ measured on one of the pure tantala samples, heat-treated to 400° C, in red circles, and the fit of equation 5 in blue. The green dotted lines are the one standard deviation uncertainties from the fit, assuming that the noise in the data are Gaussian.

This method requires indents at varying depth, so for each location on a sample, at least 25 indents were made, varying the maximum applied load evenly between 500 and 10000 µN. At least two positions were measured on each sample, and the weighted mean of the extracted coating moduli was calculated and is given in Table 1.

For the pure tantala samples, indentations were made into coatings deposited onto both silicon and silica substrates. Finite element analysis suggests that indents into coatings on the more compliant silica substrates will have an additional substrate effect that would artificially reduce the extracted coating modulus by as much as 5% [29]. Comparing the moduli measured on silica to those measured on silicon, the moduli measured on the silica substrate samples are in fact ~5% lower. This uncertainty is included as a +5% systematic uncertainty for all the samples on silica substrates in the table. The moduli extracted using the Song and Pharr method also depends upon the Poisson ratio of the coating material. The Poisson ratios of amorphous tantala and titania-doped tantala are unknown, however the Poisson ratios of similar amorphous metal oxides tend to be in the range of 0.20-0.30. The values listed in the table are given using an assumed value for the Poisson ratio of 0.25. Variation within the range of 0.20-0.30 varies the resulting moduli by less than 3% in all cases.

2.B. Thermal Bending

Measurements of the CTE were made using silicon cantilevers of dimensions 34 mm long x 5 mm wide and ~115 µm thick, similar to those used in cryogenic mechanical loss measurements [7, 20, 30, 31]. The CTE of a coating deposited upon such a cantilever can be determined by measuring the variation in coating stress with sample temperature. Following the modified Stoney’s formula [32, 33],

$$\sigma_{\text{coating}} = \frac{1}{6} B_s \frac{t_s^2}{t_c} \left( \frac{1}{R_0} - \frac{1}{R} \right),$$  

the change in the radius of curvature of a coated substrate, $R$, from that of the uncoated substrate, $R_0$, is related to the stress in the coating $\sigma_{\text{coating}}$, where $B_s$ is the biaxial modulus of the substrate, $t_s$ is the thickness of the substrate, and $t_c$ is the thickness of the coating. The biaxial modulus of a material is defined as: $B = E/(1 - \nu)$. Some of this stress is related to the thermal expansion mismatch, $\alpha_c - \alpha_s$, between the coating and the substrate,

$$\sigma_{\text{coating}} = \sigma_1 + (\alpha_c - \alpha_s) B_c \Delta T,$$

where $\sigma_1$ is the intrinsic stress in the coating from non-thermal sources, and $\Delta T$ is the temperature difference from the last significant thermal treatment of the coating, such as deposition or heat-treatment [34]. Therefore, the variation in the stress as a function of temperature yields the following relation:

$$\frac{d\sigma_{\text{coating}}}{dT} = (\alpha_s - \alpha_c) B_c.$$

A simple apparatus was designed in order to measure the radius of curvature of coated cantilever samples. In this apparatus, shown schematically in Figure 3, a laser beam is separated into two parallel beams using a beam-splitter and 45° mirror, separated by a distance, $x$. These beams are reflected from the cantilever, with one spot reflecting from very near the clamped base of the cantilever, and the other spot reflecting from the tip. These two reflected beams are incident upon a screen placed a distance $L$ from the sample.

The distance between the spots on the screen, $D$, will be the sum of the original separation of the
Table 1. Young’s moduli measured for various titania-doped tantalum films. Included are the temperatures of heat-treatment for the samples, the number of positions measured on each sample, the Young’s moduli measured, along with the statistical uncertainty from the measured indents on each sample, and the systematic uncertainty which arises from the softer substrate and uncertainty in the Poisson ratio of the coating materials.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>300</td>
<td>SiO₂</td>
<td>5</td>
<td>152</td>
<td>2.6</td>
<td>±3+5</td>
</tr>
<tr>
<td>0</td>
<td>400</td>
<td>SiO₂</td>
<td>5</td>
<td>137</td>
<td>1.1</td>
<td>±3+5</td>
</tr>
<tr>
<td>0</td>
<td>600</td>
<td>SiO₂</td>
<td>5</td>
<td>133</td>
<td>1.2</td>
<td>±3+5</td>
</tr>
<tr>
<td>0</td>
<td>800</td>
<td>SiO₂</td>
<td>5</td>
<td>162</td>
<td>6.4</td>
<td>±3+5</td>
</tr>
<tr>
<td>0</td>
<td>300</td>
<td>Si</td>
<td>2</td>
<td>160</td>
<td>14.2</td>
<td>±3</td>
</tr>
<tr>
<td>0</td>
<td>400</td>
<td>Si</td>
<td>2</td>
<td>146</td>
<td>3.3</td>
<td>±3</td>
</tr>
<tr>
<td>0</td>
<td>600</td>
<td>Si</td>
<td>2</td>
<td>137</td>
<td>3.7</td>
<td>±3</td>
</tr>
<tr>
<td>25</td>
<td>AD</td>
<td>SiO₂</td>
<td>3</td>
<td>143</td>
<td>2.6</td>
<td>±3+5</td>
</tr>
<tr>
<td>25</td>
<td>300</td>
<td>SiO₂</td>
<td>2</td>
<td>137</td>
<td>1.7</td>
<td>±3+5</td>
</tr>
<tr>
<td>25</td>
<td>400</td>
<td>SiO₂</td>
<td>3</td>
<td>145</td>
<td>3.2</td>
<td>±3+5</td>
</tr>
<tr>
<td>25</td>
<td>600</td>
<td>SiO₂</td>
<td>7</td>
<td>132</td>
<td>1.1</td>
<td>±3+5</td>
</tr>
<tr>
<td>55</td>
<td>AD</td>
<td>SiO₂</td>
<td>3</td>
<td>145</td>
<td>4.9</td>
<td>±3+5</td>
</tr>
<tr>
<td>55</td>
<td>300</td>
<td>SiO₂</td>
<td>3</td>
<td>158</td>
<td>2.9</td>
<td>±3+5</td>
</tr>
<tr>
<td>55</td>
<td>400</td>
<td>SiO₂</td>
<td>3</td>
<td>142</td>
<td>1.7</td>
<td>±3+5</td>
</tr>
<tr>
<td>55</td>
<td>600</td>
<td>SiO₂</td>
<td>4</td>
<td>177</td>
<td>4.3</td>
<td>±3+5</td>
</tr>
</tbody>
</table>

beams and the deviation caused by the curvature of the cantilever: $D = x + \delta$, where $D$ is negative if the beams cross between the sample and the screen. Therefore, if $D$ is negative or less than $x$, the beams are convergent, and the sample is concave (as drawn in Figure 3); if $D$ is greater than $x$, then the beams are divergent, and the sample is convex. If the displacement of the sample tip, $y$ is small relative to $x$, the radius of curvature of the sample can be calculated using the relation:

$$R = 2Lx/\delta.$$  (10)

This device was able to measure the radius of curvature of the samples to an accuracy of $\sim 5\%$, as tested in measurements of concave mirrors of known radius. In order to make measurements at varying temperatures, the samples were placed within an insulated copper box with a thin transparent opening to allow the passage of the laser beams. The temperature within the box was controlled using resistive heaters mounted inside the box and the temperature was measured using a thermocouple mounted within the cantilever clamp.

Measurements of the radius of curvature were made at intervals between 25 and 100 °C. The radius was converted to stress, and the stress variation with temperature was fit with a straight line to give the slope in Equation [4]. An example of the resulting plot of stress as a function of temperature is given in Figure 4. In this plot, the error bars are from the statistical uncertainty in the measurements as well as the systematic uncertainty in all the components of equation 7 except for the thickness of the substrate. Our uncertainty in the thickness of the substrate can add a systematic error of as much as 20% to the measurements of tensile stress; however, even these uncertainties are utilized in the calculation of the thermal expansion. By taking the Young’s modulus measured using the nanoindentation procedure discussed above, and assuming a Poisson ratio of $0.25 \pm 0.05$, the coefficient of thermal expansion could be calculated for each sample. The results are shown in Figure 6.

3. Results

3.A. Young’s Modulus

Coating Young’s moduli as measured on silica substrates are shown in Figure 5 as a function of heat-treatment. Looking only at the pure tantalum (red circles), the Young’s modulus appears to decrease with increasing heat-treatment until the coating begins to crystallize between 600 and 800 °C. Such a trend was postulated in [35], as an indicator of increasing void space with increased heat-treatment. A similar trend is seen with the 25% titania-doped samples (green squares), with the exception of the 400 °C sample. The opposite trend is seen with the 55% titania-doped samples (black, upward triangles); again, with the exception of the 400 °C
Fig. 3. Diagram of the thermal bending experimental setup. The measurement of the spot separation, \( D \), is dependent upon the displacement of the cantilever tip, \( y \). This diagram is not to scale.

Fig. 4. Plot of tensile stress (blue circles) versus temperature with accompanying fitted line (red). The slope of this line is used to calculate the thermal expansion coefficient of the coating material.

Fig. 5. Mean Young’s moduli of all tantalum samples measured on silica substrates, plotted for samples of different heat-treatment. The red circles are pure tantalum, the green squares are 25% titania-doped tantalum, and the black triangles are 55% titania-doped tantalum. Error bars are the statistical uncertainty on the weighted mean. The sample heat treated at 800°C was found to be poly-crystalline, all others are amorphous.

3.B. Thermal Expansion
The coefficients of thermal expansion for both of the titania doping concentrations are shown in Figure 6. The plot suggests that there is no obvious trend in the coefficient of thermal expansion of the coatings with heat-treatment temperature. Also plotted as solid lines are the weighted means of the coefficients. For the 55% titania-doped tantalum, the mean coefficient of thermal expansion is \((4.9 \pm 0.3) \times 10^{-6} \text{ K}^{-1}\), and for the 25% titania-doped samples, the mean is \((3.9 \pm 0.1) \times 10^{-6} \text{ K}^{-1}\). These values can be compared to the reported coefficient of thermal expansion of pure tantalum coatings deposited by dual ion-beam sputtering in [18], which gives a value of \(4.4 \times 10^{-6} \text{K}^{-1}\). Both of these values are higher than that used for pure tantalum, however, they are probably affected by the presence of the titania doping. Unfortunately, we were unable to measure any samples of pure tantalum.

4. Conclusion
We have made direct measurements of the coefficient of thermal expansion and Young’s modulus of pure and titania-doped tantalum heat-treated at various temperatures. Our results indicate that the Young’s modulus of IBS tantalum films is affected by both post-deposition heat-treatment and titania doping, and that the coefficient of thermal expansion is not affected by heat-treatment, but is altered by titania doping. We have also made direct measurements of coating materials very similar
Fig. 6. Coefficient of thermal expansion measured using the thermal bending technique for 55% (green circles) and 25% (red squares) titania-doped tantala samples heat-treated at different temperatures. The solid lines indicate the weighted mean of each set.

to those used in second generation interferometric gravitational wave detectors, confirming previous estimates and allowing for greater confidence in the prediction of thermal noise levels within these detectors.
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