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The linear combination of the penguin diagram and the vector part and axial-vector part of diagrams, respectively [1]. Non-SM contributions can enter PRL allowed at one loop via electroweak penguin and forbidden at lowest order in the standard model (SM) but is perturbatively calculable effective Wilson coefficients, $C_{\gamma}$, $C_{9}$, and $C_{10}$, which represent the electromagnetic penguin diagram and the vector part and axial-vector part of the linear combination of the $Z$ penguin and $W^{+}W^{-}$ box diagrams, respectively [1]. Non-SM contributions can enter these loops at the same order as the SM processes, modifying the Wilson coefficients from their SM expectations and allowing experimental sensitivity to possible non-SM physics [2–11].

We study the inclusive decay $B \rightarrow X_{s}\ell^{+}\ell^{-}$, where $X_{s}$ is a hadronic system containing exactly one kaon, using a sum over exclusive final states, which provides a basis for allowing experimental sensitivity to possible non-SM physics [2–11]. We measure the total branching fraction (BF), as well as partial BF$s$ in five disjoint dilepton mass-squared $q_{\ell}^{2} \equiv m_{\ell^{+}\ell^{-}}^{2}$ bins and four
The X_{s} system in the lowest mass m_{X_{s}} bin m_{X_{s,1}} contains a single kaon with no other hadrons present; the m_{X_{s,2}} bin is populated only at the K\pi threshold. Results are also reported in an additional q^{2} region q^{2}_{0} = 1 < q^{2} < 6 \text{GeV}^{2}/c^{4}, i.e., the perturbative window away from the photon pole at low q^{2} and the c\bar{c} resonances at higher q^{2}, where theory uncertainties are well controlled [13–24]. The most recent SM predictions in this region are B^{\text{low}}(B \to X_{s} \mu^{+}\mu^{-}) = (1.59 \pm 0.11) \times 10^{-6} and B^{\text{low}}(B \to X_{s} e^{+}e^{-}) = (1.64 \pm 0.11) \times 10^{-6} [22]. Theory uncertainties in the q^{2} range above the \psi(2S) are also well characterized but relatively much larger than above, with SM predictions for q^{2} > 14.4 \text{GeV}^{2}/c^{4} of B^{\text{high}}(B \to X_{s} \mu^{+}\mu^{-}) = (0.24 \pm 0.07) \times 10^{-6} and B^{\text{high}}(B \to X_{s} e^{+}e^{-}) = (0.21 \pm 0.07) \times 10^{-6} [22]. The SM expectation in the q^{2} > 4m_{b} range is B(B \to X_{s} e^{+}e^{-}) = (4.6 \pm 0.8) \times 10^{-6} [20]. Direct CP violation, defined as A_{CP} = (BF_{\bar{B}} - BF_{B})/(BF_{\bar{B}} + BF_{B}), where b (\bar{b}) denotes a B (\bar{B}) parent, is expected to be suppressed well below the 1% level in both exclusive and inclusive b \to s e^{+}e^{-} transitions [25–28]; however, in beyond-SM models with four quark generations, significant enhancements are possible, particularly in the high-q^{2} region [10,11].

The BABAR [29] and Belle [30] Collaborations have previously published B \to X_{s} e^{+}e^{-} BFs based on a sum over exclusive final states using only \sim 25% of each experiment's final data set. More recently, both collaborations (along with LHCB and CDF) have published BFs, and time-integrated rate and angular asymmetries, for the exclusive decays B \to K^{*0} e^{+}e^{-} [31–37]. The present analysis uses the 424.2 \pm 1.8 fb^{-1} e^{+}e^{-} \to \Upsilon(4S) data sample [38], corresponding to \sim 471 \times 10^{6} BB pairs, collected with the BABAR detector [39,40] at the PEP-II collider at the SLAC National Accelerator Laboratory.

The decays B \to X_{s} e^{+}e^{-} are reconstructed in 10 separate X_{s} hadronic final states (K^{+} K^{-} \pi^{0}, K^{+} \pi^{-} \pi^{0}, K^{+} \pi^{-} \pi^{0}, K^{+} \pi^{-} \pi^{0}, K_{S}^{0} K_{S}^{0}, K_{S}^{0} \pi^{0}, K_{S}^{0} \pi^{0}, K_{S}^{0} \pi^{0}), and K_{S}^{0} (\pi^{0} \pi^{0}) [41], combining these with an e^{+}e^{-} or \mu^{+}\mu^{-} pair for a total of 20 final states. The selection of charged and neutral particle candidates, as well as the reconstruction of \pi^{0} \to \gamma\gamma and K_{S}^{0} \to \pi^{0}\pi^{0} and \pi^{0} Dalitz decays, in our reconstruction efficiencies. With these efficiencies taken into account, the reconstructed states represent \sim 70% of the total inclusive rate.

We account for missing hadronic final states, as well as for states with m_{X_{s}} > 1.8 \text{GeV}/c^{2}, based on the formalism of Refs. [8,13,22,44], with hadronization of the X_{s} system provided by the JESTER [45] event generator. Given that we observe no statistically significant nonresonant B \to K\pi e^{+}e^{-} decays in our data [31], signal decays with a two-body X_{s} system and m_{X_{s}} < 1.1 \text{GeV}/c^{2} are assumed.
to proceed through the $K^* (892)$ resonance. The simulation of such events, as well as those with a single kaon and no pions, is similar to that for inclusive events but incorporates the form factor models of Refs. [46,47].

The kinematic variables $m_{ES} = \sqrt{E_{\text{c.m.}}^2 - m^2}$ and $\Delta E = E_B - E_{\text{c.m.}}/2$, where $p^B$ and $E_B$ are the B momentum and energy in the $\Upsilon (4S)$ center-of-mass (c.m.) frame with $E_{\text{c.m.}}$, the total c.m. energy, are used to distinguish signal from background events. We require $m_{ES} > 5.225 \text{ GeV}/c^2$ and $-0.10 < \Delta E < 0.05 \text{ GeV}$ ($-0.05 < \Delta E < 0.05 \text{ GeV}$) for dielectron (dimuon) final states. Signal-like B backgrounds with $J/\psi (\psi (2S))$ daughters are removed by vetoing events with $6.8 < q^2 < 10.1 \text{ GeV}^2/c^4$ (12.9 < $q^2$ < 14.2). We reconstruct $X_s h^+ \mu^-$ final states, where $h$ is a track with no particle identification (PID) requirement applied, to characterize backgrounds from hadrons misidentified as muons. Such backgrounds occur only in dimuon final states because of the significantly higher probability to misidentify $K^+$ or $\pi^+$ as a muon rather than an electron. Similarly, backgrounds from $B \rightarrow D(\to K^{(*)}\pi)\pi$ decays occur only in dimuon modes and, assigning the pion mass hypothesis to both muon candidates, we reject candidates with $K^{(*)}\pi$ mass values in the range $1.84 < m_{K^{(*)}\pi} < 2.04 \text{ GeV}/c^2$.

We suppress $e^+ e^- \rightarrow q\bar{q}$ events (where $q$ is a $u,d,s,$ or $c$ quark) and $B\bar{B}$ combinatoric backgrounds using boosted decision trees (BDTs) [48,49] identical in construction to those used in our BDTs [51]. These BDTs are, respectively, trained with simulated $udsc$ or $BB$ backgrounds and correctly reconstructed signal events. Ensembles of simulated event samples are used to simultaneously optimize the $\Delta E$ windows and selection on the $udsc$ BDTs for each individual $q^2$ and $m_{X_s}$ bin. After all selection criteria are applied, the average multiplicity of $B$ candidates per event is $\sim 2.6$ ($\sim 2.2$) for $e^+ e^- (\mu^+ \mu^-)$ final states. We allow only one candidate per event, selecting the candidate with the smallest $|\Delta E|$. Signal efficiencies after event selection range from about 1% to 30% depending on mode and the $q^2$ or $m_{X_s}$ bin.

In each $q^2$ and $m_{X_s}$ bin, we extract the signal yield with a two-dimensional maximum likelihood fit using $m_{ES}$ and a likelihood ratio $L_R$ based on the $B\bar{B}$ BDT, $L_R \equiv P_S/(P_S + P_B)$, where $P_S$ and $P_B$ are, respectively, probabilities for genuine-signal and $BB$ backgrounds. For correctly reconstructed signal events, $L_R$ sharply peaks near one, while $BB$ backgrounds peak at zero. Events with $L_R > 0.42$ are selected. This selection rejects $\geq 95\%$ of the $B\bar{B}$ background events remaining after all other event selections have been applied, with only a trivial reduction in signal efficiency.

Five (six) event classes contribute to the dielectron (dimuon) maximum likelihood fit: (1) correctly reconstructed signal; (2) events that contain a partially or incorrectly reconstructed $B \rightarrow X_c e^+ \bar{\nu}$ decay (signal cross feed); (3) $udsc$ and (4) $B\bar{B}$ combinatoric backgrounds; (5) charmonium backgrounds; and, for dimuon modes, (6) events with hadrons misidentified as muons.

There is no correlation between $m_{ES}$ and $L_R$ for correctly reconstructed signal events. Therefore, the probability distribution function (PDF) for these events is chosen as a product of two 1D PDFs, with $m_{ES}$ parametrized with a Crystal Ball function [50–52] and $L_R$ described by a nonparametric histogram PDF. The Crystal Ball shape parameters are fixed using simulated signal events, as is the $L_R$ PDF. These PDFs describe well the $m_{ES}$ and $L_R$ distributions derived from the high-statistics control samples of vetoed signal-like charmonium events. The signal cross feed is modeled as a 2D $m_{ES}$ versus $L_R$ histogram PDF using simulated signal samples, with normalization $N_{\text{sig}}$ scaled as a fixed fraction of the fit signal yield $N_{\text{sig}}$.

The $udsc$ combinatoric background PDF is derived from simulated events using a 2D nonparametric kernel density estimator with adaptive bandwidth [49,53,54], which is validated using data collected with $e^+ e^-$ center-of-mass energy 40 MeV below the $\Upsilon (4S)$ resonance. The $udsc$ normalization $N_{udsc}$ is obtained by scaling the 43.9 ± 0.2 fb$^{-1}$ of off-resonance data [38] by the ratio of on- to off-resonance integrated luminosity.

The shape of the 2D PDF for the $B\bar{B}$ combinatoric background is modeled similarly to the $udsc$ background. Its normalization in the $5.225 < m_{ES} < 5.270 \text{ GeV}/c^2$ sideband, where no correctly reconstructed signal events are expected, is obtained by subtracting the $N_{\text{SB}}^{udsc}$, $N_{\text{SB}}^{udsc}$, and $N_{\text{SB}}^{udsc}$ (for dimuon events) contributions from the total number of sideband events, giving the $B\bar{B}$ yield in the sideband region $N_{BB}^{SB}$. We use simulated events to obtain the ratio of the number of $B\bar{B}$ combinatoric events in the $m_{ES} > 5.27 \text{ GeV}/c^2$ signal region to the number in the sideband region to scale $N_{BB}^{SB}$ into the expected contribution $N_{BB}^{SB}$ in the full fit region.

Charmonium backgrounds escaping the vetoed $q^2$ regions are similarly described by a 2D kernel estimator, with normalization $N_{\text{chm}}$ derived from a fit to the data in the vetoed regions that is extrapolated into the nonvetoed regions. The normalization $N_{\text{had}}$ and shape of the 2D PDF for misidentified dimuon events are characterized by a weighted 2D histogram taken directly from data using event-by-event weights obtained from PID control samples [31,55].

We extract the $N_{\text{sig}}$ central value and associated upper and lower limits using the negative log-likelihood for $N_{\text{sig}}$. We calculate partial BFs taking into account the efficiency for each final state in each $q^2$ and $m_{X_s}$ bin, as well as the multiplicative factors that provide extrapolation to the fully inclusive BFs. The results are shown in Table I, where the fully inclusive total rate and the $m_{X_s}$ binned results include estimated signal contributions in the vetoed charmonium $q^2$ regions. Fit projections for all $q^2$ and $m_{X_s}$ bins are available in the Supplemental Material [56], along with a table giving the raw numerical results from our fits. Figure I shows our $q^2$ binned results overlaid on the nominal SM expectations.
derived from our $B \to X_s e^+ e^-$ signal model. A similar plot for $m_{X_s}$ is included in the Supplemental Material [56].

We consider systematic uncertainties associated with purely experimental systematic uncertainties and the model-dependent extrapolation to the fully inclusive rate. The experimental systematics can either be additive, affecting the extraction of the signal yield from the data, or multiplicative, affecting the calculation of a BF from an observed signal yield. Sources of multiplicative systematic uncertainty include $BB$ counting as well as tracking, PID, and reconstruction efficiencies. The only significant additive systematic uncertainties are associated with the PDF parametrizations and normalizations. The total experimental systematic uncertainty is the sum in quadrature of the above terms, with the exception that uncertainties related to charged particle tracking efficiencies are assumed to be fully correlated among all charged particles. The evaluation of all experimental systematics is fully described in Ref. [31]. Tables quantifying each individual contribution to the experimental and model-dependent extrapolation systematic uncertainties are available in the Supplemental Material [56].

The uncertainty in the extrapolation to the inclusive rate is characterized through variations that attempt to quantify our lack of knowledge of the true dilepton mass-squared distribution and hadronization of the $X_s$ system beyond the specific final states and $m_{X_s}$ range that we observe. We average the most recent $B \to K^{(*)} e^+ e^-$ BFs [57], excluding BABAR results, and use the latest BABAR result [58] for the ratio of charged-to-neutral $\Upsilon(4S) \to h\bar{h}$ decays, $\Gamma(B^+ B^-)/\Gamma(B^0\bar{B}^0) = 1.006 \pm 0.036 \pm 0.031$. Each of these terms is varied by its one-standard-deviation uncertainty. We examine an alternate $m_{X_s}$ transition point of $1.0$ GeV/$c^2$ between the $B \to K^{(*)} e^+ e^-$ and $B \to X_s e^+ e^-$ models. To account for hadronization uncertainties in $m_{X_s} > 1.1$ GeV/$c^2$ events, we generate 20 simulated data sets with varied JETSET tunings, two different values for the $B$-meson Fermi motion, and two different $b$-quark mass values. We take the full spread of the extrapolation factors derived from these variations to estimate this systematic uncertainty. Additionally, for $m_{X_s} > 1.1$ GeV/$c^2$, the fraction of modes with more than one $\pi^0$ is varied around the generator value of 0.20 by $\pm 50\%$; the fraction of modes with either no $\pi^0$ and more than two charged pions, or one $\pi^0$ and more than one charged pion, is varied by $\pm 50\%$ around the $q^2$-dependent generator value; and the fraction of modes with more than one neutral or charged kaon is varied around the generator value of 0.034 by $\pm 50\%$. Contributions from final states with photons that do not come from $\pi^0$ decays but rather from $\eta, \eta', \omega$, etc. are expected to be insignificant, and we do not vary the fractions of these decays. Each of the above variations is added in quadrature to obtain the final model-dependent systematic. Table I lists both the experimental and model-dependent systematics.

We calculate the total inclusive rate by summing the $q^2$ through $q^2_5$ results taking into account correlations in the systematic uncertainties and estimating signal contributions in the vetoed charmonium $q^2$ regions. The lepton-flavor-averaged $B \to X_s e^+ e^-$ results are weighted averages of the individual $B \to X_s e^+ e^-$ and $B \to X_s \mu^+ \mu^-$ results that take into account correlations in the systematic uncertainties. Figure 1 shows the differential BF results as a function of $q^2$ and $m_{X_s}$ overlaid with the SM expectation. The results in these bins, as well as in the $q^2_5$ region, are generally in good agreement with SM predictions. Given our experimental uncertainties, we are insensitive to the relatively small differences in the $e^+ e^-$ and $\mu^+ \mu^-$ rates expected in the SM, and observe no significant differences between $e^+ e^-$ and $\mu^+ \mu^-$ final states.

Several model-independent analyses of the form-factor-independent angular observables reported in a recent $B^0 \to K^{(*)} \pi^+ \pi^- \mu^+ \mu^-$ LHCb analysis [35] explain the anomaly reported there in terms of a nonvanishing beyond-SM contribution $C^B_{00}$ [59–68]. These phenomenological studies all present generally similar results, yielding a $3\sigma$ range for $C^B_{00}$ of $\sim [-2, 0]$, implying a corresponding suppression in the fully inclusive BF of up to $\sim 25\%$ in the $1 < q^2 < 6$ GeV$^2$/c$^4$ and $q^2 > 14.4$ GeV$^2$/c$^4$ ranges. Although our results in the $q^2_5$ range are consistent with both the SM expectation and a possible suppression in the decay rate, our results in the $q^2_5$ range show an excess, rather than a deficit, of $\sim 2\sigma$ in both the $B \to X_s e^+ e^-$ and $B \to X_s \mu^+ \mu^-$ rates with respect to the SM expectation [22].

We search for $CP$ violation in each $q^2$ bin by dividing our data set into four disjoint samples according to lepton identity ($e^+ e^-$ or $\mu^+ \mu^-$) and the $B$ or $\bar{B}$ flavor as determined by the kaon and pion charges of the $X_s$ system. Modes with $X_s = K^0_S, K^{(*)}_S, K^{(*)}_L \pi^0$, or $K^{(*)}_L \pi^- \pi^+$ are not used, and, because we perform no model-dependent extrapolation of signal rates, we measure $A_{CP}$ only for the particular combination of final
states used here. We simultaneously fit all four data sets, sharing a single value of $A_{CP}$ as a free parameter, using the BF’s fit model described above. Our $A_{CP}$ results are shown in Table I, and a plot of the results as a function of $q^2$ is included as part of the Supplemental Material [56]. We analyze the vetoed $J/\psi$ data set, where $CP$ violation is expected to be trivially small [69,70], with the same fitting methodology used for the signal $q^2$ bins; we find $A_{CP}^{\text{stat}} = 0.0046 \pm 0.0057$ (stat). Observing no significant bias, we assign the statistical uncertainty here as the systematic uncertainty for the $A_{CP}$ results. To extract $A_{CP}$ for the full dilepton mass range, we sum the $A_{CP}$ BFs across the four disjoint $A_{CP}$ $q^2$ bins; excluding the charmonium veto windows, we find $A_{CP} = 0.04 \pm 0.11$ (stat) $\pm 0.01$ (syst). We observe no significant asymmetry in any $q^2$ region or for the full dilepton mass range.

In summary, we have measured the total and partial BFs, as well as $A_{CP}$, for the inclusive radiative electroweak process $B \to X_s \ell^+\ell^-$. Our results are in general agreement with SM expectations with the exception of our partial BF results in the high-$q^2$ region, which show a $\sim 2\sigma$ excess compared to both the SM expectation and the most favored value of the beyond-SM contribution $C_{BSM}^\text{extra}$ advanced to explain recent observations by LHCb [35].
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See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevLett.112.211802 for plots of our results as a function of $q^2$ and $m_x$, as well as tables of systematics and raw fitted numerical yields, and projections of each of our branching fraction fits onto their respective data sets.
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