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ABSTRACT

This paper presents the physical relationships that exist between the response spectra and the Fourier Transform of strong-motion accelerograms through the extreme value statistics of oscillator response. Under the assumption of a stationary response, it has been shown that the spectrum value depends only on two parameters: $a_{rms}$, the root-mean-square-value of the response, and, $\varepsilon$, a parameter which measures the distribution of the energy among the various frequencies. The influence of these parameters on the response statistics together with their physical meaning in terms of the oscillator's characteristics have been studied.

Comparisons with the Damped Fourier Transform (Udwadia and Trifunac, 1973) computed velocity spectra and the statistically calculated maximum response are presented for three typical accelerograms. The results indicate that response spectra based on statistical computations lead to good first approximations of the actual response to strong ground motion.

In addition to characterizing the response spectrum with statistical curves expressing the expected value and the most probable value of the peak response, the 5 and 95 per cent confidence levels are also indicated, thus giving the lower and upper bounds for these statistical spectral estimates. These confidence levels delineate the 90 per cent confidence interval.

INTRODUCTION

In recent years, spectrum techniques have gained wide popularity in the analysis and design of earthquake-resistant structures. However, our inability to predict the exact time history of ground motions at a given site has led us to look into the statistical nature of the response of a structure to a stochastic excitation. This paper attempts to correlate the response spectrum of a damped oscillator to the Fourier transform of the input through the statistics of the peaks of the response.

Several researchers have worked on the response of structures to random excitations. However, it has been generally assumed that these excitations are white in character (e.g., Bycroft, 1960; Rosenblueth and Bustamante, 1962; Rosenblueth, 1964). Crandal (1970) has studied the statistics of the time associated with the first passage of an oscillator response above a preset limit. Extensions of the first passage problem to nonstationary excitation have been reported by Corotis et al. (1972).

This paper has been motivated by the need for a simple statistical tool for the determination of earthquake response spectra. It attempts to tie in the Damped Fourier Spectrum (Udwadia and Trifunac, 1973), Response Spectra and Fourier transforms with the statistical estimates obtained. The study throws light on the parameters that principally govern the peak response and delineates the extent to which they affect it in a statistical sense. In the discussion that follows, we will assume that the input is a stationary process with an arbitrary power-density function. Although strong shaking is not an ergodic process (and hence the response of an oscillator to it is likewise not ergodic)
(Bogdanoff et al., 1961) in order to highlight the relationships between the Fourier Amplitude Spectrum and the extreme values of the oscillator response, as a first approximation, we will assume that the response can be described adequately by the theory of random ergodic processes. The specific properties of random functions (Rice, 1954) which have been discussed here are related to the distribution of extreme values, the expected values of the maxima in a given time interval and the relationship of these maxima to the rms value of the functions.

The results of the statistical analysis have been applied to the response of an oscillator and the correlations obtained have been discussed in the light of the oscillator's characteristics and the underlying assumptions in the theory.

The distribution of maxima of the maxima of a random function. We begin by summarizing briefly some of the basic results first derived by S. O. Rice (1954) and later extended by Cartwright and Longuet-Higgins (1956). They consider a random function $f(t)$, represented as the sum of an infinite number of sine waves

$$f(t) = \sum_{n} c_{n} \cos(\omega_{n}t + \varphi_{n})$$

with frequencies, $\omega_{n}$, distributed densely in the interval $(0, \infty)$ and phases, $\varphi_{n}$, assumed to be random and uniformly distributed between 0 and $2\pi$. In our applications $f(t)$ will represent the response of an oscillator to the earthquake ground motion; $E(\omega)$, the energy spectrum of $f(t)$, is related to the amplitudes $c_{n}$ through

$$\sum_{\omega_m = \omega}^{\omega + dw} E(\omega) \, dw = \frac{1}{2} c_{n}^{2}$$

The total energy per unit length of the record, corresponding to the first moment of $E(\omega)$ about the origin, is

$$m_{0} = \int_{0}^{\infty} E(\omega) \, d\omega$$

while the $n^{th}$ moment is defined by

$$m_{n} = \int_{0}^{\infty} E(\omega)\omega^{n} \, d\omega.$$ 

Detailed analyses of the statistical distribution of the maxima of $f(t)$ (Cartwright and Longuet-Higgins, 1956) show that this distribution depends on only two parameters:
the root-mean-square value of $f(t)$ $m_0^{1/2}$, and a parameter $\epsilon$ measuring the relative width of the frequency spectrum $E(\omega)$, and defined by

$$\epsilon^2 = 1 - \frac{m_2^2}{m_0 m_4}.$$  

From the Cauchy-Schwartz inequality, $\epsilon$ cannot be imaginary.
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After normalizing $f(t)$ by

$$f(t)/m_0^{1/2} = \eta$$

the probability distribution of the heights of the maxima of $f(t)/m_0^{1/2}$ becomes

$$p(\eta) = \frac{1}{(2\pi)^{1/2}} \left[ \epsilon \exp \left( -\frac{1}{2} \frac{\eta^2}{\epsilon^2} \right) + (1-\epsilon^2)^{1/2} \eta \exp(-\frac{1}{2}\eta^2) \right]$$

$$\exp\left(-\frac{1}{2}\eta^2\right) d\eta$$

(Cartwright and Longuet-Higgins, 1956) and is shown in Figure 1. The statistical distribution of the minima is the reflection of (7) in the mean level $\eta = 0$.

Physically, the parameter $\epsilon$ is a measure of the relative proportions of the various frequencies contained in a signal. To fix our ideas on this parameter, let us determine values for the three energy spectra indicated in Figure 2(a, b, c). Figure 2a indicates the spectrum of a pure sine wave. The values of the zeroth, second and fourth moments are

```
a, \( a \omega_o^2 \), and \( a \omega_o^4 \) so that \( \varepsilon = 0 \). The corresponding distribution given by equation (7) then reduces to

\[
p(\eta) = \begin{cases} 
\eta \exp\left(-\frac{1}{2} \eta^2\right) & \eta \geq 0 \\
0 & \eta \leq 0 
\end{cases}
\]

showing that for an infinitely narrow spectrum, \( p(\eta) \) becomes a Rayleigh distribution.

For the rectangular block shown in Figure 2b, \( \varepsilon = 2/3 \). The flat nature of the spectrum is indicative of equal proportions of high- and low-frequency contents. Figure 2c indicates two delta functions at frequencies \( \omega_0 \) and \( \delta \omega_0 \) of strengths \( a \) and \( b \) (\( = \beta a \)). For such a spectrum

\[
\varepsilon^2 = 1 - \frac{(1 + \delta^2 \beta)^2}{(1 + \beta)(1 + \delta^4 \beta)}
\]

the value of \( \varepsilon \) depends on the relative strengths of the two waves together with their frequency separation. For a fixed \( \delta = \delta_0 \), if \( \beta \to 0 \), or \( \beta \to \infty \), \( \varepsilon \to 0 \), and we get the single sine wave case. When, for example, \( \delta \to 1/\beta^{1/2} \) and \( \beta \to 0 \), \( \varepsilon \to 1 \) thereby indicating a shift towards a Gaussian distribution. The distribution of maxima tends to the distribution of \( f(t)/m_0^{1/2} \). In this case, we might expect equal numbers of positive and negative maxima of \( f(t)/m_0^{1/2} \) and, therefore, a \( p(\eta) \) symmetric about \( \eta = 0 \). Indeed, setting \( \varepsilon = 1 \) in (7) we obtain

\[
p(\eta) = (2\pi)^{-1/2} \exp\left(-\frac{1}{2} \eta^2\right)
\]

which is the Gaussian distribution. For values of \( \varepsilon \) between 0 and 1, \( p(\eta) \) lies between the Rayleigh and Gaussian distributions as shown in Figure 1.

An example in Figure 3 illustrates how \( \varepsilon \) measures the relative width of the power spectrum of the response of a single-degree-of-freedom system to a stationary excitation having a power spectrum given by

\[
\Phi(\omega) = \frac{1}{1 + \left(\frac{\omega}{\omega_n}\right)^2}.
\]

The transfer function of a single-degree-of-freedom system is given by

\[
H(\omega) = \frac{1}{\omega_n^2 - \omega^2 - 2i\omega_n \xi \omega}
\]

where \( \omega_n \) is the natural frequency of the oscillator and \( \xi \) is the fraction of critical damping. The dimensionless parameter

\[
\xi = \frac{\alpha}{\omega_n}
\]

is a measure of the width of the input spectrum relative to the natural frequency of the oscillator considered. Figure 3 then shows that when \( \xi \), the fraction of critical damping, tends to zero, i.e., when the peak of the transfer function \( H(\omega) \) at \( \omega = \omega_n \) becomes sharper and higher, the oscillator becomes increasingly more sensitive only to the input frequencies \( \omega \approx \omega_n \) and the output spectrum reduces to a narrow band centered at \( \omega = \omega_n \) with \( \varepsilon \ll 1 \). In the other extreme case, when \( \xi \to 1 \) the oscillator “feels” all frequencies between 0 and \( \omega_n \) equally well, the output spectrum broadens and \( \varepsilon \to 1 \).

In addition to this effect of \( \xi \), the influence of the cut-off frequency \( \alpha \) of the input spec-
trum on $\xi$, also shown in Figure 3, demonstrates that for the broad-band excitation only small $\xi$ leads to a "narrow" output spectrum as measured by $\varepsilon$.

The expected value and the most probable value of the maximum wave amplitude. Let the peaks of the function $f(t)$ be denoted by $a_1, a_2, \ldots a_n$, the rms value of $f(t)$ be denoted by $a_{rms}$ and let $\bar{a}$ denote $\sqrt{2a_{rms}}$. $\bar{a}$ may then be interpreted as the rms value of the peak amplitudes when $f(t)$ is a narrow-band process (i.e., $\varepsilon$ is small) (Udwadia and Trifunac, 1973).

The probability distribution of $a_{max}$, the maximum wave amplitude, can then be derived by assuming that the sampling of the peak amplitudes is at random. Strictly, this assumption does not hold, since the sample consists of $N$ consecutive peaks bounded by a slowly fluctuating amplitude, and there must be some correlation between the consecutive peaks especially when the power spectrum of $f(t)$ is narrow. However, as pointed out by Longuet-Higgins (1952), fluctuations of the envelope function may act as a "randomizing" process leading to a better agreement between the observed and theoretical distributions.

It can be shown that the expected value for $\varepsilon = 0$ is given by

$$\frac{E(a_{max})}{\bar{a}} = \frac{\sqrt{\pi}}{2} \left( \frac{N}{2!\sqrt{2}} + \frac{N(N-1)(N-2)}{3!\sqrt{3}} + \ldots + (-1)^{n+1} \frac{1}{\sqrt{N}} \right)$$

(Longuet-Higgins, 1952) where $N$ is the number of waves considered in the sample. The asymptotic form of equation (13) for large $N$ becomes

$$\frac{E(a_{max})}{\bar{a}} \approx (lnN)^{1/2} + \frac{1}{2}\gamma (lnN)^{-1/2}$$

\((14)\)
where \( \gamma \) is Euler's constant equal to 0.5772. The difference between the expressions on the right-hand sides of equations (14) and (13) is of order \((\ln N)^{-3/2}\) and does not affect the approximate result even for small values of \( N \) (Udwadia and Trifunac, 1973).

The most probable peak amplitude, designated by \( \mu(a_{\text{max}}) \), can be approximated by

\[
\frac{\mu(a_{\text{max}})}{\bar{a}} \approx [\ln N]^{1/2}
\]

(Longuet-Higgins, 1952).

For nonzero values of \( \varepsilon \), equation (14) becomes

\[
\frac{E(a_{\text{max}})}{\bar{a}} \approx [\ln(1-\varepsilon^2)^{1/2} N]^{1/2} + \gamma [\ln(1-\varepsilon^2)^{1/2} N]^{-1/2}
\]

(16)

and is valid only when \((1-\varepsilon^2)^{1/2} N\) is large (Cartwright and Longuet-Higgins, 1956). Although the above expression is strictly invalid for \( \varepsilon \to 1 \), the results obtained from equation (16) for \( \varepsilon = 0.990 \) do not differ appreciably from Tippett's (1925) exact results for values of \( N > 3 \) (Udwadia and Trifunac, 1973). As \( \varepsilon \to 0 \) (16) reduces to (14).

Figure 4 and Table 1 give the values of \( E(a_{\text{max}})/\bar{a} \) for \( \varepsilon = 0, 0.2, 0.4, 0.6, \) and 0.8 derived from (16). From this Figure, we observe that the value of \( E(a_{\text{max}})/\bar{a} \) does not vary appreciably with either \( N \) or \( \varepsilon \). The most critical factor then in the determination of \( E(a_{\text{max}}) \) is the value of \( \bar{a} \). Damping in the system has two effects; it changes the rms of the response, which is related to the energy in the oscillations, and it affects the value of \( \varepsilon \), which is related to the distribution of this energy among the different frequencies.

The lower and upper bound confidence levels for \( a_{\text{max}} \). Here we consider the probability
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**Fig. 4.** Asymptotic approximation for the expected peak value \( E(a_{\text{max}}) \) when \((1-\varepsilon^2)^{1/2} N\) is large.
of $a_{\text{max}}$ exceeding a given level, with the objective of calculating an estimate of the lower and upper bounds of $a_{\text{max}}$ that depend on $N$ and the preselected probability that $a_{\text{max}}$ will not exceed it. We choose to call these curves "the lower and upper bound confidence levels" and designate them by $a_{\text{MIN}}, 1-C$ and $a_{\text{MAX}}, C$, where $C$ specifies the confidence level selected. These two curves, calculated for the various oscillator frequencies $\omega_n$, then delineate a region between them which we will call the "90 per cent Confidence Interval" (Figures 7-10).

The probability that $a_{\text{max}}$ will exceed a given level $r$, for $\varepsilon = 0$, is given by

$$p(r) = \int_{0}^{\infty} d((1-\exp(-r^2/\alpha^2))^N)$$

$$= 1 - (1-\exp(-r^2/\alpha^2))^N$$

(Udwadia and Trifunac, 1973).

<table>
<thead>
<tr>
<th>TABLE 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VALUES OF</strong></td>
</tr>
<tr>
<td><strong>$N$</strong></td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>500</td>
</tr>
<tr>
<td>1000</td>
</tr>
</tbody>
</table>

*Approximation (16).
†Exact (Tippett, 1925).

By defining $r_0$ by the equation

$$r_0^2/\alpha_0 = \ln N; \exp(-r_0^2/\alpha^2) = 1/N$$

it can be shown that

$$d \left[ 1 - \frac{1}{N} \exp \left( \frac{r_0^2 - \alpha^2}{\alpha^2} \right)^N \right] \approx \frac{d}{dr} \exp \left[ -\exp \left( \frac{r_0^2 - \alpha^2}{\alpha^2} \right) \right].$$

The upper bound confidence level $a_{\text{MAX}}, C$ then becomes the solution of the equation

$$1 - (1-\exp(-a_{\text{MAX}}, C/\alpha^2))^N = 1 - C.$$  \hspace{5cm} (18)

Solving for $a_{\text{MAX}}, C/\alpha$ we obtain

$$\frac{a_{\text{MAX}}, C}{\alpha} = [-\ln(1-C/\phi)]^{1/2}. \hspace{5cm} (19)$$

Mutatis mutandis in (18) and (19) the result for $a_{\text{MIN}}, 1-C$ follows immediately. Ten different $a_{\text{MAX}}, C/\alpha$ and $a_{\text{MIN}}, (1-C)$ curves for $C$ ranging from 0.90 to 0.99 are compared with the $E(a_{\text{max}})/\alpha$ curve for $\varepsilon = 0$ in Figure 5. Both $a_{\text{MAX}}, C/\alpha$ and $a_{\text{MIN}}, 1-C/\alpha$ are tabulated in Table 2 for $C = 0.90, 0.95, \text{and} 0.99$. 

Applications to response spectrum analysis. The response of an oscillator subjected to an input ground motion \( \ddot{z}(t) \) can be obtained in frequency space as the product of the transfer function of the oscillator and the Fourier transform of \( \ddot{z}(t) \). It shall be assumed
in what follows that the oscillator started from rest. Hence

\[ R(\omega) = H(\omega)Z(\omega), \]

where \( H(\omega) \) is the transfer function of the oscillator, \( Z(\omega) \) is the transform of the input function, and \( R(\omega) \) is the response.

As seen from the previous section, the two parameters which influence the response of such an oscillator are \( \varepsilon \), which is a measure of the distribution of energy among the various frequencies, and \( a_{\text{rms}} \), which is a measure of the total energy of the system. The computation of \( a_{\text{rms}} \) can be done in terms of the values of \( H(\omega) \) and \( Z(\omega) \) as follows

\[
a_{\text{rms}}^2 = \frac{1}{T} \int_0^T r^2(t)dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} |R(\omega)|^2 d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} |H(\omega)|^2|Z(\omega)|^2 d\omega \tag{20}
\]

\[
a_{\text{rms}}^2 = \frac{1}{\pi} \int_0^{\infty} |H(\omega)|^2|Z(\omega)|^2 d\omega. \tag{21}
\]

This can be easily calculated for any given input and any desired oscillator transfer function \( H(\omega) \). The corresponding values of \( \varepsilon \) can then be calculated by computing the zeroth, second, and fourth moments of \( |R(\omega)| \).

Next an estimate of the total number of maxima, \( N \), is required. We shall assume here that the oscillator acts as a narrow-band filter and that the value of \( N \) can be taken as the ratio of the duration of the record and the fundamental period \( T \) of the oscillator. A knowledge of these parameters enables the calculation of the expected value of the most probable peak [equation (15)], the expected value of the maximum peak [equation (16)], and the lower and upper bound confidence levels [equation (19)].

Statistics on the pseudo velocity can be obtained by multiplying by \( \omega \) each of the three quantities statistically determined. Statistics on the velocity spectrum are generated by considering the function \(|\omega R(\omega)|^2\) instead of \(|R(\omega)|^2\) in equation (20). Here we present the results for the true velocity spectrum only (Udwadia and Trifunac, 1973).

A case study on three accelerograms. The statistical approach outlined above is based on a large number of assumptions; therefore, the applicability of the method to give suitable approximations of the velocity and pseudo velocity spectra was checked using three different types of real accelerograms. The first accelerogram used was the Eureka 1954 record shown in Figure 6a. The acceleration consists of a short burst of energy about 5 sec long preceded and followed by much smaller motions. Figure 7 shows the velocity spectrum curves. The lowermost curve is the Damped Fourier Spectrum (Udwadia and Trifunac, 1973) drawn for 2 per cent damping, while the statistical curves are indicated by dashed and dotted lines. The calculated true velocity spectrum (\( \xi = 0.02 \)) is shown by full circles. The length of record analyzed was 20 sec.

We note that the Damped Fourier Spectrum curve (\( \xi = 0.02 \)) is below the velocity spectrum points (full circles) (\( \xi = 0.02 \)). This is exactly what we would expect since the amplitude of the D.F.S. is related to the velocity and displacement of the oscillator at the end of the excitation (Udwadia and Trifunac, 1973) and is therefore always less than or equal to the true velocity spectrum. These damped spectral curves can then also be used as lower bounds for the damped velocity spectra. Statistical curves for frequencies below 2 Hz show good correlations with the computed velocity spectra. However, at higher frequencies rather large divergences (5–10 per cent) occur. This is caused by the nonstationary nature of the excitation. The lack of high-frequency contents in the signal tends to reduce the scaling factor, \( \bar{a} \), when averages over longer time lengths are taken. However, we observe that the general trends in the statistical curves do follow the trends in the velocity spectrum.
Fig. 6.
To study this point further, 2 per cent damping curves were calculated for the first 10 sec of the record (Figure 8). We observe an improved correlation between the statistical bounds and the calculated spectral values up to about 4 Hz.

The next accelerogram tested was the El Centro event of 1940. The curves corresponding to a 30-sec length of this accelerogram (Figure 6b) show a good correlation all the way to 5 Hz (Figure 9). The nearly stationary response of a lightly damped oscillator to this acceleration history makes the statistical estimates excellent indications of the true spectral values.

The third accelerogram tested was the Kern County accelerogram (Figure 6c). This accelerogram is representative of a large number of real accelerograms in that it starts off with the high-frequency arrivals (S and P waves) and carries on with the various surface-wave modes. As we go along the accelerogram, the frequency content changes, there being less and less higher-frequency components in the surface-wave arrivals. Thirty-five seconds of record were analyzed, and the 2 per cent damped spectrum is obtained as shown in Figure 10. The figures show that up to about 1.8 Hz the spectral points (full circles) are pretty much straddled by the 90 per cent confidence interval. At higher frequencies again, a noticeable fall-off in the statistical values occurs. The maximum difference between the statistically expected maxima and the actual spectral values is about 20 per cent.

The above three accelerograms have been chosen as representatives of a large number of real accelerograms obtained during strong ground shaking. The results indicate that statistical studies can be made very fruitfully if we consider lengths of record which are...
Fig. 8. The velocity spectrum, the Damped Fourier Spectrum, and the statistical estimates for a 10-sec length of the Eureka accelerogram (Figure 6a).

Fig. 9. The velocity spectrum, the Damped Fourier Spectrum, and the statistical estimates for a 30-sec length of the El Centro accelerogram (Figure 6b).
nearly stationary with respect to the frequencies of interest to us. The fact that the higher frequency components die out earlier in the record necessitates a shorter time segment of record for statistical analysis of real accelerograms to get better estimates at higher frequencies, than would be generally required for longer periods. However, the lengths of the record analyzed should contain a sufficiently large number of cycles (at least 4 or 5) of the oscillator so as to make such a statistical approach meaningful.

**Discussion**

At frequencies below 1 Hz, the statistical estimates tend to be above the actual computed values. Studies on white noise excitation indicate that this may be principally attributed to the numerical errors in integration which arise when the transfer function $H(\omega)$ is peaked around zero frequency (Udwadia and Trifunac, 1973). These errors tend to overestimate the area expressed by equation (21). In order to minimize this error, the Fourier transform was linearly interpolated between two consecutive frequency estimates and the area then computed. A better method would be the use of the sampling theorem to define $Z(\omega)$ continuously and then an integration of the product $Z(\omega)H(\omega)$. Also, it must be remembered that statistical estimates for values of $N$ which are less than 2 or 3 may not be meaningful, for the analysis assumes that the time length of record is long enough to ensure that the sample of wave heights is sufficiently representative. As observed by Corotis et al., (1972), this lack of stationarity may lead to lower response spectrum values than those determined by the statistical analysis under the stationary assumption.
In addition to the overestimation of the spectral amplitudes at lower frequencies ($N \leq 4$), other errors arise in dealing with real accelerograms. Here the major problem is the lack of stationarity of the data. At any given site, the motions created by an earthquake indicate the arrivals of various phases at various times. Characteristically, the $S$ and $P$ waves which arrive early in the complete time history show larger portions of higher-frequency contents than the later arrivals of the longer-period surface waves. A proper statistical analysis based on the assumption of stationarity would then require that the time length of recording chosen not be too long, so that in this time the frequencies and amplitudes do not change significantly. This has already been illustrated through the study of two different time lengths of the Eureka earthquake record (Figures 7 and 8).

The damping ratio also affects $\varepsilon$. Larger damping ratios will generally lead to larger $\varepsilon$'s and broader-band processes (Udwadia and Trifunac, 1973). Although the most probable level and the confidence level curves shown in all of the figures correspond to values of $\varepsilon = 0$, they can be used as conservative upper bounds for $\varepsilon \neq 0$, since these curves for $\varepsilon = 0$ will cause an overestimation of the spectral estimates.

**CONCLUSIONS**

It has been illustrated that given the Fourier transform of the input ground motion $z(t)$, statistical estimates of the maximum response of any single-degree-of-freedom linear system can be easily determined if the assumption of stationarity is approximately satisfied. The two parameters of importance are the relative distribution of energy among the various frequencies and the rms level. These parameters depend on the nature of the input spectrum and on the damping ratio of the oscillator. Larger damping ratios cause relatively wider response energy spectra and hence lead to increased values of $\varepsilon$. Typically, for most earthquakes, the values of $\varepsilon$ tend to be between about 0.2 and 0.5. When $\varepsilon \to 0$, we get to a pure sinusoid while with $\varepsilon \to 1$, $p(\eta)$ tends to a Gaussian distribution.

Although the assumption of stationarity is far from correct in dealing with real accelerograms, it has been demonstrated that with a judicious choice of the record duration, estimates of the damped spectra to within 10 to 15 per cent of the true values can be easily obtained. The success of the statistical method is greatly due to its relative insensitivity to factors such as the estimated number of waves and the spectral width $\varepsilon$. Its strong dependence on the rms level is, however, a serious limitation in that it requires a careful choice of the time length needed to simulate stationary conditions.
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