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Supporting Materials and Methods:

The photolysis experiments described here were conducted in a flow cell coupled to a high-finesse optical cavity similar to that described in the Supplementary Material for Ref. 28 of the main text and illustrated in Fig. S1. The gas flow rates of three different inlets (two purge, one sample) were set such that the pressure in the photolysis region of the cavity was maintained at 1.60 kPa ± 0.02 kPa. The N$_2$ purge inlets located near each high-reflectivity mirror were set at a total flow of 400 sccm (200 sccm through each) as controlled by a fine needle valve.

Mono-deuterated acrylic acid, AA-$d_1$, was synthesized by mixing D$_2$O with commercial acrylic acid (Sigma Aldrich, 99% purity) for several hours; the sample was extracted with methylene chloride and purified by roto-evaporation as outlined by Petty and Moore in Ref. 26 of the main text. Care was taken to exclude water (H$_2$O) from the liquid AA-$d_1$ precursor during synthesis. The AA-$d_1$ sample was confirmed by both proton and deuterium NMR to have been synthesized with 90% isotopic efficiency, and no resonances originating from water were observed. We found a very small amount of hydrocarbon contamination at low NMR shifts (~0.85 and 1.3 ppm in CDCl$_3$). These resonances, not present in the commercial undeuterated AA sample, can be attributed to a small amount of vacuum grease.

The same research grade N$_2$ was supplied to a temperature-controlled bubbler (20.00 °C ± 0.07 °C) containing AA-$d_1$ at a rate of 10 sccm. Bubbling was slowed to a rate of tens of fine bubbles per second using a valve located between the AA-$d_1$ liquid bubbler and the flow cell while maintaining constant flow rates. Just before expansion into the flow cell, the N$_2$/AA-$d_1$ sample was mixed in a stainless steel tee of diameter 0.635 cm with 80 sccm of research grade CO$_2$ in order to increase vibrational cooling of hot DOCO formed during photolysis. For the current experiments, to minimize contamination of the high reflectivity mirrors, we used purge flows
(400 sccm) that were substantially higher than the flow of reagent and carrier gas introduced through the central inlet (90 sccm). This arrangement led to further dilution of the AA-$d_1$ and may have resulted in a gradient along the probe axis, with AA-$d_1$ concentration highest in the center of the cell, by the inlet.

The ArF excimer that initiated acrylic acid-$d_1$ (AA-$d_1$) photolysis was operated at an output power of 10 mJ/pulse and a repetition rate of 0.2 Hz. The beam was steered using two highly-reflective mirrors coated for 193 nm. Together, these two mirrors had a reflection coefficient of 77%. The photolysis laser window through which the 193 nm pulse entered the high-finesse cavity flow cell was an uncoated UV fused silica plate $\approx$1 mm thick, with a measured transmission coefficient of 62%. Consequently, only 4.8 mJ per photolysis pulse reached the molecules within the flow cell. The entire photolysis beam cross-sectional area was 3 cm $\times$ 1 cm at the photolysis laser window, with the 3 cm width aligned parallel to the mid-infrared (mid-IR) optical axis. The vertical beam profile possessed a roughly Gaussian shape with a full width at half maximum of 5.4 mm $\pm$ 0.2 mm measured with a knife edge and power meter. The photolysis windows were carefully cleaned and dried under vacuum for several hours before a series of single-photolysis-pulse experiments were performed. An illustration of the flow cell coupled to a high finesse optical cavity is shown in Fig. S1.

The mid-IR frequency comb was operated with an average power of 500 mW before entering the high-finesse cavity, and had a full width at half maximum (FWHM) bandwidth of 150 cm$^{-1}$. For detection of trans-DOCO, HOD, D$_2$O, and AA-$d_1$, the center wavelength was 3.73 $\mu$m. The comb repetition rate ($f_{\text{rep}}$) was 136.5 MHz, which is equal to one-half the high-finesse cavity free spectral range (FSR). This condition, where $2f_{\text{rep}} = \text{FSR}$, results in half the mid-IR frequency comb teeth being rejected by the optical cavity, and the comb mode spacing observed by the
VIPA spectrometer is 273 MHz, well below its measured resolving power at a 15° tilt angle of 1.0 GHz ± 0.1 GHz. Over the 64.4 cm\(^{-1}\) simultaneous bandwidth recorded by the VIPA spectrometer, 7072 frequency comb teeth are incident on the VIPA following transmission through the high-finesse cavity. The VIPA resolution therefore limits the number of resolvable spectral elements to 1930. All elements spanning the 64.4 cm\(^{-1}\) bandwidth are recorded in as little as 25 µs.

**Fig. S1.** Mass flow cell coupled to a high-finesse optical cavity (length not drawn to scale, as indicated by the breaks in each cylindrical purge arm). Arrows on the inlet/outlet ports indicate the direction of mass flow. The distance between the two highly-reflective low-loss optics (gold color above) is the optical cavity length, \(L_{\text{cav}} = 54.88\) cm. The photolysis pathlength, \(L_{\text{phot}}\), is equivalent to the width of the 193 nm excimer pulse (purple, traveling in and out of the page) shown irradiating the photolysis laser window (light gray). The mid-infrared frequency comb is shown in red, traveling perpendicular to the photolysis pulse.

The \(\text{C}_2\text{HD}\) spectrum was observed in a separate spectral window, centered at 3.93 µm (2545 cm\(^{-1}\)). In order to record time-resolved spectra from a different portion of the cavity-transmitted mid-IR frequency comb, we simply tuned the ruled diffraction grating located at the output of the...
tilted VIPA etalon. More details on the entire 2-D dispersive spectrometer are available in Ref. 29 of the main text (and references therein).

**Supporting Text:**

**Fitting Procedure:** In direct absorption spectroscopy, the measured absorption coefficient $\alpha(\tilde{\nu})$ is related to the absolute concentration of the absorbing species via (ES1),

$$\alpha(\tilde{\nu}) = SN_g(\tilde{\nu} - \tilde{\nu}_0)$$  \hspace{1cm} (ES1)

where $S$ is the molecular line strength in cm per molecule, $N$ is the molecular density of absorbers in cm$^{-3}$ (normalized to 101.325 kPa), and $g(\tilde{\nu} - \tilde{\nu}_0)$ is the normalized lineshape function in cm.

The molecular line strengths $S$ for HOD mid-IR transitions are available in the HITRAN database ($S1$). The line strengths for D$_2$O infrared transitions were measured by Robert A. Toth at Caltech/JPL, and generously provided through private communication with Keeyoon Sung of JPL (line positions available in Ref. $S2$). Line strengths for the $v_1$ band of trans-DOCO, however, have not been reported. In order to generate a line list for the $v_1$ band at 2684 cm$^{-1}$, the previously measured rotational parameters in the ground and excited vibrational states from Ref. 26 of the main text were used in combination with a calculated total band intensity available in Ref. 32 of the main text and simulated in PGOPHER at a rotational temperature of 295 K ($S3$).

Each molecular line list containing center frequencies and line strengths were broadened using a single Gaussian normalized lineshape function $g(\tilde{\nu} - \tilde{\nu}_0)$, with a fixed FWHM of 1.0 GHz. The VIPA spectrometer-limited FWHM was measured independently using known methane (CH$_4$) infrared lines and confirmed by the presence of low residuals following the subtraction of
molecular fits. Since these CH\textsubscript{4} lines were not measured contemporaneously in the current experiment, there is some minor discrepancy between certain simulated widths and fitted peak heights. Since we employ a global fit of all peaks within our spectral bandwidth, the uncertainty in the absolute frequency axis (<1 GHz) is directly related to our uncertainty in the integrated area of all peaks belonging to a single molecular species, and therefore makes an implicit contribution to our reported molecular sensitivities.

**Fig. S2.** Absorption spectrum of C\textsubscript{2}HD at a time delay of \( t_D = 0 \mu s \) following 193 nm laser photolysis of acrylic acid-\( d_1 \). (A) The data (black) is the result of 1000 averages at an individual camera integration time of 50 \( \mu s \). The fit C\textsubscript{2}HD absorption spectrum is shown superimposed in orange on the black experimental data. (B) A zoom of the experimental data show in (A) with the
fit $C_2$HD spectrum (orange) inverted and offset (by $2 \times 10^{-8}$ cm$^{-1}$) for clarity. A 5$^{th}$ order polynomial baseline function and the intensities of about ten periodic baseline oscillations were also included in the fit. (C) Fit residuals. Absorption features in (A-C) not assigned to $C_2$HD are only present at $t_D = 0$ µs, whereas $C_2$HD persists until the flow cell is refreshed (see Fig. S6).

We determined the absolute time-dependent concentrations of HOD, D$_2$O, and trans-DOCO by fitting their experimental spectra (in units of $\alpha(\bar{\nu})$), recorded at varying time delays following photolysis. We fit intensities of all lines of each molecular spectrum simultaneously to a broadened model line spectrum, along with a 5$^{th}$ order polynomial baseline function and the amplitudes of about ten periodic baseline functions (both sine and cosine components) of fixed frequencies extracted from a Fourier transform of the one-dimensional absorption spectra. In Figs. 2-3 of the main text, the baseline polynomial, periodic oscillations, and the AA-$d_1$ photo-depletion spectrum have been subtracted from the experimental traces, leaving only the molecular contributions and high-frequency noise.

A majority of the $C_2$HD $v_3$ $P$-branch can be seen in Fig. S2, with the TRFCS spectral window centered at 2545 cm$^{-1}$ (near the calculated $v_1$ band center of cis-DOCO reported in Ref. 32 of the main text). For spectral fitting, a $C_2$HD line list was generated in PGOHPER ($S3$) at a rotational temperature of 295 K using previously measured rotational parameters from Ref. $S4$ and a calculated fundamental band intensity of 20.6 km/mol. In order to obtain the unknown band intensity, the optimized geometry and fundamental vibrational frequencies and intensities (including anharmonic corrections calculated using second order vibrational perturbation theory VPT2) of $C_2$HD were calculated at the CCSD(T)/aug-pVDZ level using the CFOUR program ($S5$).
**Total Experimental Uncertainty:** For the linear fitting of molecular spectra described above, a theoretical spectrum of concentration \( C \) was simulated for each species and fit to a linear scaling factor \( N \). The fit concentration \( NC \) was then converted from units of \( \mu \text{mol/mol} \) to molecular concentration units (cm\(^{-3}\)) using the Loschmidt constant \( (N_L) \) at experimental pressure and temperature. In addition, the difference in total optical cavity length \( (L_{\text{cav}}) \) and photolysis pathlength \( (L_{\text{phot}}) \) was taken into account when reporting photoproduct concentrations. The final expression for photoproduct molecular concentration in cm\(^{-3}\) is shown below.

\[
C_f = NC N_L \frac{L_{\text{cav}}}{L_{\text{phot}}} \tag{ES2}
\]

Each quantity in Eq. ES2 has an associated experimental uncertainty. The uncertainty in \( N \) is extracted as described in Ref. 27 of the main text using known multiline fitting procedures. For the band intensity of trans-DOCO, we estimate the uncertainty in \( C \) to be \( \sigma_C = 0.1 \times C \) (10% uncertainty), which we postulate entirely from the calculated intensity reported by Huang et al. (Ref. 32 of the main text). The uncertainty in \( N_L \) is related to the uncertainty in our measurement of intracavity pressure, which was done using a pressure gauge with an observed precision of 1% \( (\sigma_{NL} = 0.01 \times N_L) \). The optical cavity length is known to much higher precision, and was monitored continuously by recording the eight harmonic of the repetition rate of the mode-locked OPO pump laser during the experiment. Its uncertainty is not considered to play a significant role compared to other sources. The photolysis pathlength, however, has an estimated uncertainty of 0.3 cm, or 10% of the measured excimer beam width at the flow cell. Finally, the experimental uncertainty in \( C_f \) is calculated using Eq. ES3 below.

\[
\sigma_{C_f}^2 = \left( \frac{\partial C_f}{\partial N} \right)^2 \sigma_N^2 + \left( \frac{\partial C_f}{\partial C} \right)^2 \sigma_C^2 + \left( \frac{\partial C_f}{\partial N_L} \right)^2 \sigma_{N_L}^2 + \left( \frac{\partial C_f}{\partial L_{\text{phot}}} \right)^2 \sigma_{L_{\text{phot}}}^2 \tag{ES3}
\]
There may be gradients in concentrations along the probe beam axis, due to the flow conditions. While we measure the column densities accurately, our computed concentrations should be considered an average value over the appropriate effective cavity length ($L_{\text{phot}}$, $L_{\text{cav}}$, etc). The gradient, however, should not otherwise affect the results reported here, since we are not measuring bimolecular rate constants in the current experiment. The potential for unwanted gradients will be greatly reduced in future experiments by decreasing the purge flow to a value commensurate with the sample inlet flow.

For trans-DOCO, the following parameters were used to determine $C_f$ and $\sigma_{C_f}$: $N = 0.43$, $C = 1.0$ µmol/mol, $N_L = 3.94 \times 10^{17}$ cm$^{-3}$, $L_{\text{cav}} = 54.88$ cm, $L_{\text{phot}} = 3.0$ cm, $\sigma_N = 0.02$, $\sigma_C = 0.1$ µmol/mol, $\sigma_{NL} = 4 \times 10^{15}$ cm$^{-3}$, and $\sigma_{L_{\text{phot}}} = 0.3$ cm. Therefore, we report in the main text, as measured in a typical run, a trans-DOCO molecular concentration of $C_f = 3.1 \times 10^{12}$ cm$^{-3} \pm 0.5 \times 10^{12}$ cm$^{-3}$ for $t_D = 0$ µs with an integration time of 50 µs and 950 averages. It is worth noting that the contribution to $\sigma_{C_f}$ that arises solely from spectral fitting and observed signal-to-noise ($\sigma_N$) is an order of magnitude better than the overall experimental uncertainty reported here. Thus, we report a trans-DOCO sensitivity of $5 \times 10^{10}$ cm$^{-3}$.

**Time-Resolved Frequency Comb Spectroscopy Performance**: The figure-of-merit used in comparison with other direct absorption techniques is the noise-equivalent absorption (NEA) normalized to 1 s of averaging time. In time-resolved frequency comb spectroscopy (TRFCS) we have the unique ability to recorded hundreds of broadband absorption spectra in rapid succession. An illustration of our data acquisition scheme is shown in Fig. S3.

For comparison with continuous-wave (cw) absorption techniques we calculate a bandwidth normalized NEA, known as NEA per spectral element, since many spectral elements are resolved simultaneously in a single TRFCS experiment. This can be expressed as
\[ NEA = \sigma_{\text{noise}} \frac{\pi}{F L_{\text{phot}}} \sqrt{\frac{T}{M}} \]  

where \( \sigma_{\text{noise}} \) is the standard deviation of the noise in absorbance (absorbance \( A = 1 - \frac{I}{I_0} \), where \( I \) is the light acquired in each VIPA image in the presence of photolysis products and \( I_0 \) is the reference light acquired in VIPA images recorded prior to photolysis), \( F \) is the measured cavity finesse, \( L_{\text{phot}} \) is the optical pathlength over which photolysis can occur, \( T \) is the total camera integration time required to record two images (one reference and one signal), and \( M \) is the number of resolvable spectral elements per image. A representative set of experimental conditions are as follows: \( \sigma_{\text{noise}} = 6 \times 10^{-3} \), \( F = 1250 \) at 2684 cm\(^{-1} \), \( L_{\text{phot}} = 3 \) cm, \( T = 2 \times 50 \) µs = 100 µs, and \( M = 1930 \) elements. Therefore, in this initial demonstration of mid-IR TRFCS, we measure \( NEA = 1.1 \times 10^{-9} \) cm\(^{-1} \) Hz\(^{-1/2} \) per spectral element.

**Fig. S3.** Illustration of TRFCS data acquisition scheme. The time axis and blocks are not drawn to scale. The individual VIPA images that comprise the reference (abbreviated Ref. above) and signal blocks above were acquired at a camera-limited frame rate of 250 Hz. The 100 reference images are averaged and used as a single reference for the 200 time-resolved signal images recorded following photolysis. The integration time for each individual image was either 25 µs
(camera-limited) or 50 µs. Camera background images recorded with the mid-infrared frequency comb blocked (Bkg. 1 and 2) were taken before and after a single TRFCS cycle in order to subtract camera dark counts.

We use the above observed absorption noise, measured finesse, and cavity length to estimate our OD sensitivity within this spectral region of the mid-IR. Looking at the line list reported in Abrams et al. (S6), the R1(1.5) lines of the 1←0 vibrational band of OD should appear at 2676.7 cm⁻¹, near the center of the broadband spectral window shown in Fig. 2 of the main text. We estimate the line strength of these transitions to be equal to the line strength of the same R1(1.5) transitions in OH, but scaled by the ratio of the OD fundamental vibration band origin to that of OH. Therefore, \( S_{OD} \approx 3.5 \times 10^{-20} \text{ cm/molecule} \). Taking the maximum of a Gaussian lineshape function of 1 GHz FWHM, we calculate our single-line minimum detectable concentration for OD to be \( 5 \times 10^{12} \text{ cm}^{-3} \) (without averaging).

Osborne, Li, and Smith have reported in Ref. 37 of the main text nearly equivalent AA photolysis yields for HOCO, CO₂, and CO under similar experimental conditions. Assuming all photolysis reactions that lead to CO formation also promptly form OH as an upper bound, we can estimate an upper-bound for the expected formation of OD in our experiment to be \([OD] = [trans-DOCO] = 3 \times 10^{12} \text{ cm}^{-3}\). Therefore, we do not expect significant absorption features from OD in our current TRFCS experiments. On the µs timescale, when both \( trans-DOCO \) and HOD are also present, spectroscopic interferences could also limit our realistic ability to spectroscopically identify OD, since only a handful of OD features exist even within our broad spectral window.

**Initial AA-\( d_1 \) Concentration and Gas Residence Time**: We could directly observe AA-\( d_1 \) by its fundamental \( \nu_1 \) band (OD stretch) absorption spectrum. An absorption spectrum of the precursor
mixture $\text{N}_2/\text{CO}_2/\text{AA}-d_1$ recorded under typical flow conditions is shown in Fig. S4. The observed spectrum (blue) matches well with the OH-stretch absorption band of undeuterated acrylic acid recorded at a temperature of 50 °C and a pressure of 101.325 kPa (1 atmosphere) from Ref. S7, shown in red. The red trace is obtained by shifting the origin of the known undeuterated AA spectrum (PNNL database) and scaling the overall intensity to match the observed band. The origin frequency (and overall intensity) was scaled by a factor of approximately $\approx \frac{1}{\sqrt{2}}$, consistent with deuteration. We observe additional structure in the AA-$d_1$ OD-stretch absorption spectrum due to the presence of periodic baseline functions.

We could use the known cross sections of the undeuterated OH-stretch spectrum to estimate the concentration of AA-$d_1$ monomers. We can correct for the effect of deuteration using a density functional theory calculation (S8,S9) at the B3LYP/6-311++G level, which suggests that the integrated intensity of the OD-stretch of AA-$d_1$ is approximately 20% lower than that of the OH stretch intensity in AA. From the spectrum shown in Fig. S4, recorded under typical flow conditions, we estimate a partial pressure of AA-$d_1$ monomers to be on the order of $10^{14}$ cm$^{-3}$ ($p_{\text{AA}} \approx 2$ Pa). This value is roughly consistent with calculations based on the flow conditions, though we find that the latter consistently underestimates the AA-$d_1$ concentration, most likely due to unsaturated bubbler conditions and inhomogeneous mixing within the outlet-to-outlet region of the flow cell of the low flow of precursor mixture from the inlet with the much higher purge flow of $\text{N}_2$. Given the uncertainties in flow conditions, the spectrum thus provides a more direct and reliable estimate of AA-$d_1$ concentrations. We found that AA-$d_1$ concentrations varied with flow settings, most likely due to incomplete saturation in the bubbler and to limitations of the current flow meters. Since our primary goal of the current experiment was to detect DOCO
radicals and determine the sensitivity of the TRFCS technique, we did not record AA-\(d_1\) spectra prior to every run and hence cannot report absolute quantum yields.

**Fig. S4.** Typical broadband absorption spectrum of acrylic acid-\(d_1\) (AA-\(d_1\)) in blue, averaging 950 spectra. A shifted spectrum of undeuterated acrylic acid (AA) taken from the PNNL database (S7) is shown in red. Fine structure that appears in the blue trace is due to periodic baseline oscillations and not highly resolved ro-vibrational features of the AA-\(d_1\) band. The average initial AA-\(d_1\) molecular concentration is estimated above from the shifted and scaled AA band intensity to be \(\approx 4 \times 10^{14}\) cm\(^{-3}\) over the entire 12 cm central region of the flow cell (outlet-to-outlet, see Fig. S1), assuming even mixing within this high-flow region.

In Fig. S5, we show the recovery of the AA-\(d_1\) depletion as the gas in the photolyzed volume in pumped away and refreshed. At each delay time \(t_D\), the spectrum (a representative spectrum is
shown as the blue trace shown in Fig. S4) was smoothed using a low pass filter function and integrated to determine the percent depletion of AA-$d_1$ following photolysis. After a single 193 nm pulse (time zero), the initial AA-$d_1$ concentration is depleted by $\approx$1.6% (extrapolated to a delay of $t_D = 0$ ms) relative to the typical initial spectrum shown in Fig. S4. The blue curve in Fig. S5 is a fit to an exponential decay, with an amplitude of $1.61\% \pm 0.04\%$ and a decay coefficient $k_{\text{pump}} = 3.0 \text{ s}^{-1} \pm 0.1 \text{ s}^{-1}$ (1σ statistical uncertainty from the fit). This value agrees well with the decay constant at long times of $\approx 3 \text{ s}^{-1}$ of the HOD concentration.

The photodepletion of AA-$d_1$ at $t_D = 0 \mu$s provides the AA-$d_1$ absorption cross section $\sigma_{AA}$

$$\frac{[AA]}{[AA]_0} = 1 - \exp(-\sigma_{AA} \Phi H),$$

(ES5)

where $\Phi$ is the photodissociation quantum yield and $H$ is the laser fluence divided by the photon energy (photon cm$^{-2}$). Assuming $\Phi = 1$ and a laser fluence calculated from the excimer parameters, we estimate $\sigma_{AA} = 1 \times 10^{-17}$ cm$^2$ at 193 nm, in good agreement with that reported in Fig. 1 of Ref. S10 and noted in Ref. 34 of the main text.
**Fig. S5.** Percent depletion of the integrated AA-$d_1$ band intensity as a function of time after the 193 nm photolysis pulse. Each data point in Fig. S5 is an average of 950 duty cycles at an integration time of 50 µs. The fit decay curve is a measure of the gas residence time within the high-finesse cavity flow cell. The fit decay constant is $k_{\text{pump}} = 3.0 \pm 0.1 \text{ s}^{-1}$. 
**Fig. S6.** Unobscured plot of the measured C$_2$HD concentration versus time following the photolysis of AA-$d_1$. Note that C$_2$HD is formed immediately ($t_D = 0$), therefore making it a direct product of AA-$d_1$ photodissociation. The biexponential fit (black) excludes data measured at times $t_D \leq 12$ ms (the first three data points).

**Time-dependent Acetylene-$d_1$ concentration:** The measured time-dependent absolute concentration of C$_2$HD is plotted in Fig. S6, as well as in Fig. 4 of the main text. The initial molecular concentration of C$_2$HD in the 50 µs immediately following photolysis was $7 \times 10^{11}$ cm$^{-3}$ with an experimental uncertainty of $\pm 3 \times 10^{11}$ cm$^{-3}$. We observe an initial decay of C$_2$HD of approximately 30% in the first 4 ms. Since, following initial formation, C$_2$HD does not undergo subsequent reactions, we attribute this decay to fast local diffusion of primary photoproducts out of the probe volume (1.2 mm cavity waist at the center of the flow cell). This arises from both
the non-uniform illumination of the sample by the excimer beam and any inhomogeneous
distribution of reagent AA-\textit{d}_1 within the flow cell caused by the high purge flows. Diffusion
must also be partially responsible for a small fraction of the initial 4 ms decay of HOD (panels A
and B of Fig. 4 of the main text), but isotope exchange reactions must contribute to most of the
decay, especially after 4 ms. The magnitude of HOD loss due to exchange reactions can be seen
in the concomitant rise of D\textsubscript{2}O products (panels A and B, Fig. 4), which is not formed as a
primary photoproduct. Again, roughly 30\% of the HOD loss, occurring in the first 4 ms, cannot
be accounted for by reaction and is consistent with early diffusional loss. The \textit{trans}-DOCO
reacts too rapidly to be affected by diffusion. As was the case for HOD and D\textsubscript{2}O, the C\textsubscript{2}HD
concentration at $t_D > 100$ ms is dominated by the gas residence time within the flow cell.

\textbf{Short Time Diffusional Loss:} The transient decays in C\textsubscript{2}HD and HOD products in the first few
milliseconds arise from diffusion out of the prove volume, in the direction transverse to the
cavity optical axis. Along this direction, the excimer laser responsible for photolysis is only
about a factor of 5 larger in beam waist than the cavity probe beam. The photolysis volume has a
cross-sectional area of 3 cm $\times$ 1 cm, whereas the probe volume is defined by the cavity waist
radius of $\approx$1.2 mm. While the photolysis volume is much larger than the probe, the excimer laser
power is not evenly distributed throughout the photolysis volume. We have made knife edge
measurements of the vertical (1 cm) excimer beam profile which indicate a roughly Gaussian
power distribution, whereas the horizontal (3 cm) beam profile appears to have a more
complicated shape. As the measured absorption is integrated over the horizontal beam profile,
diffusion in this dimension should play a smaller role than diffusion in the vertical. We have
modeled the diffusion as a one-dimensional problem involving a Gaussian distribution of
photoproducts with a FWHM = 0.54 cm. Under our experimental conditions ($T = 21 ^\circ$C, $P =1.6$
kPa, average molecular diameter of $d \approx 300$ pm), we calculate the diffusion coefficient of C$_2$HD in N$_2$ to be $D_{C_2HD} = 20$ cm$^2$ s$^{-1}$. We find that the modeled decay is in good agreement with the initial decay observed for C$_2$HD. We obtain similar results for HOD.

Possible Sources of Photoproducts HOD and C$_2$HD: We observe HOD and C$_2$HD products that are formed, within the first 25-50 $\mu$s, prior to any secondary chemistry. We hypothesize that these are formed from the unimolecular photodissociation of acrylic acid, but we acknowledge that we cannot yet exclude all other explanations without further experiments. Among the possible alternatives, we consider below issues related to cluster formation, H$_2$O contamination and wall effects.

Acrylic acid is well known to form dimers or larger clusters at room temperature. The new photoproducts could in principle arise from the photolysis of clusters. However, we estimate the fraction of dimers to be <1%, based on the dimerization equilibrium constant of $K_p = 2.6$ Torr (estimated by Osborne et al. in Ref. 37 of the main text) and the average partial pressure of AA-$d_1$ determined spectroscopically. This suggests that AA-$d_1$ clusters do not play a significant role in the observed photochemistry. However, in our current configuration, the AA-$d_1$ concentration is potentially inhomogeneous in the photolyzed volume, and is significantly higher as the precursor gas flow expands into the cell. We can exclude neither the possibility that some clusters are present in some regions of the cell, nor that there could a non-equilibrium concentrations of clusters.

It is difficult to quantify potential H$_2$O contamination on the walls of the flow cell, including the excimer windows. As described above, care was taken to ensure the isotopic purity of the synthesized AA-$d_1$ sample. Clean and dry excimer windows were installed prior to photolysis experiments, and a series of dry nitrogen flow and vacuum pumping cycles were conducted.
before AA-\textit{d}_1 was introduced. We used research grade N\textsubscript{2} and CO\textsubscript{2}, and AA-\textit{d}_1 was bubbled through the flow cell under experimental conditions for several minutes prior to the acquisition of photolysis data. Although the flow cell was not baked out at high temperature prior to photolysis experiments, the flow/pump cycles and AA-\textit{d}_1 purging is expected to significantly reduce hydrogen contamination on the wall of the flow cell to a minimum. These details regarding sample cell preparation are available earlier in the Supporting Information.

Experimentally, we always observed that D\textsubscript{2}O formation dominates the absorption spectra at long times (>80 ms), while the HOD signal simultaneously decreases (see Figs. 4A and 4B). We concluded that HOD is being converted to D\textsubscript{2}O, secondary chemistry is dominated by deuteration, thus indicating that H\textsubscript{2}O concentration must be low, and that the system is well passivated for deuterium over hydrogen.

It is possible that the excimer radiation initiates photochemistry of acrylic acid deposited on the laser windows; AA* + AA reactions could give rise to the products observed. The excimer windows are located approximately 1.27 cm from the probe beam. Photoproducts would need to be ejected into the central probe axis (central 1.2 mm beam waist) within the first 25-50 µs. It is less likely that the H in HOD comes from OH groups on the window. Given the 90% isotopic composition of the AA-\textit{d}_1 precursor and complete reaction of HOD to D\textsubscript{2}O, we expect species adsorbed on the excimer windows to be heavily depleted in reactive hydrogen.
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