The pattern of northern hemisphere surface air temperature during prolonged periods of low solar output
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[1] We show that the reconstructed sensitivity of the sea level temperature to long term solar forcing in the Northern Hemisphere is in very good agreement with the empirical temperature pattern corresponding to changes of the North Annular Mode (NAM). This implies that long-term variations of solar output affect climate predominantly through the NAM that extends throughout the stratosphere and troposphere.

INDEX TERMS: 1650 Global Change: Solar variability; 1620 Global Change: Climate dynamics (3309); 3309 Meteorology and Atmospheric Dynamics: Climatology (1620); 3344 Meteorology and Atmospheric Dynamics: Paleoclimatology; 3362 Meteorology and Atmospheric Dynamics: Stratosphere/ troposphere interactions; 7538 Solar Physics, Astrophysics, and Astronomy: Solar irradiance.


1. Introduction

[2] Although anthropogenic greenhouse gases have been the major contributors to global warming during the last half of the 20th century, there is considerable evidence that solar variability played an important role in earlier climate history [Lean and Rind, 2001; Shindell et al., 2001]. One such period is from 1900 to the 1950’s, the early twentieth century [Cliver et al., 1998]. Other suggested periods occurred earlier: the Medieval Maximum (around 1200), the Spoerer Minimum (1450–1550), the Maunder Minimum (1645–1715), and the Dalton Minimum (around 1800), during which solar activity was enhanced or suppressed [Jirikowic and Damon, 1994]. The most studied period is the Maunder Minimum during which winter temperatures in Northern Europe were depressed. Regional mean winter temperatures in North America and Northern Europe were lower by 1–1.5°C [Pfister, 1995].

[3] Long-term changes in the solar output are independently observed in sunspots, geomagnetic activity, auroral appearances and in cosmogenic isotopes. Sunspots have been observed telescopically from the time of Galileo. Geomagnetic activity, driven by the solar wind, has been measured since mid of 19th century. Scientifically useful records of auroral observations began in 450 AD [Silverman, 1992]. 14C covers thousands of years until the 20th century when it became contaminated by anthropogenic carbon. 10Be covering 107 years shows the same behavior as 14C but is not contaminated by anthropogenic isotopes [Beer, 2000]. When these data sets overlap, they all testify to the same changes: weak solar outputs at the beginnings of the 18th, 19th and 20th centuries and during the Maunder Minimum (1640–1720) and strong solar outputs during the 12th century.

[4] These low-frequency variations in the solar output affect the Earth’s atmosphere. The strongest radiative effects are expected in the UV irradiance that causes temperature and ozone changes at the top of the stratosphere [Lean and Rind, 2001]. The stratosphere and the troposphere are connected dynamically through a major mode of atmospheric variability, called the North Annular Mode (NAM) in the Northern Hemisphere and the South Annual Mode (SAM) in the Southern Hemisphere. The NAM currently accounts for an average of 22% of the wintertime variance of the sea level pressure in the Northern Hemisphere at sea level [Thompson and Wallace, 1998]. A robust relationship between solar cycle variations, proxied by the 10.7 cm solar radiation, and the NAM has been found for the current epoch 1958–1997 using the NCEP Reanalysis data [Ruzmaikin and Feynman, 2002]. In particular, the mean index of NAM, defined as the principal component (PC) of the first Empirical Orthogonal Function (EOF) of geopotential height anomalies, was found to be systematically more negative (corresponding to a weaker polar jet) all the way through the stratosphere and troposphere during low solar activity. This “propagation” through the stratosphere into the troposphere without damping distinguishes this effect from the well-known Van Loon-Labitzky effect of UV on the upper stratosphere during West QBO in late winter, which damps out at the tropopause and so cannot effect the lower troposphere temperature. [These results are not significantly changed by the omission of data from the two years after each of the Al Agung, El Chicon and Pinatubo volcanic eruptions.] The tendency for the atmosphere to be in the low NAM state was shown in GCM modeling. The modeling has also demonstrated that regional climate impacts of volcanic and solar forcing are distinctively different [Shindell et al., 2003]. In particular, in contrast to the response to solar forcing the long-term (decadal and longer) response to volcanic eruptions is relatively weak due to opposing radiative and dynamic effects.

[5] Here we show that the reconstructed sensitivity of the sea level temperature to long term solar forcing in the Northern Hemisphere [Waple et al., 2002] is in a very good agreement with the temperature pattern corresponding to a

Copyright 2004 by the American Geophysical Union.
0094-8276/04/2004GL019955
A decrease in the NAM index. This implies that long-term variations of solar output influence climate of the extratropical Northern Hemisphere predominantly through the NAM and the solar effects on the higher modes are less important.

To demonstrate the role of the NAM in the atmospheric response to solar variability we use NCEP Reanalysis monthly mean data to generate data sets in which the NAM dominates over all other contributions to the potential height anomalies (Section 2). We then find the corresponding temperature patterns for high and low NAM. In Section 3 the differences in these temperature patterns are compared with the temperature sensitivity to long-term solar output changes. The results are discussed in Section 4.

2. Temperature Changes Associated With NAM Changes

Since the EOF’s are orthogonal functions, the observed geopotential height pattern at any time can be expressed as a superposition of its EOFs, i.e., as \( \sum_{n=1}^{\infty} PC_n(t) EOF_n(x, y) \), where \( PC_n(t) \) is the principle component of the EOF of potential height anomalies (Section 2) at time \( t \). To isolate the temperature pattern due to the NAM we first choose months, marked \( t_1, t_2, \ldots, t_N \), for which the \( PC_1 \), called the NAM index, has high positive values. Next we form a composite of these months. Since the \( PC_1 \)’s are all large and positive they add constructively. However the \( PC_n \) with \( n > 1 \) can have either sign and any value and tend to cancel each other in the composite. Hence \( \frac{PC_1(t_1) + PC_1(t_2) + \ldots}{\sum_{n=2}^{\infty} (PC_n(t_1) + PC_n(t_2) + \ldots)} \) for any \( n > 1 \). In practice, we find that a composite of monthly data from about 10 years give a EOF pattern that is consistent from month to month. We then generate the temperature pattern \( (TP) \) for this composite. Note that the temperature pattern corresponding to the first EOF of geopotential heights does not necessarily coincide with the first EOF of the temperature. Also note that the pattern represents the NAM contribution to the temperature even when the NAM index is small compared with the indices of higher EOF’s.

The procedure is then repeated using months with the most negative NAM to find the corresponding temperature pattern \( TN \). The change in temperature pattern \( \Delta T = TN - TP \) is due to the change of the atmosphere from the state with the large mean negative NAM index to the state with the large mean positive index.

One possible source of error in this procedure comes from global warming. The NCEP Reanalysis data is a reconstruction of the observations and therefore contains all of the variability, including the systematic global warming caused by greenhouse gases. The global warming is not randomly distributed, hence it would not be automatically suppressed in a composite. To examine this effect we generated the difference in composites of months for the same range of NAM indices before 1970 with years of NAM indices after 1990. The resulting pattern showed a narrow circumpolar warming over the last 50 years. Since there is no evidence for a systematic long-term increase in the solar output during this time [Arge et al., 2002] it represents the part of the global warming over the last 50 years, which is not due to solar forcing. The contamination to the composite NAM’s due to this global warming is reduced as far as possible by choosing the years that make up the composites in such a way that each year chosen for the high NAM index data has a close partner year in the low NAM index data. With such a selection the contribution of global warming is minimized when the low NAM temperature data is subtracted from the high NAM data to find \( \Delta T \).

Our results for each of the winter months are shown in Figure 1. Altogether 96 months of data were used to generate these \( \Delta T \) temperature patterns. The differences between the patterns reflect a combination of true seasonal variations and uncertainties in the data analysis due to any contribution from residual higher EOFs. The patterns have
important features in common. Siberia and Northern Europe experience a cooling, the extent of which changes as we go from fall toward spring. For example, the cooling region is mostly confined to Siberia in November but it spans the entire Eurasian continent in February. All months also show cooling in eastern North America, stretching into Canada in February. In contrast, for all months there is a strong heating in the area of Greenland, which for some months stretches to Northern Alaska. A less intense warming pattern also appears over North Africa and the Middle East.

[11] Note that we could not generate the NAM temperature patterns using the summer data. The reason is that the NAM index is much smaller in summer so that the higher EOF’s are not sufficiently suppressed in the composite.

3. Comparison With the Temperature Sensitivity to Solar Irradiance

[12] Waple et al. [2002] reconstructed the pattern of correlations between sensitivity of empirically derived surface temperatures to solar irradiance variations for the period 1650 to 1850. They show the regional sensitivity of the temperature to the solar irradiance in the period band exceeding 40 years. The temperature changes due to NAM variability found above and the Waple et al. map are in remarkably good agreement. For low solar output both the NAM temperature pattern and the temperature sensitivity to solar forcing (Figure 2) show cooling stretching across Europe through Siberia and even encompassing Japan to some extent. North America also experiences cooling south of Hudson Bay. In contrast, during these periods, the west coast of Greenland experiences strong heating in both datasets, and there is a less strong heating in the Middle East. The cooling in Northern Africa seen in our NAM patterns could not be verified because of lack of data for the temperature reconstruction. Thus the major part of the Northern Hemisphere temperature changes driven by the Sun can be attributed to the effect of solar changes on the NAM mode of atmospheric variability. This remarkable result appears particularly interesting when we take into consideration that annual averages used to generate Figure 2 include tree-ring data, a summer indicator associated with small NAM indices. In accord with our results, the summer sea level NAM index reconstructed from the tree-ring data is negative during the Maunder Minimum [D’Arrigo et al., 2003].

[13] The magnitude of the temperature changes believed to have taken place during the Maunder Minimum remains uncertain. A linear scaling of the changes in the NAM index from solar maximum to solar minimum found in earlier work [Ruzmaikin and Feynman, 2002] yields a factor of two larger change in NAM during the Maunder Minimum. This implies a change in Northern Europe temperature of about 1 degree. The global mean temperature anomaly is much less than that because of the averaging over the heating and cooling regions. This agrees with the Mann et al. [1998] reconstruction that shows the global mean temperature during the Maunder Minimum to be only a fraction of a degree cooler than the periods of higher solar output before and after it. However, the relationship between the temperature and the NAM is non-linear and more study is needed to evaluate the magnitude of the change.

4. Discussion

[14] Because the NAM is influenced by the interaction between planetary waves and zonal-mean zonal wind [Thompson and Wallace, 1998] it is important to check to what degree the patterns of variability found above are robust to changes to this interaction. A major cause of stationary planetary waves is the surface land/sea thermal contrast, which depends on the ocean-air coupling. We carried out two 10-year climate simulations using the National Center for Atmospheric Research Community Climate Model version 3 (CCM3) [Kiehl et al., 1998]. The model was configured to have a horizontal resolution of 2.8° × 2.8° and 18 vertical levels. In the simulations, both the atmospheric composition and external forcing were fixed. In the first simulation, the ocean surface conditions (temperature and sea ice distribution) were prescribed from a 12-month climatology derived from satellite observations. In the second simulation, ocean temperature is computed interactively using a simple thermodynamic model of the mixed layer. Heat transport to and from the deep ocean is prescribed such that the predicted ocean surface temperature resembles observations. By allowing the ocean to have a finite heat capacity, local energy exchange provides an additional (negative) feedback for the surface exchange. Only in the second simulation (interactive ocean) we find general agreement between the simulated and the empirical patterns. This important role of the ocean was also indicated by Waple et al. [2002].

[15] To further confirm the physical processes involved, we investigated the wave (EP) flux transport during the periods used in the analysis described in Section 2. GCM modeling has previously shown [Limposuvan and Hartmann, 2000] that a negative NAM is associated with increased heat transport to the polar regions. We found that this is also the case for the sub-sample of NCEP Reanalysis data used here. The NAM apparently involves a coupling of the planetary waves and the temperature into a non-linear dissipative system, with a damping time $\tau \approx 30$ days in the low stratosphere. This is supported by the observations that the March polar temperature is strongly correlated with
the January–February EP flux in the 100–400 hPa and 45°–75°N [Newman, et al., 2001]. The NAM is obviously subjected to a number of forcings, from powerful synoptic activity in the troposphere to QBO, volcanic and demonstrated here solar variability forcing in the stratosphere.

[16] In summary: the strong similarity of patterns of sensitivity to solar forcing with that corresponding to changing the isolated NAM index implies that variations of the solar output primarily affect the North Annular Mode of atmospheric variability. This also lends additional credence to the mechanism of solar influence on climate driven by the changes of the UV irradiance in the stratosphere.
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