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Abstract  Weak-motion geotechnical array recordings at 38 stations of the Japanese strong-motion network KiK-Net from the 2003 $M_w$ 7.0 Miyagi-Oki aftershock sequence are used here to quantify the amplification and attenuation effects of near-surface formations to incident seismic motion. Initially, a seismic waveform optimization algorithm is implemented for the evaluation of high-resolution, low-strain velocity ($V_s$), attenuation ($Q_s$), and density ($\rho$) profiles at the sites of interest. Based on the inversion results, $V_s$ versus $Q_s$ correlations are developed, and scattering versus intrinsic attenuation effects are accounted for in their physical interpretation. Surface-to-downhole traditional spectral ratios (SSR), cross-spectral ratios (c-SSR), and horizontal-to-vertical (H/V) site-response estimates are next evaluated and compared, while their effectiveness is assessed as a function of the site conditions classified on the basis of the weighted average $V_s$ of the upper 30 m ($V_{s30}$) of the formations. Single and reference-station site-response estimates are successively compared to surface-to-rock outcrop amplification spectra and are evaluated by deconvolution of the downhole records based on the inversion results; comparison of the observed SSR and estimated surface-to-rock outcrop amplification spectra illustrates the effects of destructive interference of downgoing waves at the downhole instrument level as a function of the site class. Site amplification factors are successively computed in reference to the National Earthquake Hazards Reduction Program (NEHRP) B–C boundary site conditions ($V_{s30} = 760$ m/sec), and results are compared to published values developed on the basis of strong-motion data and site-response analyses. Finally, weak-motion SSR estimates are compared to the mainshock spectra, and conclusions are drawn for the implications of soil nonlinearity in the near surface. Results presented in this article suggest that currently employed site classification criteria need to be reevaluated to ensure intraclass consistency in the assessment of amplification potentials and nonlinearity susceptibility of near-surficial soil formations.

Introduction

It has been long recognized that the destructiveness of ground shaking during earthquakes can be significantly aggravated by the mechanical properties of surficial geological formations, typically referred to as local soil conditions. Indeed, ground-motion recordings collected in the recent past have revealed in many cases that subsoil characteristics had significant influence on the amplitude level, frequency composition, and duration of surface ground shaking, while the variability in seismic intensity and structural damage severity has been shown to correlate strongly with the variability of soil stratigraphy at a given area. Therefore, realistic ground-motion predictions of future earthquakes can be only achieved by combining source, wave-propagation, and site-response models, and according to Field et al. (1997), an important step toward this goal is the consensus that exists today between the earthquake engineering and seismological community that the response of soft sediments to strong ground motion may significantly affect the catastrophic consequences of large earthquakes.

The increasing number of observations in the last three decades has contributed toward the understanding of strong-motion site effects by the engineering and seismological communities alike and has allowed advancements to be made in the state of knowledge and modeling of sediment response in situ (Field et al., 1997). Nonetheless, further resolution and effective representation of the physics in the near surface
requires a good estimate of the input motion, and by far the best source of information is provided by downhole arrays. Downhole array recordings obtained in seismically active areas in the recent years (e.g., Japan, Taiwan, California, and Greece) have significantly contributed to the advancement of understanding on the critical mechanisms that govern the seismic response of near-surface geological formations, thus being a valuable complement to existing in situ and laboratory techniques. Among others, borehole measurements provided direct in situ evidence of nonlinearity (e.g., Seed and Idriss, 1970; Wen et al., 1994; Zeghal and Elgamal, 1994; Iai et al., 1995; Sato et al., 1996; Aguirre and Irikura, 1997; Satoh et al., 2001); they have invited a reevaluation of the use of surface-rock recordings as input motion to soil columns (e.g., Satoh et al., 1995; Steidl et al., 1996; Boore and Joyner, 1997), and they have provided basic information about scaling and alluvium sites are located at the surface (e.g., Borcherd, 1970; Hartzell, 1992; Margheriti et al., 1994; Field and Jacob, 1995; Kato et al., 1995; Field, 1996; Hartzell et al., 1996; Su et al., 1996; Bonilla et al., 1997).

Overall, downhole instrumentation is a valuable complement to in situ and laboratory geotechnical investigation techniques, providing critical constraints both on interpretation methods for surface observations as well as information on the real material behavior and overall site response over a wide range of loading conditions (Assimaki et al., 2006). The amount and quality of information from downhole arrays in seismically active areas is the key to both improve the understanding of in situ soil behavior and to assess the modeling and parametric uncertainty of employed methodologies for strong-motion site-response analysis; this type of validation process that involves full-scale in situ data that only strong-motion arrays can provide is the only one that will be accepted both by engineering practitioners and seismologists and that will result in successful technology transfer of cost-effective and efficient strong-motion site-response analyses (Kramer and Paulsen, 2004).

Toward this target, downhole array seismogram recordings are being used in this study to assess the effectiveness of site-response estimates for weak ground motion and the validity of site-classification criteria and corresponding amplification factors in the description of the amplification potential and nonlinearity susceptibility of near-surface geologic formations. For this purpose a seismic waveform inversion algorithm developed by Assimaki et al (2006) is initially implemented for the evaluation of high-resolution, low-strain shear-wave velocity ($V_s$), attenuation ($Q_s$), and density profiles at 37 geotechnical array sites of the Japanese strong-motion network KiK-Net (Aoi et al., 2000); based on the inversion results, $V_s–Q_s$ correlations are derived for the near-surface (0–30 m) and underlying (30–100 m) soil layers and are interpreted to account for the effects of scattering and intrinsic (material) attenuation. Successively, the sites are classified through the weighted average inverted velocity of the upper 30 m ($V_{s30}$) according to the National Earthquake Hazards Reduction Program (NEHRP) site classification system.

Weak-motion recordings obtained during the 2003 $M_w$ 7.0 Miyagi-Oki aftershock sequence are next used in conjunction with the inverted profiles to evaluate the effectiveness of single-station and reference-station site amplification estimates. In particular, surface-to-downhole traditional (SSR) and cross-spectral (c-SSR) ratios, as well as horizontal-to-vertical (H/V) site-response estimates are compared, and their effectiveness is evaluated as a function of the corresponding site class. The single and reference-station site responses are also compared to surface-to-rock outcrop spectral amplification ratios, evaluated by deconvolution of downhole recorded motions to the rock outcrop of the underlying halfspaces at each site. Comparison between the traditional surface-to-borehole and surface-to-rock outcrop spectral ratios reveals the effects of destructive interference of downgoing waves in the former site-response estimate as function of the soil conditions. Average frequency-dependent site-response estimates in the frequency range 0.5–1, 1–3, 3–5, 5–7, and 7–10 Hz are also compared across the methods.

Peak ground acceleration (PGA) and response spectral (SA) site amplification factors for short and long periods (time $T = 0.3$ and 1.0 sec, correspondingly) are successively computed in reference to the NEHRP B–C boundary site conditions ($V_{s10} = 760$ m/sec), and results are compared to standard unified building code provisions and attenuation relation site amplification factors developed on the basis of strong-motion data and site-response analyses. Finally, once the range of effectiveness of weak-motion site-response estimates and site amplification factors is assessed as a function of the soil conditions for the region of interest, surface-to-borehole weak-motion estimates of site response are compared to the corresponding spectra evaluated for the mainshock of the event, and conclusions are drawn for the implications of soil nonlinearity in the near surface for the site conditions examined.

Stochastic Seismogram Inversion Algorithm with Deterministic Local Hill Climbing

Nonlinear multiparametric seismogram inversion is typically treated as an optimization problem for which a suitably chosen measure of the data misfit is minimized or maximized as a function of the model parameters. These measures are referred to as objective or fitness functions, and in seismological problems they typically describe either the error energy or the normalized correlation function between recorded data and synthetics. In the forward problem, however, the formulation nonlinearity is reflected on the objective functions as multiple local maxima and minima respectively. Therefore, traditional search techniques based on local linearization, which use characteristics of the problem to determine the next sampling point (e.g., gradients, Hessians, linearity, and continuity), are computationally efficient but fail to identify the best-fit solution when the starting model is too far from
the global optimal solution. On the other hand, stochastic search techniques (e.g., genetic algorithms and simulated annealing) have been shown to efficiently identify promising regions in the search space, but their convergence rate has been shown to be poor in localized searches (Bersini and Renders, 1994; Houck et al., 1996).

Developed by Assimaki et al. (2006), the optimization technique employed in this article is a two-step process, namely a genetic algorithm in the wavelet domain coupled to a nonlinear least-squares fit in the frequency domain. This approach has been shown to improve the computational efficiency of the former while avoiding the pitfalls of using local linearization techniques such as the latter for the optimization of multimodal, discontinuous, and nondifferentiable functions (Houck et al., 1996). The parameters estimated are stepwise variations of the shear-wave velocity, attenuation, and density with depth for horizontally layered media with predefined layer thickness. Deterministic lower and upper bounds are imposed on the vector of unknowns to constrain the search space based on independent geological and geotechnical site characterization data.

For the global optimization scheme, the objective function is defined as the normalized correlation between observed data and synthetics, as follows (Stoffa and Sen, 1991):

$$C(m) = \frac{1}{N_p} \sum_{i=1}^{N_s} \left( \frac{2 \sum_{i=1}^{N_{TS}} a_i a_i^*(m)}{\left( \sum_{i=1}^{N_{TS}} a_i a_i^* \right) \left( \sum_{i=1}^{N_{TS}} a_i(m) a_i^*(m) \right)} \right),$$

where $a_i$ and $a_i(m)$ are the observed and synthetic seismograms, respectively, $N_{TS}$ is the number of time steps, and $N_p$ is the number of wavelet decomposition bands of the signal. In this case, the mathematical representation of the forward problem propagates the measured total motion at the borehole depth to the surface through an idealized medium. Successively, the coherency between measured and predicted processes at the surface station of the array maps the similarity between the idealized soil configuration and the real soil structure. Therefore, the objective of the optimization scheme is to maximize the normalized cross correlation, identifying the so-called best-fit layered soil configuration. Decomposing the signal in the wavelet domain and normalizing the approximation and details—as opposed to the original signal—in the objective function definition allow for equal weighting of the information across all frequency bands, an approach preferable to a time-domain representation that would inevitably emphasize the larger amplitude signals of the nonstationary ground motion in time and frequency.

Further accelerating the convergence of the optimization scheme, a local improvement operator is employed at the end of the selection process of each generation. In particular, once the best-fit solutions are identified, a nonlinear Gauss–Newton scheme is employed, opting at convergence of the active parental generation toward local minima or maxima prior to mutation, crossover, and reproduction. This technique, referred to as the hill-climbing method of local optimization, has been shown to significantly enhance the performance of genetic algorithms (Bersini and Renders, 1994; Houck et al., 1996). The objective function of the nonlinear least-squares optimization is defined in the frequency domain, as the energy error between the model and data vectors:

$$E(m) = \frac{\left( \sum_{i=1}^{N_s} (A_0 - A_i^*[m])^2 \right)}{\left( \sum A_0^2 + \sum (A_i^*[m])^2 \right)},$$

where $A_0$ and $A_i(m)$ are the empirical and theoretical transfer functions, respectively, and $N_s$ is the number of frequencies.

The algorithm is repeated in series for multiple borehole and surface waveform pairs. Among the total number of available motions recorded at a given station, a subset is selected on the basis of the available signal-to-noise ratio (SNR). The averaging of the optimal solution for multiple events achieves both minimization of the error propagation of the measured process and the effects of the forward numerical model limitations, thus obtaining the most probable best-fit solution to the inverse problem. For further information, the reader is referred to Assimaki et al. (2006) and Assimaki and Steidl (2007).

Seismogram Inversion of the Miyagi-Oki
5 May 2003 Aftershock Sequence

The 2003 Miyagi-Oki earthquake (26 May 2003, 18:24 UTC, $M_w$ 7.0), an intraslab earthquake of the Pacific plate (Yamanaka and Kikuchi, 2003), occurred at about 70-km depth at an epicentral distance several kilometers offshore, near the boundary of the Miyagi and Iwate refectories (38.806° N, 141.685° E, National Research Institute for Earth Science and Disaster Prevention [NIED], Hi-Net). The ground motion was widely felt in the northern half of Japan, was recorded at about 800 stations of nationwide strong-motion networks K-Net (Kinoshita, 1998) and KiK-Net (Aoi et al., 2000), and was characterized by very large PGA at many stations (Satoh, 2004).

Despite the large hypocentral distance of most stations (typically on the order of 80 km or greater), multiple instruments of NIED recorded very large values of PGA; at five stations in particular, including two Japan Meteorological Agency (JMA) stations, PGA exceeded 1g (980 cm/sec²) at an epicentral distance of approximately 100 km. Figure 1 illustrates the aftershock distribution as depicted by the Japanese high-sensitivity seismogram network Hi-Net, the ground-motion intensity distribution corresponding to the mainshock event ($M_w$ 7.0, 26 May 2003, 18:24 UTC), and the location of 38 KiK-Net stations used for the purpose of this study. The corresponding station codes, longitude,
latitude, ground surface elevation, and borehole instrument depths are listed in Table 1.

Finally, the horizontal PGA as a function of hypocentral distance as recorded by K-Net and KiK-Net surface stations is shown in Figure 1c (Tsuda et al., 2006). Also shown is the empirical attenuation curve proposed by Shi and Midorikawa (1999) for the Miyagi and Iwate prefectures, derived by averaging techniques of the observed response during past events. It should be noted that the PGA from this event exceeded the empirical relationship described previously, especially for stations at smaller distances, generating large high-frequency ground motions, which are a common characteristic of intraslab earthquakes at close stations (Mori-kawa and Sasatani, 2003).

Among approximately 240 events recorded at these stations in the period 3 May–14 July 2003, 14 events with $M_w > 4$ were selected for the purpose of this study, and the corresponding borehole and surface three-component ac-

---

**Figure 1.** (a) Aftershock distribution by manual picking of Hi-Net data. (b) Ground-motion intensity distribution corresponding to the mainshock event ($M_{7.1}$ 26 May 2003 18:24 UTC), and location of the 38 KiK-Net stations used for the purpose of this study. Depths of the boreholes are larger than 100 m at most stations, and shear-wave velocities are larger than 500 m/sec at the depth of the borehole instruments; the triangles depicted correspond to the station locations used in this study, the solid star to the mainshock epicenter and the open stars to the aftershock epicenters used in this work. (c) Peak horizontal accelerations as a function of hypocentral distance from 26 May 2003 Miyagi-Oki mainshock. The circles and squares correspond to the peak horizontal acceleration by K-Net and KiK-Net, respectively, with gray denoting the stations used in this study. The solid curve shows the empirical attenuation relationship evaluated by Shi and Midorikawa (1999), while the dashed lines correspond to the empirical relation $\pm$ a factor of 2 (Tsuda et al. 2006).
acceleration time histories will be used in the ensuing. Note that the event selection criterion ensures both adequate SNR and acceleration amplitude low enough to allow the material response to be realistically represented by means of a viscoelastic-layered medium. The hypocenter latitude, longitude, and depth, as well as the event magnitude and time of occurrence, are listed in Table 2, while their epicentral locations are depicted by the triangles in Figure 1b.

The global-local optimization scheme was applied in series for the ensemble of events at each station, and the optimal soil configuration was estimated by averaging the individual best-fit soil configurations. For each event, the signal processing of the borehole and surface records comprised the following steps: (1) computation of the transverse motion at all receiver depths by rotating the north–south and east–west seismogram components through the great circle path based on the event and receiver coordinates, (2) denoising of the rotated components by applying an energy

<table>
<thead>
<tr>
<th>Date (MM/DD/YY)</th>
<th>$M_w$</th>
<th>Longitude (deg)</th>
<th>Latitude (deg)</th>
<th>Depth (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>05/26/03, 22:34</td>
<td>4.6</td>
<td>141.6</td>
<td>38.89</td>
<td>76</td>
</tr>
<tr>
<td>05/27/03, 00:44</td>
<td>4.7</td>
<td>141.66</td>
<td>38.95</td>
<td>69</td>
</tr>
<tr>
<td>05/27/03, 10:47</td>
<td>4.5</td>
<td>141.68</td>
<td>38.75</td>
<td>66</td>
</tr>
<tr>
<td>05/27/03, 13:11</td>
<td>4.5</td>
<td>141.68</td>
<td>38.74</td>
<td>66</td>
</tr>
<tr>
<td>05/27/03, 21:12</td>
<td>4</td>
<td>141.64</td>
<td>38.96</td>
<td>68</td>
</tr>
<tr>
<td>05/28/03, 6:24</td>
<td>4.5</td>
<td>141.62</td>
<td>38.85</td>
<td>73</td>
</tr>
<tr>
<td>05/31/03, 1:33</td>
<td>4</td>
<td>141.62</td>
<td>38.78</td>
<td>68</td>
</tr>
<tr>
<td>05/31/03, 18:42</td>
<td>4.7</td>
<td>141.62</td>
<td>38.85</td>
<td>74</td>
</tr>
<tr>
<td>06/01/03, 5:38</td>
<td>4.2</td>
<td>141.61</td>
<td>38.86</td>
<td>74</td>
</tr>
<tr>
<td>06/10/03, 16:24</td>
<td>4.8</td>
<td>141.67</td>
<td>38.93</td>
<td>67</td>
</tr>
<tr>
<td>06/28/03, 20:19</td>
<td>4.3</td>
<td>141.58</td>
<td>38.81</td>
<td>72</td>
</tr>
<tr>
<td>07/14/03, 7:30</td>
<td>4.1</td>
<td>141.66</td>
<td>38.87</td>
<td>70</td>
</tr>
<tr>
<td>07/18/03, 12:32</td>
<td>4.4</td>
<td>141.59</td>
<td>38.28</td>
<td>75</td>
</tr>
<tr>
<td>07/21/03, 19:04</td>
<td>4.3</td>
<td>141.61</td>
<td>38.8</td>
<td>71</td>
</tr>
</tbody>
</table>

Epicenters are depicted as triangles in Figure 1b.

Table 1
KiK-Net Stations Used for the Purpose of This Study

<table>
<thead>
<tr>
<th>Station Code</th>
<th>Station Name</th>
<th>Latitude (deg)</th>
<th>Longitude (deg)</th>
<th>Surface Altitude (m)</th>
<th>Borehole Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IWTH01</td>
<td>NINOHE-E</td>
<td>40.2356</td>
<td>141.3458</td>
<td>230</td>
<td>200</td>
</tr>
<tr>
<td>IWTH02</td>
<td>TAMAYAMA</td>
<td>39.8222</td>
<td>141.3861</td>
<td>675</td>
<td>102</td>
</tr>
<tr>
<td>IWTH03</td>
<td>IWAZUMI</td>
<td>39.7994</td>
<td>141.6556</td>
<td>310</td>
<td>100</td>
</tr>
<tr>
<td>IWTH04</td>
<td>SUMITA</td>
<td>39.1781</td>
<td>141.3944</td>
<td>620</td>
<td>106</td>
</tr>
<tr>
<td>IWTH05</td>
<td>FUJISAWA</td>
<td>38.8625</td>
<td>141.3547</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>IWTH06</td>
<td>NINOHE-W</td>
<td>40.2583</td>
<td>141.1744</td>
<td>225</td>
<td>100</td>
</tr>
<tr>
<td>IWTH07</td>
<td>KARUMAI</td>
<td>40.2678</td>
<td>141.5744</td>
<td>260</td>
<td>120</td>
</tr>
<tr>
<td>IWTH08</td>
<td>KUJI-N</td>
<td>40.2658</td>
<td>141.7867</td>
<td>175</td>
<td>100</td>
</tr>
<tr>
<td>IWTH09</td>
<td>KUJI-S</td>
<td>40.0833</td>
<td>141.7156</td>
<td>240</td>
<td>100</td>
</tr>
<tr>
<td>IWTH10</td>
<td>ASHIRO</td>
<td>40.1364</td>
<td>140.9564</td>
<td>308</td>
<td>100</td>
</tr>
<tr>
<td>IWTH11</td>
<td>ICHINOHE</td>
<td>40.0783</td>
<td>141.1915</td>
<td>629</td>
<td>300</td>
</tr>
<tr>
<td>IWTH12</td>
<td>KUNOHE</td>
<td>40.1506</td>
<td>141.4281</td>
<td>365</td>
<td>100</td>
</tr>
<tr>
<td>IWTH13</td>
<td>KUZUMAKI</td>
<td>39.9369</td>
<td>141.5528</td>
<td>570</td>
<td>117</td>
</tr>
<tr>
<td>IWTH14</td>
<td>TAROU</td>
<td>39.7406</td>
<td>141.9125</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>IWTH15</td>
<td>YAHABA</td>
<td>39.6119</td>
<td>141.0964</td>
<td>195</td>
<td>122</td>
</tr>
<tr>
<td>IWTH16</td>
<td>KAWAI-N</td>
<td>39.6414</td>
<td>141.6013</td>
<td>305</td>
<td>103</td>
</tr>
<tr>
<td>IWTH17</td>
<td>KAWAI-S</td>
<td>39.46</td>
<td>141.6806</td>
<td>552</td>
<td>100</td>
</tr>
<tr>
<td>IWTH18</td>
<td>HANAMAKI-N</td>
<td>39.4531</td>
<td>141.0036</td>
<td>220</td>
<td>101</td>
</tr>
<tr>
<td>IWTH19</td>
<td>HANAMAKI-S</td>
<td>39.3406</td>
<td>141.0508</td>
<td>106</td>
<td>156</td>
</tr>
<tr>
<td>IWTH20</td>
<td>YAMADA</td>
<td>39.4706</td>
<td>141.9372</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>IWTH22</td>
<td>TOUWA</td>
<td>39.3311</td>
<td>141.305</td>
<td>250</td>
<td>100</td>
</tr>
<tr>
<td>IWTH23</td>
<td>KAMAIHII</td>
<td>39.2717</td>
<td>141.8267</td>
<td>44</td>
<td>103</td>
</tr>
<tr>
<td>IWTH24</td>
<td>KANEKASAKI</td>
<td>39.195</td>
<td>141.0153</td>
<td>200</td>
<td>150</td>
</tr>
<tr>
<td>IWTH25</td>
<td>ICHINOSEKI-W</td>
<td>39.0061</td>
<td>140.8667</td>
<td>386</td>
<td>260</td>
</tr>
<tr>
<td>IWTH26</td>
<td>ICHINOSEKI-E</td>
<td>38.9661</td>
<td>140.0047</td>
<td>125</td>
<td>108</td>
</tr>
<tr>
<td>IWTH27</td>
<td>RIKUZENTAKATA</td>
<td>39.0278</td>
<td>141.5356</td>
<td>80</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2
Event Information Used in This Study
threshold equal to 5% of the maximum spectral amplitude level, and (3) filtering using a Butterworth filter with a pass-band (1–15 Hz). Successively, the SNR of the rotated, denoised, and filtered seismograms is computed, and the four events with higher signal quality per station were selected for the inversion of the low-strain dynamic soil properties at stations 1–5.

Accounting for the fact that large events have longer source durations than smaller ones, the appropriate amount of digital information (i.e., seismogram time window) to be used in the optimization scheme was defined as a function of the event’s magnitude. Following Abercrombie (1997), we use 1-sec windows for small events ($M_L < 3$), 2-sec windows for events $3 < M_L < 4$, and 4-sec windows for the larger events. It should be noted that the selection of the appropriate time window is a trade-off between data misfit assessment points in the inversion scheme and excess information that cannot be reproduced by the forward mathematical model. While using long time windows ensures a robust estimation of the average empirical site response, hysteretic energy absorption and late arrivals of scattered energy are being simultaneously modeled through a mathematical operator that only describes vertically propagating upgoing and downgoing waves, thus reducing the accuracy of the estimated attenuation structure.

An example of the inversion scheme output, namely the average optimum soil structure obtained using multiple events at station MYGH04, is illustrated in Figure 2a. Also shown is the shear-wave velocity structure at the site that was obtained from a geophysical site investigation as well as empirical estimates of the local attenuation and density profiles that were used to seed the initial generation of the optimization scheme. Note that the use of available geotechnical information (i.e., a potentially good solution) as one of the randomly generated parameter vectors of the first parental population accelerates convergence of the genetic algorithm because the stochastic search by default improves iteratively existing models (i.e., estimates obtained through heuristic methods and/or current practices).

As can be readily seen, the inverted shear-wave velocity ($V_s$) structure does not deviate substantially from the coarsely reported geophysical data despite the refined discretization of the continuum used within the context of the inverse analysis, which is typically 1/4 of the reported layer thickness. Furthermore, as expected, the density structure is very similar to one estimated on the basis of the available geotechnical information. A comparison of the surface measured and synthetic waveforms for the 2-sec time window used in the optimization process, computed when the average optimum shear-wave velocity, attenuation, and density profile are subjected to the total motion recorded at the borehole level during four aftershock events, is shown in Figure 2b. As can be readily seen, the hybrid stochastic–deterministic optimization scheme may depict refined varia-

Figure 2. (a) Mean inverted shear-wave velocity, attenuation, and density structures at station MYGH04 using weak-motion events (here shown the four seismograms at the surface station corresponding to motions with the highest SNR); also shown is the shear-wave velocity from geophysical site investigation and empirical estimates of local attenuation and density used in conjunction with the local site investigation information to seed the first parental generation with potentially good solutions. (b) Comparison of surface observations and synthetics computed on the basis of the average global optimum profile shown in (a) for four aftershock events recorded at station MYGH04.
tions of the impedance and attenuation soil structures, resulting in accurate representation of both the frequency content and amplitude of the recorded surface-ground motion.

Velocity–Attenuation Correlations in the Near Surface

The NEHRP code provisions (BSSC, 2001) and site conditions are parameterized on the basis of the average shear-wave velocity in the upper 30 m of the site ($V_{s30}$), and are defined as the ratio of 30 m to the vertical shear-wave travel time through the upper 30 m of the site, namely,

$$V_{s30} = 30 \text{ [m]} / \sum_{i=1}^{n} \frac{h_i \text{ [m]}}{V_{si} \text{ [m/sec]}},$$

where $n$ is the number of layers of the profile, $h_i$ is the thickness of the $i$th layer, and $V_{si}$ is the shear-wave velocity of the $i$th layer. Based on the aforementioned classification system, site effects are accounted for to improve the accuracy of ground-motion predictions in seismic hazard analyses, either by adjustment of probabilistic seismic hazard analysis (PSHA) predictions with amplification factors or by means of site-specific geotechnical analyses of local ground response effects. The $V_{s30}$-based site categories suggested by the NEHRP provisions are given in Table 3.

The inverted shear-wave velocity ($V_s$) profiles, estimated at 37 KiK-Net geotechnical array sites by means of the hybrid downhole array algorithm, were initially for the classification of site conditions in accordance to the NEHRP $V_{s30}$ categorization system, and the effectiveness of the alternative site amplification estimates described in the ensuing assessment was assessed as a function of the corresponding site class. The $V_{s30}$-based site classification of the profiles investigated in this study is presented in Table 4, which comprise 7 class B sites ($V_{s30} = 760–1500$ m/sec), 21 class C sites ($V_{s30} = 360–760$ m/sec), and 9 class D sites ($V_{s30} = 180–360$ m/sec).

Table 4
Site Classification of Soil Conditions Investigated in This Study

<table>
<thead>
<tr>
<th>Station Code</th>
<th>$V_{s30}$</th>
<th>Site Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>MYGH01</td>
<td>239</td>
<td>D</td>
</tr>
<tr>
<td>IWTH20</td>
<td>278</td>
<td>D</td>
</tr>
<tr>
<td>MYGH02</td>
<td>294</td>
<td>D</td>
</tr>
<tr>
<td>MYGH03</td>
<td>303</td>
<td>D</td>
</tr>
<tr>
<td>IWTH08</td>
<td>312</td>
<td>D</td>
</tr>
<tr>
<td>IWTH12</td>
<td>317</td>
<td>D</td>
</tr>
<tr>
<td>MYGH07</td>
<td>321</td>
<td>D</td>
</tr>
<tr>
<td>IWTH02</td>
<td>350</td>
<td>D</td>
</tr>
<tr>
<td>IWTH15</td>
<td>351</td>
<td>D</td>
</tr>
<tr>
<td>IWTH11</td>
<td>361</td>
<td>C</td>
</tr>
<tr>
<td>IWTH26</td>
<td>381</td>
<td>C</td>
</tr>
<tr>
<td>IWTH06</td>
<td>397</td>
<td>C</td>
</tr>
<tr>
<td>IWTH01</td>
<td>398</td>
<td>C</td>
</tr>
<tr>
<td>IWTH07</td>
<td>424</td>
<td>C</td>
</tr>
<tr>
<td>IWTH05</td>
<td>436</td>
<td>C</td>
</tr>
<tr>
<td>IWTH19</td>
<td>438</td>
<td>C</td>
</tr>
<tr>
<td>IWTH16</td>
<td>448</td>
<td>C</td>
</tr>
<tr>
<td>IWTH25</td>
<td>451</td>
<td>C</td>
</tr>
<tr>
<td>IWTH24</td>
<td>455</td>
<td>C</td>
</tr>
<tr>
<td>MYGH08</td>
<td>457</td>
<td>C</td>
</tr>
<tr>
<td>IWTH27</td>
<td>475</td>
<td>C</td>
</tr>
<tr>
<td>IWTH04</td>
<td>497</td>
<td>C</td>
</tr>
<tr>
<td>IWTH22</td>
<td>509</td>
<td>C</td>
</tr>
<tr>
<td>IWTH21</td>
<td>580</td>
<td>C</td>
</tr>
<tr>
<td>IWTH10</td>
<td>592</td>
<td>C</td>
</tr>
<tr>
<td>MYGH06</td>
<td>617</td>
<td>C</td>
</tr>
<tr>
<td>IWTH13</td>
<td>645</td>
<td>C</td>
</tr>
<tr>
<td>IWTH18</td>
<td>721</td>
<td>C</td>
</tr>
<tr>
<td>IWTH14</td>
<td>721</td>
<td>C</td>
</tr>
<tr>
<td>MYGH11</td>
<td>737</td>
<td>C</td>
</tr>
<tr>
<td>MYGH04</td>
<td>775</td>
<td>B</td>
</tr>
<tr>
<td>IWTH03</td>
<td>829</td>
<td>B</td>
</tr>
<tr>
<td>IWTH23</td>
<td>853</td>
<td>B</td>
</tr>
<tr>
<td>MYGH12</td>
<td>1025</td>
<td>B</td>
</tr>
<tr>
<td>MYGH03</td>
<td>1026</td>
<td>B</td>
</tr>
<tr>
<td>IWTH09</td>
<td>1032</td>
<td>B</td>
</tr>
<tr>
<td>IWTH17</td>
<td>1223</td>
<td>B</td>
</tr>
</tbody>
</table>

This study comprises 7 class B sites ($V_{s30} = 760–1500$ m/sec), 21 class C sites ($V_{s30} = 360–760$ m/sec), and 9 class D ($V_{s30} = 180–360$ m/sec) sites.

While unconsolidated or poorly consolidated sediments may cause significant amplification of seismic ground motion, energy attenuation in sediments can be high as well, thus contributing to a decrease in ground-motion amplitudes. Therefore, a reliable estimate of seismic attenuation, in addition to the site conditions described by means of the $V_s$ variation in the near surface, is critical for the realistic assessment of the seismic hazard in sedimentary deposits. Nonetheless, in situ reliable measurements of attenuation in the near surface (quantified in terms of the inverse quality factor $Q_s$) are very rarely employed in practice due to the difficulties associated with their conduction and corresponding interpretation of field and laboratory results. In particular, the complexity of the problem is increased by the multitude of physical mechanisms that affect the amplitude and frequency content of seismic waves, which include, among others, the intrinsic attenuation, seismic energy redistribution.

Table 3
NEHRP Site Classification System of Soil Conditions

<table>
<thead>
<tr>
<th>NEHRP Category</th>
<th>Description</th>
<th>Mean Shear-Wave Velocity to 30 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Hard rock</td>
<td>$&gt; 1500$ m/sec</td>
</tr>
<tr>
<td>B</td>
<td>Firm to hard rock</td>
<td>$760–1500$ m/sec</td>
</tr>
<tr>
<td>C</td>
<td>Dense soil, soft rock</td>
<td>$360–760$ m/sec</td>
</tr>
<tr>
<td>D</td>
<td>Stiff soil</td>
<td>$180–360$ m/sec</td>
</tr>
<tr>
<td>E</td>
<td>Soft clays</td>
<td>$&lt; 180$ m/sec</td>
</tr>
<tr>
<td>F</td>
<td>Special study soils (e.g., liquefiable soils, sensitive clays, organic soils, soft clays $&gt; 36$ m thick)</td>
<td></td>
</tr>
</tbody>
</table>

The conditions are measured as a function of the weighted average shear-wave velocity in the upper 30-m of the profile. Information in this table is taken from Dobry et al., 2000.
(scattering), and wave reverberation in highly heterogeneous near-surficial layers.

Noninvasive surface-wave methods are perhaps the most widely known field site characterization techniques that have been recently employed for the estimation of near-surface seismic energy attenuation. Based on the geometric dispersion of Rayleigh waves in heterogeneous media, and originally developed for determining the impedance profile of soil deposits and pavement systems, surface-wave tests have also recently been used to determine the intrinsic attenuation of soil deposits (Lai, 1998; Foti and Lai, 1999; Rix et al., 2000) thereby providing important information for the complete characterization of small-strain dynamic properties at a site. To this end, a number of authors have pursued, with various degrees of rigor, coupled viscoacoustic interpretations of the waveforms in attenuating media (Chaderjian, 1994; Causse et al., 1999), and more closely related to the viscoelastic inversion techniques for soil attenuation in the near surface, one should also mention the work on one-dimensional (1D) seismic reflection analysis by Martinez and McMechan (1991) and the 3D spectral interpretation of surface motion in a layered solid due to impact load (Stubbs et al., 1994; Uzan, 1994). It should be noted that all the previously described methodologies are centered around gradient-based minimization algorithms owing to the prohibitive computational cost of random search techniques for this class of problems. Recently, Guzina and Lu (2002) developed a method based on an analytical 3D wave-propagation model for a uniform viscoelastic half-space, which simultaneously resolves the material stiffness, damping, and density via suitable matching between the predicted and observed frequency response functions synthesizing the surface motion. Nonetheless, the applicability of the method has not been illustrated for layered media or spatially varying formations. Nonetheless, while profiling results evaluated by means of surface-wave and invasive methods are typically in agreement, discrepancies do arise (Brown et al., 2002), primarily for cases characterized by O’Neill (2003) as stiffover-soft geology, interbedded soft layers, and hard, buried horizons.

Alternatively, ambient vibration measurements that have been consistently employed for the evaluation of velocity profiles have been shown to yield unsatisfactory results for the assessment of near-surface attenuation, primarily due to the wave field complexity associated with the forward representation these measurements (e.g., Matsushima and Okada, 1990a,b; Horike, 1993; Tokimatsu, 1997; Tokimatsu et al., 1998; Arai and Tokimatsu, 2000; Scherbaum et al., 2003). Finally, forced vibration-based techniques based on impedance function determination in situ (Luco and Wong, 1986) that have allowed the identification of impedance and Poisson’s ratios of soil profiles have been shown to yield erratic and unrealistic attenuation values.
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**Figure 3.** (a) Site classification of profiles investigated as a function of the weighted average shear-wave velocity in the top 30 m ($V_{s30}$) of the profiles. (b) Shear-wave velocity ($V_s$), attenuation ($Q$), and density ($\rho$) profiles evaluated at 37 stations of the Japanese strong-motion network KIK-Net by means of downhole array seismogram inversion of aftershock observations obtained during the Miyagi–Oki 2003 sequence, classified as a function of the weighted average shear-wave velocity in the near surface (see [a]). Top: 9 class B sites. Middle: 21 class C sites. Bottom: 7 class D sites. (Continued)
Compared to noninvasive field investigation techniques, attenuation values obtained using in situ borehole recordings may provide critical constrains on the physical mechanisms of energy absorption and redistribution in the near surface due to the minimization of uncertainty introduced in the inversion forward operator by the a priori knowledge of the total wave field at the borehole level of the site under investigation. Constraining the underlying physics in the forward-model operators could substantially improve future estimates of near-surface attenuation obtained via

Figure 3. Continued.
surface-wave measurements or ambient noise recordings. Typical studies of borehole measurements for the assessment of attenuation values include, among others, Kudo and Shima (1970), who investigated attenuation in four boreholes about 40–50 m deep in Tokyo, and several more recent $Q_s$ values that have been reported for typical sites in California by Gibbs and Roth (1989), Gibbs et al. (1994), Abercrombie (1997), and Wald and Mori (2000).

Figure 3b illustrates the velocity, attenuation, and density structures for the ensemble of downhole array sites, categorized in three NEHRP site classes as a function of their estimated $V_{s30}$. The inverted profiles depicted in this figure were evaluated based on 10 weak-motion seismogram recordings at each site, conditioned on the fulfilment of the magnitude ($M_w$) and SNR criteria described previously. Optimization analyses were conducted in series for each profile, global optima of soil-property vectors were obtained, and finally, the velocity-, attenuation-, and density-inverted structures were averaged across the multiple events to evaluate the best-fit soil profiles while minimizing the error propagation from the measured data and the limitations of the forward-model operator.

Correlation between soil layer shear-wave velocity ($V_s$) and attenuation ($Q_s$) in the near surface, extracted from the seismogram inversion results, is next illustrated in Figure 4. In particular, the figure depicts the $V_s$–$Q_s$ relationship for the entire depth of the profiles investigated, the upper 30 m of the profiles and the resulting weighted average velocity and attenuation in upper 30 m of the profiles. Similarly to the definition of weighted average shear-wave velocity in the near surface ($V_{s30}$), the weighted average attenuation in shear ($Q_{s30}$) is defined here as

$$Q_{s30} = 30 \text{ [m]} \sum_{i=1}^{n} \frac{h_i \text{ [m]}}{Q_i},$$

where $Q_i$ is the quality factor in shear ($Q_s$) of the $i$th layer. The correlations depicted in Figure 4, namely the highly scattered relationship between shear-wave velocity and attenuation in the upper 100 m of the soil profiles, the bounded increase of $Q_s$ (\(<20\)) as a function of $V_s$ in the near surface (upper 30 m), and the inversely proportional $V_{s30}$–$Q_{s30}$ relationship, are attributed to scattering effects of the incident seismic energy in the strongly heterogeneous surficial soil layers. Even further, the attenuation values close to the surface were found to be quite substantial when compared to published laboratory measurements of low amplitude dynamic soil properties (typically on the order of $Q_s = 15–50$ for stiff sedimentary formations). Stemming directly from the use of relatively short time windows in conjunction to a viscous mathematical model representing both hysteretic energy absorption and scattering energy redistribution, this result is also attributed to scattering effects of seismic energy in the near surface; late arrivals of scattered energy not included in the inverted physical process are interpreted by the forward operator as energy loss, thus rendering, in some
cases, the estimated attenuation values unrealistically high for the anticipated linear material behavior.

To illustrate this concept, Figure 5 depicts the temporal variability of the empirical transfer function recorded at station MYGH04 during the $M_w$ 4.6 event (26 May 2003, 22:34 UTC): seismogram inversion results for this station have been already illustrated in Figure 2. For this purpose, a 2.2-sec, 5% tapered sliding window is applied, and the surface borehole frequency spectra and corresponding empirical transfer functions are computed. The latter is estimated as the amplitude of the complex Fourier spectral ratio of the surface-to-borehole motion. As can be readily seen, the relatively uniform site response, which corresponds to the first $S$-wave arrival ($T = 22.20$ sec), is followed by a highly erratic region. Unlike the former, the response is here governed by late arrivals of scattered energy interacting with waves trapped within the strongly heterogeneous, near-surficial layers. For a detailed description of the effects of scattering on the inverted attenuation structure, the reader is referred to Assimaki et al. (2006).

As can be readily seen, the observed highly erratic behavior of velocity-attenuation relationships stems directly from the multitude of physical attenuation mechanisms represented herein by means of a simplified forward wave-propagation model. This effect, in turn, does not allow the establishment of credible correlations for the geographically greater region investigated on the level of detailed description required by broadband ground-motion models in the near surface. Even further, attempting to a coarser description of the velocity-attenuation correlation in the near surface by means of a homogeneously attenuating medium in the upper 30 m (Fig. 4) results in an inversely proportional relationship between the two quantities, which in fact contradicts typically reported data of increasing $Q_s$ with increasing soil stiffness. Our results, corroborated by recently reported data by Pujol et al. (2002) for the Mississippi embayment sediments, lead to the conclusion that the site lithology, stratification, and randomness significantly affect attenuation estimates in the near surface. As a result, velocity-attenuation correlations obtained by means of simplified models simulating the complex multitude physical mechanisms of energy absorption and redistribution in the upper few hundreds of meters of the crust may not be employed to extrapolate attenuation profiles in adjacent sites due to the highly heterogeneous nature of soil materials at these depths.

Comparison of Single and Reference-Station Site-Amplification Estimates

Quantification of ground-motion site amplification is a key component in mapping seismic hazards in urban areas (e.g., Frankel et al., 2000) and has been traditionally expressed by means of spectral ratios, namely ratios of the Fourier amplitude spectra of a soil-site record to that of a nearby rock-site record (Borcherdt, 1970). Despite the fact that (1) direct $S$-wave recordings often consist of a limited data set when compared to coda-wave observations due to the saturation of microearthquake observation networks at the time of first ground-motion arrivals (Phillips and Aki, 1986; Su and Aki, 1990; Chin and Aki, 1991), and (2) many of the stations in seismogram networks consist of single-component high-gain vertical sensors, which are not optimally oriented to record direct $S$ waves, advancements in the instrumentation technology and acquisition of high-quality data from new events in the recent years have rendered $S$-wave spectral ratios widely employed for the estimation of site amplification spectra (Hartzell, 1992; Margheriti et al., 1994; Field and Jacob, 1995; Field, 1996; Hartzell et al.,
The spectral ratio method, however, depends on the availability of an appropriate reference site, namely a site with negligible site response. The fact that the existence of such a site is not always granted has led to the development of alternate techniques called non-reference-site methods, which have been employed for site-response studies in absence of reference-site recordings. One of these methods to estimate site response uses the spectral ratio between the $H/V$ spectra of the $S$-wave window for each site (Lermo and Chávez-García, 1993).

The effectiveness of reference-site and single-station site amplification techniques is evaluated in this study using data from the 2003 Miyagi-Oki aftershock sequence. A brief description of the alternative techniques is presented in the ensuing, while a schematic illustration of the alternative estimators is depicted in Figure 6. These include surface-to-borehole traditional spectral ratios and cross-spectral ratios, horizontal-to-vertical site-response estimates on ground surface, and surface-to-rock outcrop transfer functions (estimated from the borehole motion by deconvolution and upward propagation using the global optimum inverse profile).

Following Douglas (2003), accurate representation of the horizontal motion is evaluated here by treating the horizontal time histories as 2D signals following a complex time series, as follows:

$$a_H(t) = a_{NS}(t) + ia_{EW}(t),$$

where $a_{NS}(t)$, $a_{EW}(t)$, and $a_H(t)$ represent the north–south, east–west, and complex horizontal components of the accelerogram, respectively. As a result, the amplitude spectrum of the complex time series $a_H(t)$ provides the total amplitude of horizontal motion at a given frequency while preserving the phase between components and requires the estimation of a single fast Fourier transform without consideration of the orientation of the components. Considering the advantages of this approach, the ensemble of site-response estimates
are evaluated here by means of this complex representation of horizontal motion.

Successively, 10-sec time windows starting 2 sec prior to the arrival of \( S \) waves were selected for the evaluation of site amplification estimates, computed by means of a sliding 5-sec, 5% Hanning-tapered window with 1.25-sec overlap. According to Steidl et al. (1996), the window used for the evaluation of the \( S \)-wave site-response spectral ratios is a subjective choice made at the time of analysis because larger events have longer durations of \( S \)-wave energy, and while the length of the selected time window defines the frequency resolution in the spectra, earthquake records are highly nonstationary, which implies that their frequency content changes with time. In particular, the frequencies at the beginning of the record originate primarily from the source rupture, namely a random process, while the frequency content of later arrivals is controlled by scattering effects and filtering by the local geology (Safak, 1997). This nonstationary nature of seismogram recordings, aggravated by potential amplitude-dependent nonlinearities exhibited by the soil formations, result in the observed variability in spectral ratios calculated by using different portions of the records. Accounting for the nonstationarity of seismogram recordings and the target-frequency-domain resolution of spectral ratios computed in the ensuing implementation of a 5-sec sliding window for the evaluation of the Fourier spectra was selected in this study to minimize the signal randomness in the high-frequency region, which originates from data contamination due to noise and from scattering effects in the near surface.

Smoothing is finally employed to reduce the effects of noise on spectral ratios. For the selection of the appropriate smoothing window, a preliminary optimization analysis was conducted for selected records, in which characteristic measures of the spectral ratio (the average amplitudes in the 1–3-, 3–5-, and 5–7-Hz windows) were plotted against increasing window lengths. According to Safak (1997), this curve is characterized by a sharp initial decay followed by a relatively flat region, and the optimal smoothing window is the window length corresponding to the beginning of the flat region, namely, the window beyond which the spectral ratio amplitudes are shown to be relatively insensitive to further increases of the window length. For this study, a 0.25-Hz smoothing window was selected for the ensemble of seismic records processed.
Reference-Station Site-Amplification Estimates

According to Borcherdt (1970) and Borcherdt and Gibbs (1976), the frequency content of a seismogram may be evaluated by convolving source, path and site effects, and the instrument response, and therefore, the spectral ratio obtained by the Fourier spectral ratio of the acceleration at a station \((j)\) by the spectrum at the reference station \((k)\) may be simplified as follows:

\[
\frac{A_{ij}(f)}{A_{ik}(f)} = \frac{S_i(f) \cdot P_{ij}(f) \cdot G_j(f) \cdot I_j(f)}{S_k(f) \cdot P_{ik}(f) \cdot G_j(f) \cdot I_k(f)} = \frac{G_j(f)}{G_k(f)},
\]

where \(S_i(f)\) is the source term of the \(i\)th event, \(P_{ij}(f)\) is the path term between the \(j\)th station and \(i\)th event, \(G_j(f)\) is the site term for the \(j\)th station, and \(I_j(f)\) is the instrument-response term for the \(j\)th station. The formulation of this equation is conditioned on the following assumptions: (1) the spectral acceleration content of a single event will correspond to the same source term \(S_i(f)\) for both the site and reference-site stations, provided that they are located at the same azimuth with respect to the source; (2) the instrument response is removed from the data prior to the estimation of site amplification; and (3) the separation distance between the site and reference-site stations is much smaller than the hypocentral distance from the source, resulting in practically common path terms. If condition (3) is not the case, a path geometrical spreading correction factor should be employed. A number of variations of the reference-site approach are described by Field and Jacob (1995), and the approach has been widely used (e.g., Boatwright, Fletcher, and Fumal, 1991; Boatwright, Seekins, and Mueller, 1991; Borcherdt and Glassmoyer, 1994; Harmsen, 1997; Hartzell et al., 1996; Borcherdt, 2002) despite the drawbacks associated with the selection of an appropriate reference site (Steidl et al., 1996).

Surface-to-Borehole Spectral Ratio (SSR). Among the ensemble of reference-station site-amplification estimates, surface-to-downhole record spectral ratios could be considered as the ideal case for estimating site response when the borehole instrument is installed in a competent rock layer below the site of interest (Archuleta et al., 1992, 1993; Lu et al., 1992). Nonetheless, it has been shown that the motion recorded at the latter will contain downgoing reflected waves from the surface and other interfaces that can interfere with the upgoing incident wave field. Destructive interference between these waves at specific frequencies may therefore produce a local peak in the frequency spectrum of the borehole recording as has been shown in Shearer and Orcutt (1987) and Steidl et al. (1996). As a result, when shallow borehole data are used as reference for estimating amplification at the surface, the potential maximum in the borehole spectrum would produce peaks in the spectral ratios that could be misinterpreted as site-response peaks. Examples of artificial amplification peaks due to destructive inter-

Surface-to-Borehole Cross-Spectral Ratio (c-SSR). According to Steidl et al. (1996), destructive interference effects that manifest as artificial peaks in the empirical surface-to-borehole transfer function correspond to sinks in the coherence estimate \(C_{xy}(f)\) between the surface and borehole-recorded signals. Idealizing the soil profile under investigation as a homogeneous, undamped, medium soil layer of thickness \(d\) overlaying rigid bedrock with shear-wave velocity \(V_s\) equal to the weighted average velocity of the layered medium \((\bar{V}_s)\) between the surface and borehole instruments of the geotechnical array, namely,

\[
\bar{V}_s = \sum_{i=1}^{n} \left( V_{si} h_i \right) / \sum_{i=1}^{n} (h_i),
\]
destructive interference between upgoing (incident) and downgoing (surface-reflection) waves will occur at the borehole instrument level at frequency \(f_{DI} = \bar{V}_s / 4d\), where \(V_{si}\) is the shear-wave velocity of the \(i\)th layer of the medium, \(h_i\) is the \(i\)th layer thickness, and \(d = \sum h_i\) is the surface-to-borehole distance.

Opting to investigate the occurrence of destructive interference effects and identify associated spurious resonant peaks in the surface-to-borehole site amplification, the magnitude-squared coherence estimate \(C_{xy}(f)\) of the surface and borehole-recorded signals was evaluated in the ensuing by means of the Welch’s averaged, modified periodogram method (Welch, 1967) defined as a function of the power-spectral density \(P_{xx}(f)\), \(P_{yy}(f)\) and the cross-power spectral density \(P_{xy}(f)\) of the observations as follows:

\[
C_{xy}(f) = \left| \frac{P_{xy}(f)}{P_{xx}(f) P_{yy}(f)} \right|^2.
\]

Successively, surface and downhole observations were used to evaluate the so-called cross-spectral ratios, which implicitly account for the record coherence in the formulation of the site amplification estimates, thus indicating divergence between the empirically estimated and theoretical transfer function caused by destructive interference phenomena (Bendat and Piersol, 1980; Safak, 1991; Steidl, 1993; Field et al., 1997). According to Safak (1997), the cross-spectral ratio is defined as the product of the spectral ratio estimate and the coherence function, and therefore, at frequencies where sinks are indeed observed in the coherence estimate, the resulting cross-spectral estimate of the transfer function is expected to deviate from the traditional spectral ratio, indicating the occurrence of destructive interference phenomena.

Despite the fact that cross-spectral ratios have been shown to potentially provide biased estimates of site amplification when evaluated in reference to a nearby rock-outcrop motion (Field et al., 1997), Safak (1997) illustrated that they
provide probabilistically more accurate estimates than the traditional spectral ratios by proving that they represent the least-squares estimate of site amplification if the noise signals are assumed to be Gaussian random processes. Accounting for the fact that the least-squares estimate results in the minimum variance (i.e., the maximum likelihood) estimate (Kailath, 1981), the cross-spectral estimate of the transfer function corresponds to the smaller error possible at any frequency. In the ensuing, cross-spectral ratio estimates of site amplification are also evaluated for the ensemble of sites investigated, and the results are compared to the traditional spectral ratio estimates of the surface-to-borehole transfer function.

Surface-to-Rock-Outcrop Spectral Ratio (SROR). Finally, surface-to-rock-outcrop site amplification spectra were computed and compared to the traditional and cross-spectral site-response estimates. For the former, synthetic rock-outcrop ground-motion time histories were evaluated by deconvolution of the borehole-recorded signals to rock outcrop of the soil layer underlying the downhole instrument location at each site. Because the majority of site amplification factors are derived on the basis of strong ground-motion-surface recordings normalized by the motion recorded during the same event at a nearby rock outcrop, comparison of traditional surface-to-borehole and surface-to-rock-outcrop spectral ratios was employed here to illustrate the effects of destructive interference of downgoing waves in the foregoing site-response estimates as a function of the soil conditions.

Nonetheless, deconvolution of the borehole-recorded motions was conducted using the high-resolution soil structure that was derived on the basis of weak-motion seismogram inversion. According to the theoretical formulation, deconvolution of the surface and borehole motion would yield exactly the same rock-outcrop motion, but in the real configuration these two results are shown to be different.

This observation stems directly from the uncertainty associated with the inverted soil properties (both as a result of the idealized configuration of the forward model operator and the measurement noise) and the assumptions of vertically propagating HS waves implemented the deconvolution process, a deviation which further aggravates as the uncertainty of the soil properties, the inclination of the incident motion, and the recording signal-to-noise ratio increases.

For the purpose of this study, the borehole motion was selected to be deconvolved for the estimation of the rock-outcropping motion, because—for the most part—the profiles under investigation comprise soft near-surface sediments overlying layers with relatively high impedance contrast at the interface. As a result of this stratigraphy, the incident seismic energy is more likely to be trapped in the surficial soft layers of the profile, a fact that should minimize the potential of destructive interference phenomena occurring at the downhole instrument level, thus rendering the amplitude and frequency content of the borehole-recorded motion representative of the incident seismic energy and the resulting rock-outcrop motion. Therefore, while the amplitude of site amplification evaluated by means of the surface-to-rock-outcrop ratio is expected to differ from the corresponding amplitude of the traditional surface-to-borehole ratio, the estimated resonant frequencies of the profile are expected to be identical in absence of destructive interference effects.

The anticipated deviation in site-response amplitude between the two estimators can be readily seen by considering the simple case of a homogeneous soil layer of finite and constant thickness $h$ overlying linear elastic bedrock; expressing the properties and coefficients for the soil and rock by the same letters and different subscript, denoting the train of waves with amplitude $A_{SH}$ traveling up through the underlying rock, and the amplitude of the upgoing waves through the homogeneous soil layer ($A_I$) and downgoing waves in the underlying half-space ($A_{S'HY}$), the alternative amplification functions are theoretically defined as follows, in absence of internal damping in the soil layer:

$$AF_{S-H}(\omega) = \frac{2A_I}{A_{SH}} = \frac{2}{e^{i\omega h} + e^{-i\omega R}}.$$  

$$AF_{S-RO}(\omega) = \frac{2A_I}{2A_{SH}} = \frac{2}{(1 + q)e^{i\omega h} + (1 - q)e^{-i\omega R}},$$

where $p = \omega/V_s$ is the wavenumber for vertically propagating $S$ waves of frequency $\omega$ through a medium of shear-wave velocity $V_s$, $q = \sqrt{\rho_r G_s/\rho_h G_R}$ is the admittance ratio between the soil and the rock (the inverse of the impedance ratio), $AF_{S-H}(\omega)$ is the surface-to-borehole amplification, and $AF_{S-RO}(\omega)$ is the surface-to-rock-outcrop amplification functions. Note that in the case of finite internal (material) damping in the homogeneous soil layer, the complex wavenumber is defined as $p^* = \omega/\sqrt{V_s(1 + 2i\xi)}$, where $\xi = 1/2Q$ is the fraction of intrinsic attenuation of the medium. The amplitudes of the aforementioned functions are plotted for various levels of impedance contrast in Figure 7, which illustrates the amplitude differences anticipated to be depicted by the empirical estimates of site amplification evaluated in the ensuing.

H/V Single-Station Site Amplification Estimates

The second category of approaches for evaluating site amplification effects does not require the presence of a reference site; for a review of several non-reference-site approaches, the reader is referred to Field and Jacob (1995). One of these methods uses the spectral ratio between the H/V spectra of the $S$-wave window for each site and is employed in the ensuing for the ensemble of stations investigated in this study using data from the 2003 Miyagi-Oki sequence. A thorough review of the H/V non-reference-site response implementation can be found in Kudo et al. (2004).
These complications and the influence of incidence angle on the percent of mode conversion, the H/V ratio is generally found to depict the primary resonance peak but not to accurately determine amplification levels (e.g., Bonilla et al., 1997; Riepl et al., 1998; Parolai and Richwalski, 2004).

Comparison of Alternative Techniques for the 2003 Miyagi-Oki Aftershock Sequence

Initially, site amplification estimates described in the previous sections are depicted and compared at three profiles, each representative of the site classes B, C, and D investigated—in Figure 8c. For each profile, the empirical surface-to-borehole transfer functions (spectral ratios) are averaged across the ensemble of recorded weak-motion events, and both the mean and ±1 standard deviation estimates are plotted as a function of frequency. Note that site MYGH05 (class D) is characterized by a relatively constant velocity variation with depth, site IWTH05 (class C) is characterized by an strongly increasing (from 0.1 to 2.8 km/sec) shear-wave velocity profile between 0- and 70-m depth, and site IWTH23 (class B) has a shallow soft (0.25 km/sec) layer in the near surface overlying a relatively homogeneous stiff formation with strong impedance contrast at approximately 10-m depth. Therefore, while profile MYGH05 is anticipated to allow destructive interference phenomena to materialize, the structure of profiles IWTH05 and IWTH23 is expected to result in trapping of wavelengths of equal or shorter length to the near-surface soft layers, strong amplification of the corresponding high-frequency components of incident motion, and reduced potential of observed destructive interference at the borehole level.

The average coherence estimate is also depicted for each geotechnical array, whereas the frequencies at which destructive interference is expected to occur based on the equivalent homogeneous medium approach (Steidl et al. 1996) are estimated to be 0.56, 4.35, and 4.52 Hz for sites MYGH05 (class D), IWTH05 (class C), and IWTH23 (class B), respectively. As can be readily seen, the effect of destructive interference is clear for the site MYGH05, where the theoretically predicted frequency of its occurrence coincides with a clear depression in the coherence estimate. By contrast, destructive interference is not observed for the stiffer sites (namely, IWTH05 and IWTH23) at the theoretically estimated value. In particular, the following applies:

1. For site IWTH05, the spectral ratio peak at 3.5 Hz corresponds to a coherence local minimum, implying that destructive interference does indeed occur at this frequency, yet the phenomenon is not adequately described by the equivalent homogeneous medium (Fig. 8d).

2. For site IWTH23, destructive interference phenomena are very subtle, a fact that is attributed to the near-surface strong impedance contrast of the profile (i.e., in between the surface and borehole instruments), where the upgoing (incident) energy is trapped and subsequently absorbed in the course of its resulting multiple reverberations (Fig. 8d). The strong near-surface impedance contrast

Despite the large number of studies on the accuracy of H/V site amplification estimates (e.g., Tokimatsu et al., 1998; Lachet and Bard, 1994; Arai and Tokimatsu, 2000), there still exists debate on the range of applicability of this method. Studies of the H/V spectral ratio (e.g., Lachet and Bard, 1994; Field and Jacob, 1995; Field, 1996; Lachet et al., 1996) show that estimates of the frequency of the predominant peak are similar to that obtained with traditional spectral ratios; however, the absolute level of site amplification does not correlate with the amplification obtained from the more traditional methods. Discrepancies among the aforementioned studies are primarily attributed to the fact that H/V ratios are strongly affected by scattered phases and surface waves propagating within the shallow deposits and contributing to the spectral amplitudes of both the horizontal and vertical components (e.g., Riepl et al., 1998). As a result of these complications and the influence of incidence angle...
that prevents destructive interference effects from materializing at the borehole level, however, results in the observed strong site amplification of high-frequency components of ground motion (10–20 Hz), a fact that conflicts the classification of this profile as a “reference site” based on the averaged near-surface weighted average shear-wave velocity.

Successively, the methods for estimation of site amplification factors are compared by averaging the spectral ratio for each method at each station over seven center frequencies following Bonilla et al. (1997). A bandwidth of ±0.25 Hz was used for the center frequency at 0.75 and 1.0 Hz, ±0.5 for the center frequency at 1.5 and 2.0 Hz, and ±1.0 for the remaining center frequencies at 3.0, 4.0, and 6.0 Hz. Then the averaged amplifications at each center frequency were plotted for the different methods.

Figure 9 summarizes a comparison of the results from all site amplification methods employed; in Figure 9a, the solid
lines represent 1:1 correspondence between methods, while the dashed lines show a factor of 2 of difference between methods. The ensemble of methods are first compared in Figure 9a, where the horizontal axis corresponds to the amplification estimated via the surface-to-borehole traditional spectral ratio, and the vertical axis represents the site-response amplitude computed via the surface-to-borehole cross-spectral ratio, surface H/V ratio, and surface-to-rock-outcrop spectral ratio at the corresponding frequency range. As can be readily seen, destructive interference phenomena result in systematic overestimation of the site response by means of the surface-to-borehole transfer function, with the exception of the single-station H/V site amplification estimates in the low-frequency range.

The estimates of observed cSSR and SROR amplification, however, are shown to be less scattered around the 1:1 correspondence line, and comparison of the averaged values is next depicted in Figure 9b. As documented by Safak (1997), estimation of site amplification spectra by means of surface and borehole records through cross-spectral ratios, which accounts for the surface-to-borehole record coherence estimate thus removing the effects of destructive interference, is indeed a better estimator of the target surface-to-rock-outcrop site response. It should be noted, however, that the latter is here estimated by deconvolution of the borehole record based on the inverse profile computed at the station. Therefore, inasmuch as the waveform inversion algorithm allowed for high-resolution velocity, attenuation, and density profiles to be estimated, the deconvolution process introduces uncertainty in the resulting site amplification estimator compared to the observed quantities. In absence, however, of a true reference site (i.e., a site with unit site amplification) in the vicinity of the stations under consideration, the deconvolution process described previously, which is based on properties that optimize the cross correlation between predicted and observed surface waveforms, is considered to be a good approximation to the hypothetical observed site amplification.

Finally, site amplification spectra obtained by means of the four methods described in the previous paragraphs are shown in Figure 10. The spectra here are averaged across the ensemble of records obtained within each of the three site classes of soil conditions investigated (classes B, C, and D), while for each method and site class, the average distribution is compared to the observed surface-to-borehole site amplification estimate. As shown in Figure 9a for the

Figure 9. (a) Comparison between the alternative site amplification estimates, averaged across several narrow frequency windows with central frequency indicated on each figure (i.e., 0.75, 1, 2, 3, 4, and 6 Hz). The horizontal axis corresponds to the amplification estimated via the surface-to-borehole recorded ground motion, while the vertical axis represents the corresponding amplification computed via the surface-to-borehole cross-spectral ratio, surface H/V ratio, and surface-to-rock-outcrop spectral ratio; the black line represents 1:1 correlation of the predicted amplification between the alternative methods, while the dashed lines correspond to a factor of 2 range in the amplification predictions. (b) Same as (a), but limited to the comparison between surface-to-borehole cross-spectral amplification and surface-to-rock-outcrop amplification.

(Continued)
averaged site amplification factors, surface-to-borehole spectra systematically overestimate the amplification potential for all site conditions examined, while the discrepancy between the average surface-to-borehole observed and hypothetical surface-to-rock-outcrop amplification is reduced as the near-surface stiffness reduces.

This effect is most probably attributed to the effects of destructive interference that are less pronounced for softer site conditions (i.e., class D in this study) with potentially stronger impedance contrast to the underlying stiffer layers (provided that this interface is encountered between the surface and borehole instruments). The resulting reduced amplitude of downgoing waves in turn reduces the potential of spurious peaks and associated amplitude increase in the surface-to-borehole spectral ratio. It should be noted, however, that while this trend is here observed for the averaged spectra of site amplification and the site conditions investigated, there might exist site-specific conditions as shown in Figure 8c in which the site classification of the soil profile does not reflect the average velocity distribution, namely, a class B site is characterized by a very soft layer on the surface minimizing the amplitude of downgoing waves for wavelengths equal or shorter than the layer thickness.

Similar observations have been also reported by Steidl et al. (1996) and Bonilla et al. (1997) for the site-specific conditions at Garner Valley, California, and they highlight the need for site classification criteria to be reevaluated and refined accordingly. Considering that in order to achieve a complete description of the site amplification potential (and associated nonlinearity susceptibility under strong ground motion), the near-surface averaged impedance categorization of the profile should be complemented by a quantitative description of the correspondence between incident motion frequency content and theoretical site amplification, thus illustrating the potential of the local site conditions to amplify (or deamplify) the incoming seismic energy.

Site Amplification Factors via Seismogram Inversion

Amplification Factors in Currently Employed Attenuation Relations

Amplification factors in general describe the ratio of an observed intensity measure to a reference value of the same quantity, and in particular for the evaluation of site amplification factors from ground-motion recordings; this process typically involves comparison of intensity measure spectra from sites with various geologic conditions to the corresponding spectra evaluated at reference (usually firm rock) sites with appropriate corrections for distance variations between the sites (Stewart et al., 2003).
Therefore, the most commonly employed technique to incorporate site effects into a ground-motion estimation relation is the use of multiplicative factors between ground motion at the type of site of interest and the corresponding motion at the so-called reference site (Douglas, 2003). In the National Earthquake Hazards Reduction Program NEHRP Recommended Provisions for Seismic Regulations for New Buildings and Other Structures, Part 1: Provisions and Part 2: Commentary (BSSC, 2001) for example, source and path effects are accounted for by means of $s$ (PSHA employed for a particular site condition (Frankel et al., 2000), while the effects on spectral ordinates of site conditions that deviate from the reference velocity $V_{s30}$ are accounted for with site factors that are a function of site category and the amplitude of shaking for the reference-site condition (Dobry et al., 2000; Stewart et al., 2003). It should be also noted that the currently employed reference condition is defined at the interface between the NEHRP B and C site classes, namely sites characterized by $V_{s30} = 760$ m/sec, and is also referred to as the B–C boundary.

As can be readily seen, the attenuation relationships used to evaluate the probabilistic distribution of a given spectral ordinate at a site should apply only for a particular site condition (i.e., the average site condition at the stations that recorded the data used to derive the attenuation relation), and therefore their results should also apply only for the average site condition in the attenuation model. The attenuation relations, however, used to develop the PSHA maps for $T > 0$ spectral ordinates in the 2000 NEHRP provisions are the Boore and Joyner (1997) and Sadigh et al. (1997) relationships; and despite the fact that the Boore and Joyner relation may be directly implemented for the B–C boundary because site conditions are parameterized with respect to $V_{s30}$, the average velocity of reference sites for the Boore and Joyner (1997) relationship is approximately 620 m/sec (Silva et al., 1997), while for the Sadigh et al. (1997) it is approximately 520 m/sec. Even further, while the hazard analyses used for implementation in the 2003 maps were expanded to include the Abrahamson and Silva (1997) and Campbell and Bozorgnia (2003) attenuation relations, these relations have been

Figure 10. Comparison between average ± 1 standard deviation intraclass amplification spectra for the different site amplification estimates and the three NEHRP site classes (B, C, and D) of this study.
also developed for site categories inconsistent with the NEHRP B–C boundary (Choi and Stewart, 2005).

Currently employed NEHRP site factors are based on both empirical data and ground response analyses conducted by Dobry et al. (2000). The empirical studies had been performed by Borcherdt (1994), Borcherdt and Glassmoyer (1994), and Joyner et al. (1994) using strong-motion data recorded in the San Francisco Bay area during the 1989 Loma Prieta earthquake and have led to amplification factors \( F_a \) and \( F_p \) applicable for relatively weak levels of shaking (peak horizontal acceleration for reference-site conditions and peak horizontal acceleration at the reference site on the order of \( \approx 0.1 \) g). These amplification factors were derived using a so-called reference-site approach in which the amplification is defined as the ratio of Fourier spectral ordinates of motions recorded on soil to those recorded on nearby reference rock sites. In particular, the specific factors given in the provisions are \( F_{a,0} \), which is defined over a low-period range \((0.1–0.5 \text{ sec})\), and \( F_{p,0} \), which is defined over a midperiod range \(0.4–2.0 \text{ sec}\). The ground-motion parameters for the reference-site condition that are used in conjunction with site factors are \( T = 0.2 \) sec spectral acceleration for \( F_{a,0} \) (denoted \( S_a \)) and spectral acceleration at \( T = 1.0 \) sec for \( F_{p,0} \) (denoted \( S_p \) ) (Fig. 11).

Borcherdt (2002) investigated amplification levels within NEHRP categories using recordings from the 1994 Northridge earthquake, which were found to match very well with the NEHRP amplification factors from the Loma Prieta records, both at small periods \( F_{a,0} \) and at longer periods \( F_{p,0} \). Harmsen (1997) evaluated amplification factors within NEHRP categories using data from multiple southern California earthquakes normalized relative to a single reference rock site (Caltech Seismic Lab). Field (2000) evaluated amplification factors as a direct function of \( V_{s,30} \) using a non-reference-site approach in which amplification factors were derived as a term within a southern California attenuation relationship. Steidl (2000) also used a non-reference-site approach, evaluating site factors as a function of \( V_{s,30} \) using residuals from the Sadigh et al. (1997) attenuation relationship for rock sites (similar to the Sadigh et al., 1997, relation). The amplification factors from the Harmsen and Field studies are independent of reference-site peak horizontal acceleration \( (\text{PHA}_r) \). Joyner and Boore (2000) developed amplification factors within NEHRP categories using a procedure similar to that of Field (2000) described earlier in this article, although the short-period factors are expressed as a function of reference motion amplitude. Stewart et al. (2003) developed nonlinear amplification factors within NEHRP categories relative to the Abrahamson and Silva (1997) attenuation relationship. Recently, Choi and Stewart (2005) derived amplification factors based on 1828 recordings from 154 earthquakes, using recordings from worldwide shallow crustal earthquakes near active plate margins and excluding subduction and interplate events. By contrast to all the of the studies discussed in this article, the latter amplification factors were derived as continuous functions of both \( \text{PHA}_r \) and \( V_{s,30} \). In the ensuing, amplification factors computed in this study using the 2003 Miyagi-Oki sequence will be compared to the aforementioned studies.

Site Amplification Factors from the Miyagi-Oki Aftershock Sequence

The most computational intensive method for including local site effects within a ground-motion estimation study is to convert all the recorded time histories from sites with a variety of properties to time histories that would have been recorded on a site with given properties. As an example, this procedure was adopted by Annaka and Nozawa (1988), who use 1D propagation theory to transform records from sites with \( V_s < 300 \text{ m/sec} \) to records from sites with \( V_s > 300 \text{ m/sec} \) and Kawanoa et al. (2000), who eliminated the effects of the uppermost layers of ground under a station to get a record which comes from a site with \( 0.5 < V_s < 2.7 \text{ km/sec} \). Despite the fact that the altered recorded time history could lead to increased uncertainty, the use of seismic data from geotechnical arrays in conjunction with site-specific properties developed on the basis of seismogram inversion at the stations of interest is considered to minimize the uncertainty arising from the incident motion description and the site-response characterization in that process. Based on this assumption, weak-motion data recorded by the 37 stations under investigation are used in the ensuing to evaluate...
site amplification factors in the region of interest with respect to the B–C boundary site conditions \((V_{s30} = 760 \text{ m/sec})\), namely, the reference condition that the NEHRP PSHA maps are developed to apply for (i.e., the site conditions for which the attenuation relations used in the hazard analyses should also be appropriate).

In the ensuing, amplification factors are derived from weak-motion recordings characterized by a maximum PHAPHA, of approximately 0.1g. For this purpose, seismogram inversion results are being used in conjunction with weak-motion recordings from the 2003 Miyagi-Oki aftershock sequence, and ground surface and downhole records are initially deconvolved to ground surface of a typical B–C boundary reference profile following Hartzell et al. (2002) under the assumption of linear site response that is considered to be valid given the amplitude of weak ground motions investigated in this study. It should be noted here that if indeed the forward model operator were the precise mathematical representation of the site-response physical mechanism, the global optimum solution of the inversion process would have yielded the exact variation of soil properties at the site of interest, and under the assumption of vertically propagating upgoing and downgoing waves between the surface and borehole receivers, deconvolution of both records should yield identical predicted B–C boundary ground motion.

Nonetheless, epistemic and aleatory uncertainties—both in the inversion and the forward simulation process—result in the observed diversity between the aforementioned reference-site estimates, and for this purpose the average response spectral ratios are here used for the development of weak-motion site amplification versus \(V_{s30}\) regression. Similarly to the surface-to-rock-outcrop site amplification spectra, empirical site amplification factors are next computed as shown in Figure 6, namely as the average response spectral ratio of the surface \((A_1)\) to the reference-site ground motion, the latter derived via deconvolution of the surface \((A_1)\) or the borehole \((A_2)\) recorded motion correspondingly.

The ensemble of response spectral amplification ratios to the reference-site conditions, categorized per site class are first shown in Figure 12. As mentioned previously in this section, despite the overall stiff-site conditions prevailing in the area of interest, relatively thin layers of soft sedimentary deposits (5–15 m) are commonly encountered in the near surface, a stiffness distribution characteristic of all three site classes investigated in this study. As a result, the following are true:

1. The ensemble of site amplification spectral ratios for class B sites depicted in Figure 12a is shown to have the anticipated reference-site (i.e., unity) amplification potential in the period range \((0.15–2 \text{ sec})\), while the distinct high-frequency amplification of average amplitude on the order of 4 observed in the \((0.05–0.1-\text{sec})\) region is clearly reflecting the trapping of short-wavelength components of the incident motion in the near surface of the profile.

2. The average spectral amplification ordinates estimated for class C site conditions depicted in Figure 12b are shown an average of 2 amplification ratio in the period

![Figure 12. Site amplification response spectral ratios with respect to the NEHRP B–C boundary reference-site conditions \((V_{s30} = 760 \text{ m/sec})\) for the ensemble of weak-motion recordings investigated in this study, categorized and averaged per site class based on the NEHRP site classification system.](image)
range (0.2–2 sec), while the lower period region is here also characterized by a larger amplification amplitude on the order of 4 in a wider region than the one observed for the stiffer site class B conditions described in this article, namely (0.05–0.2 sec) corresponding to thicker and/or softer material in the near surface.

3. Results obtained for the softer site conditions investigated in this study are finally shown in Figure 12c. The distribution of amplification spectra is shown, however, to be scattered both in amplitude and frequency, corresponding to the variability of shear-wave velocity distribution of profiles within this site class and resulting in a smooth average spectral amplification on the order of 3 in the short period (0.05–2 sec) and of 2 in the long period (0.2–2 sec) regions of the spectrum. This result also highlights the emerging need for refinement of the currently employed site classification system, opting to reduce the associated amplification potential variability reflected in seismic design code provisions and probabilistic seismic hazard analyses.

Successively, amplification factors defined as the averaged response spectral ratio of ground surface records to the B–C boundary estimated ground motion at short \(T_s = 0.3\) sec) and long \(T_l = 1.0\) sec) periods as a function of the weighted average top 30-m shear-wave velocity \(V_{s30}\) are compared in Figure 13a to existing amplification functions from previous studies, namely to Choi and Stewart (2005) evaluated at \(PHA_r = 0.1 g\) (Borcherdt and Glassmoyer [1994]; Harmsen [1997]; Field [2000]; Steidl [2000]; and Stewart et al. [2003]) as well as the currently employed amplification functions for weak ground motion in the NEHRP provisions (BSSC, 2001). As can be seen, data evaluated in this study are shown to exceed the predicted amplification potential for class C and class D site conditions in the short-period region \(T = 0.3\) sec), a fact that reflects the particularity of site conditions in the area interest where soft near-surface soil layers overlying formations with a strong interface impedance contrast aggravate the amplification potential of high-frequency components of incident ground motion. The variability of soil profiles within each site class is also reflected in the long-period region of the amplification spectrum \(T = 1\) sec). Nonetheless, the maximum amplification evaluated in this study may be approximated by the Harmsen (1997) amplification function for class D and class B conditions, while the data from class C sites appear to be largely scattered with predicted amplification from approximately 0.8 to 3.

Comparison with previous site amplification studies evaluated on the basis of strong-motion records and site-response models in the low \(PHA_r\) range is next illustrated in Figure 13b; comparison is depicted between the amplification factors estimated through the 2003 Miyagi-Okic aftershock sequence at 37 stations evaluated for \(V_{s30} = 760\) m/sec reference-site conditions via deconvolution, the Borcherdt (2002) amplification factors, which apply for a slightly stiffer reference-site condition of \(V_{s30} = 850\) m/sec, the amplification factors for NEHRP categories by Stewart et al. (2003), which have been adjusted to a reference-site condition of 760 m/sec using a bias adjustment factor, the Joyner and Boore (2000) amplification factors for reference condition \(V_{s30} = 760\) m/sec, and the Choi and Stewart (2005) site amplification factors evaluated for the baseline amplitude ground motion (namely \(PHA_r \approx 0.1 g\)) and adjusted to \(V_{s30} = 760\) m/sec.

Ensuring compatibility among the observations from this work and past studies, comparison among the alternative models is here conducted following Choi and Stewart (2005), who compared previously developed attenuation relations to their models after removing the bias associated with inconsistent reference-site conditions. In particular, as noted by Choi and Stewart (2005), the reference-site conditions \(V_{ref}\) values for the alternative models span a wide range, namely from \(V_{s30} = 520\) m/sec (Silva et al. 1997) to \(V_{s30} = 850\) m/sec (Borcherdt, 2002). This variability in reference-site conditions among the various models implies variability of the response characteristics of the reference-site configuration, which—despite the absence of nonlinearity for the low level of ground motion investigated herein—causes inconsistent suppression or enhancement of certain harmonics in the site amplification factor evaluation among the different models compared. Choi and Stewart (2005) accounted for this inconsistency of reference-site conditions in their attenuation relations by introducing the following power law equation to evaluate the target regression fit to the ensemble of weak-motion data:

\[
F(T) = (V_{s30}/V_{ref})^c = (V_{s30}/760)^c,
\]

where \(V_{s30}\) is the measured and \(V_{ref}\) is the reference site (the B–C boundary conditions) weighted average shear-wave velocity at the upper 30 m of the profile, and \(c\) is the power law’s regression coefficient; it should be noted that among the relations proposed by Choi and Stewart (2005), comparison is shown in the ensuing with site amplification factors developed for weak ground-motion recordings. Note that \(PHA_r\) values estimated in this study span the range from 0.001 to 0.1g, a fact that stems directly from the selection process of the seismogram recordings that was based on a maximum amplitude criterion to ensure the validity of linear elastic soil response in the forward model operator of the optimization algorithm employed.

As can be readily seen in Figure 13b, both short- and long-period amplification factors are shown to be consistent with previous studies for class B site conditions; the estimated spectral amplification values are scattered around unity, a fact that illustrates the anticipated reference-site response of profiles in this category, while spanning amplitudes from 0.5 to 2. Amplification factors are shown to be substantially more scattered for class C conditions—especially in the short-period region reflecting amplification of short wavelengths trapped in the near-surficial layers of
Figure 13. (a) Comparison of the dependence of short-period \( (T = 0.3 \text{ sec}) \) and midperiod \( (T = 1.0 \text{ sec}) \) amplification values on \( V_{S30} \) computed in this study from weak-motion aftershock recordings, to short- and midperiod amplification functions from previous studies (note that the Choi and Stewart (2005) functions have been evaluated at \( \text{PHA}_r = 0.1g \)); (b) Comparison of amplification values computed in this study to (1) bias-adjusted average amplification factors referenced to \( V_{S30} = 760 \text{ m/sec} \) by Choi and Stewart (2005), (2) NEHRP amplification factors (reference site \( V_{S30} \approx 760 \text{ m/sec} \)), (3) Borcherdt (2002) (reference site \( V_{S30} \approx 850 \text{ m/sec} \)), (4) Stewart et al. (2003) factors bias adjusted to reference condition \( V_{S30} = 760 \text{ m/sec} \), and (5) Joyner and Boore (2000) for reference condition of \( V_{S30} = 760 \text{ m/sec} \).
the profile—indicating the variability of site conditions categorized as class C based on the $V_{s30}$ criterion and associated variability in amplification potential of the corresponding formations. Nonetheless, there exists no clear trend for the weak ground motions investigated herein as a function of the reference-site PGA, which implies that the amplification potential of these sites is not associated with nonlinear site-response for the entire spectrum of ground-motion level investigated. By contrast, however, amplification factors predicted for class D site conditions show a clear exponential decaying trend with reference-site ground-motion amplitude with data largely scattered both for the short and long period components between 0.5 and 5 in the low amplitude region ($PHA_r > 0.01g$) of ground motions.

The observed highly scattered amplitude dependency of amplification factors for the weak ground-motion levels investigated highlights the insufficiency of currently employed site classification criteria based on impedance averaging to describe consistently the amplification potential of soil profiles within the same site class, while it may here be interpreted as the initiation of nonlinear effects at a peak ground acceleration threshold lower than observed for site classes A–C. Even further, inasmuch as this study investigates the variation of short and long period site amplification factors as a function of $V_{s30}$ in a subduction zone of interest (while published site amplification factors are derived from databases that may exclude subduction and interplate events), both the highly scattered nature of site amplification factors in the weak-motion range, and the strong-motion site-response analyses of the same region we are currently undertaking are opting to support the reevaluation and improvement of currently employed hazard analyses for the U.S. by advancing the understanding of representation of the physical mechanisms rather than verifying the existing attenuation relations amplification factors.

Mainshock versus Aftershock: Traditional Site Amplification Spectra

Finally, averaged site amplification spectra obtained from the 2003 Miyagi-Oki aftershock sequence observations for the ensemble of site conditions investigated, are here compared to the corresponding mainshock site amplification functions to illustrate the implications of nonlinear site response in the amplification potential of near-surface formations. By contrast to the weak-motion excitation, during which the near-surface material was anticipated to exhibit linear elastic response, the lack of information on the nonlinear material properties at the sites of interest did not allow estimates of the strong-motion site response to be made via deconvolution. Nonetheless, while estimates of rock-outcrop motion in this case would considerably increase the uncertainty associated with the nonlinear soil response to transient loading, the borehole mainshock records are here expected to be less contaminated by downgoing waves due to the increased material absorption in the near surface, thus improving the true site-amplification assessment capabilities of the corresponding surface-to-borehole site-response estimates.

In the ensuing, Figure 14a compares surface-to-borehole site-response spectra and cross-spectral ratios, and $H/V$ ground surface ratios of weak and mainshock recordings at the stations investigated, averaged across the sites within each of the three classes examined. Typical effects of near-surface material nonlinearity, such as reduction in the resonant frequency of the formation resulting from the average reduced stiffness in the duration of seismic excitation, are manifested here, as can be seen by comparing the mainshock to the aftershock site-response estimates; counterintuitively, however, these effects are more pronounced in the high-frequency region (10–20 Hz) of class B and class C sites, indicating that the near-surface soft layers of these profiles are by average subjected to short-wavelength, high-amplitude motion, and the resulting strain exerted by the material exceeds the linear elastic region. On the contrary, class D site conditions are shown, by average, to be unaltered in terms of amplification potential during the mainshock. Furthermore, the standard deviation of the strongly scattered distribution in the weak motion range is shown to be decreased by the introduction of nonlinear effects and associated site-dependent variability in the altering of material properties.

Examples that corroborate the observation made previously are shown in Figure 14b. Profiles MYGH04 and IWTH23, classified as class B conditions according to the weighted average near-surface shear-wave velocity criterion, are characterized by near-surficial very soft sedimentary deposits overlying considerably stiffer formations at strong impedance contrast; as a result, high-frequency components corresponding to wavelengths on the same order of magnitude as the thickness of these layers are trapped in the near surface and subject the material to strains beyond the elastic region, causing the amplification signature of the profiles to shift in the lower-frequency region. On the contrary, sites IWTH20 and ITHW15, classified as class D sites, only show a slight reduction in the amplitude of high-frequency components, while the incident mainshock wavelengths of comparable length to the near-surface nonlinearity-susceptible material are shown not to carry energy adequate to strain the material in the nonlinear range.

Discussion and Conclusions

In this study, geotechnical array recordings at 38 stations of the Japanese strong-motion network KiK-Net from the 2003 $M_w$ 7.0 Miyagi-Oki aftershock sequence were used for the development of velocity-attenuation relations, the comparison of single-station and reference-station site amplification estimates, and the estimation of site amplification factors for three classes of site conditions (B, C, and D), while the weak-motion site amplification ratios were also compared to the mainshock site-response observations.
Initially, a hybrid stochastic-deterministic seismic waveform inversion algorithm was implemented for the evaluation of high-resolution, low-strain velocity ($V_s$), attenuation ($Q_s$), and density profiles at the sites of interest. Based on the inversion results, $V_s-Q_s$ correlations are derived for the region of interest, and the observed highly erratic behavior of the developed relationships was attributed to the multitude of physical attenuation mechanisms represented by means of a simplified forward wave-propagation model. Results obtained in this study and corroborated by past published correlations suggest that $V_s-Q_s$ relations obtained by means of simplified models simulating the complex multitude physical mechanisms of energy absorption and redistribution in the upper few hundreds of meters of the crust may not be em-

Figure 14. (a) Comparison of surface-to-borehole site-response spectra, cross-spectral ratios, and H/V ground surface ratios of weak and mainshock recordings at the stations investigated, averaged across the sites within each of the three classes examined (black solid line, average mainshock; red solid line, aftershock recordings). (b) Comparison of average aftershock and mainshock surface-to-borehole site response at selected stations (left), mainshock surface-ground-motion records, and associated shear-wave velocity profiles as estimated by means of downhole array seismogram inversion.
ployed to extrapolate attenuation profiles in adjacent sites due to the highly heterogeneous nature of soil materials at these depths.

Next, surface-to-downhole traditional (SSR) and cross-spectral (cSSR) ratios and H/V site-response estimates were compared, and their effectiveness was evaluated as a function of the site class investigated, evaluated on the basis of the inverted shear-wave velocity profiles. The single and reference-station site-response estimates were also compared to surface-to-rock-outcrop spectral ratios, evaluated by deconvolution of the downhole recorded motions to the rock outcrop. Destructive interference phenomena were shown to result in systematic overestimation of the site response by means of the surface-to-borehole transfer function, with the exception of the single-station H/V site-amplification estimates in the low-frequency range, with the observed cross-spectral surface-to-borehole to approximate satisfactorily the estimated surface-to-rock-outcrop amplification. Discrepancies between the average traditional surface-to-borehole observed and surface-to-rock-outcrop amplification were found to be less prominent as the near-surface stiffness of the profile decreases, stemming directly from the increased impedance contrast between the near surface and underlying stiffer layers that prevents destructive interference phenomena at the borehole level. While this trend was observed for the averaged spectra of site amplification, however, examples were illustrated where the site-specific conditions and associated site classification do not reflect the anticipated amplification potential of the corresponding site class.

Successively, site amplification factors were derived from weak-motion recordings, using the seismogram inversion results at the geotechnical arrays of interest and deconvolving the downhole and surface observations to a typical NEHRP B–C boundary reference-site-surface ground motion. Both short- and long-period amplification factors are shown to be consistent with previous studies for class B site conditions, while amplification factors were found to be substantially more scattered for class C and D conditions—especially in the short-period region reflecting amplification of short wavelengths trapped in the near-surficial layers of the profile—indicating the variability of profiles homogeneously classified based on the $V_{30}$ criterion and associated variability in amplification potential of the corresponding formations. In particular, for the amplification factors predicted for class D site conditions, a clear exponential decaying trend with reference-site ground-motion amplitude was revealed, potentially attributed to the initiation of nonlinear effects at a peak-ground-acceleration threshold lower than observed for site classes B and C.

Finally, surface-to-borehole site-response spectra and cross-spectral ratios, and H/V ground-surface ratios of weak and mainshock recordings were compared and averaged within each of the three classes examined. Counterintuitively, typical effects of near-surface material nonlinearity—such as reduction in the resonant frequency of the formation—were shown to manifest in the high-frequency region (10–20 Hz) of class B and class C sites, indicating that the near-surface soft layers of these profiles were by average subjected to short-wavelength, high-amplitude motion, and the resulting strain exerted by the material exceeded the linear elastic region. On the contrary, class D sites were shown by average to be unaltered in terms of amplification potential during the mainshock.

Overall, results presented in this study highlight the need for site classification criteria to be reevaluated and refined accordingly, opting to reflect more realistically the anticipated average response of near-surface formations. In particular, the observations of this work suggest that for a complete description of the site amplification potential (and associated nonlinearity susceptibility under strong ground motion), the existing near-surface averaged impedance categorization of soil profiles should be complemented by a quantitative description of the similarities between incident-motion frequency content and theoretical site amplification, thus illustrating the potential of the local site conditions to amplify (or deamplify) the incoming seismic energy. Toward the establishment of a framework for site-specific ground response analysis as a function of site conditions, incident motion characteristics and a design sophistication level that will account for site effects in the current state of practice based on physical fundamental principles rather than phenomenological, site-specific approximations associated with a cost-effective site investigation programs based on blind predictions and sensitivity analyses, downhole array recordings should be used more extensively toward the understanding and modeling of complex site-response phenomena.

### Data Sources

Seismograms used in this study were collected by instruments of the Japanese strong-motion network KiK-Net, which is operated by NIED as part of the activities of the headquarters for earthquake research promotion. Seismic records and geophysical investigation results at the locations of the network’s stations can be obtained at the KiK-Net web site http://www.kik.bosai.go.jp/ (last accessed February 2007).
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