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AN EXPERIMENTAL STUDY
OF THE HYDROMAGNETIC WAVEGUIDE

Robert Henry Hertel

ABSTRACT

The hydromagnetic waveguide consists of a cylindrical metal tube filled with a longitudinally magnetized plasma. Among the classes of waves which propagate in this system are the compressional hydromagnetic modes, characterized by a waveguide cutoff at low frequencies and by a resonance at the electron cyclotron frequency. This paper presents the results of observations of the propagation of such waves in a decaying hydrogen plasma at frequencies from 0.8 to 3.4 times the ion cyclotron frequency. The phase shift and attenuation of the waves are interpreted in terms of the ion density and the temperature by applying a theory based on a three-fluid description of the plasma. Spectroscopic measurements of the $H_\beta$ line profile and absolute intensity are used to check the density and temperature inferred from the wave measurements.

The results of this study indicate that a simple approximate relationship between the phase factor and density obtained by neglecting dissipation gives densities which agree well with the spectroscopic measurements. As a diagnostic tool this method may yield densities to within $\pm 25\%$ over a range of two decades.
In the case of amplitude measurements only semiquantitative agreement between the wave and spectroscopic measurements is found, but the amplitude curves do show evidence of interferences between modes and a sharp cutoff at a critical density, both effects predicted by the theory.
# TABLE OF CONTENTS

## I. INTRODUCTION

1.1 Background of the Problem .................................................. 1
1.2 Objectives of the Experiment ............................................... 11

## II. THEORY

2.1 Introduction ........................................................................... 14
2.2 Derivation of the Dielectric Tensor ........................................... 15
2.3 Alternative Derivation of the Dielectric Tensor ......................... 22
2.4 Derivation of the Dispersion Relation ...................................... 27
2.5 The Dissipationless $\varepsilon_3 = \infty$ Theory ......................... 31
2.6 Excitation Coefficients for a Coaxial Loop ............................... 38
2.7 The Empty-Waveguide Limit; Phase Shift ................................. 41
2.8 Theory of the Spectroscopic Density Measurements .................. 44
2.9 Theory of the Spectroscopic Temperature Measurements ........... 48

## III. EXPERIMENTAL METHODS

3.1 Plasma Formation .................................................................... 56
3.2 Wave Excitation and Detection .............................................. 59
3.3 Spectroscopic Measurements .................................................. 66

## IV. RESULTS

4.1 Introduction ........................................................................... 75
4.2 Spectroscopic Density Measurements ....................................... 76
4.3 Spectroscopic Temperature Measurements ............................... 80
4.4 Wave Measurements ................................................................ 83

## V. SUMMARY AND CONCLUSIONS

5.1 Evaluation of Results .............................................................. 107
5.2 Comments on the Experimental Techniques ............................. 108
5.3 Suggestions for Further Work ............................................... 110

APPENDIX A ............................................................................. 112

APPENDIX B ............................................................................. 121
I. INTRODUCTION

1.1 Background of the Problem

The study of wave propagation in plasmas forms an important branch of the field of plasma physics for at least three reasons: (a) Some types of plasma waves occur naturally or as the result of unintentional or unavoidable interactions between electromagnetic waves and natural plasmas; (b) Waves are one means of interacting with natural or laboratory plasmas, either for diagnostic purposes or to modify the plasma; and (c) a study of wave propagation is one means for investigating the validity of the equations used to describe a plasma. This investigation is primarily concerned with the last objective, although there are some rather specialized diagnostic applications for the results.

The particular class of waves--the compressional hydromagnetic modes--studied in this investigation is closely related to the waves predicted by Alfvén (1) in 1942. Alfvén waves may be described as waves which propagate in a conducting fluid penetrated by a magnetic field \( B_0 \) strong enough so that the field lines are "frozen" into the fluid. In a hydrogen plasma, for example, a field strength of 1 \( \text{weber/m}^2 \) implies that a 1 eV proton will spiral about a field line with a gyromagnetic radius of about 0.1 mm. If the field lines are displaced, it can be shown that the particles tend to follow the motion. The force on the particles for small displacements of the field lines turns out to be just what one would compute if the field lines were

\[^{1}\text{H. Alfvén, Ark. Mat., Astr. Fysik 29B, 2 (1942).}\]
elastic strings having a tension $B_0^2/\mu_0$ per unit area along the direction of the field. The mass per unit area of a 1-meter length of the "string" is just $\rho_0$, the mass density of the plasma in kg/m$^3$.

Hence by analogy with the propagation of waves on an elastic string we find for the wave velocity the Alfvén speed $V_A = \sqrt{B_0^2/\mu_0\rho_0}$.

A more detailed and rigorous analysis requires a careful specification of the type of wave under consideration. If the analysis is restricted to monochromatic plane waves traveling along the magnetic field, one finds two circularly polarized waves with phase velocities approaching $V_A$ at low frequencies (2). It is customary to refer to any equation relating the wave frequency $\omega$ and the wavelength (or, equivalently, the phase velocity or phase constant) as a dispersion relation. For a plasma in which temperature effects are negligible, the dispersion relation for the waves under discussion may be written in the form

$$N^2 = 1 - \frac{\omega_p^2}{(\omega \pm \Omega_c)(\omega \mp \omega_c)} \quad (1.1)$$

where $N = c/V_p$ is the index of refraction or the ratio of the velocity of light to the phase velocity, $\omega_p = ne^2/m_e\epsilon_0$ is the plasma frequency, and $\omega_c = eB_0/m_e$ and $\Omega_c = eB_0/m_i$ are the electron and ion cyclotron frequencies.

$N^2$ is sketched in Fig. 1.1. Note that $N^2 = 1$ corresponds to propagation at the velocity of light and $N^2 < 0$ implies an evanescent.

---

Figure 1.1 Dispersion Relation for Plane Waves Propagating along the Magnetic Field

(spatially decaying) wave. The upper sign in equation 1.1 corresponds to a right-hand circularly polarized wave with an index of refraction $N_R$. Its electric field vector rotates in the same sense as the electron gyrations about the field lines; at the electron cyclotron frequency the phase velocity approaches zero and the wave is said to have a resonance. No propagation is possible in this mode for frequencies between $\omega_C$ and the cutoff frequency $\omega_R$ corresponding to $N_R = 0$. The high-frequency branch extending from $\omega_R$ to infinity corresponds to propagation with a phase velocity greater than the speed of light.
The lower sign in equation 1.1 represents a left-hand polarized wave whose properties are similar to the first branch except that the resonance occurs at the ion cyclotron frequency and the cutoff frequency $\omega_L$ is lower than $\omega_R$.

Both waves have phase velocities approaching $V_A$ as the frequency approaches zero; thus they may be referred to as the fast ($N_R$) and slow ($N_L$) Alfvén waves. In the frequency region described by $\Omega_c << \omega << \omega_c$ the fast wave is frequently referred to as the whistler mode.

The results of the plane-wave theory may be expected to apply to experimental situations in which the dimensions of the plasma are very large compared to the wavelength and where techniques for launching nearly plane waves are available. In this connection two groups of experiments are noteworthy. Using the high-frequency branches above the plasma frequency one can measure the phase shift undergone by a plane wave in propagating through a known length of plasma to determine the plasma density. Usually such experiments are performed with the wave propagating across the magnetic field with $E$ parallel to $B_0$, or, equivalently, with no magnetic field. For typical laboratory plasma densities ($10^{15}$ to $10^{22}$ m$^{-3}$) the plasma frequency ranges from a few hundred megacycles to a few hundred gigacycles so that microwave interferometers are used for the measurements (3). For the denser plasmas

---

infrared and even visible light interferometers (4) have been used.

The second group of experiments for which the plane wave theory is a good approximation includes the laboratory studies of whistler mode propagation at microwave frequencies. Such observations were first reported by Gallet et al (5), and have since been verified by other investigators (6-8). In several of these experiments interferometers capable of separating the left- and right-hand circularly polarized waves were used and propagation in the high-frequency branches as well as in the whistler mode was investigated.

We now turn from the high-frequency experiments related to ours to a brief summary of relevant work on low-frequency Alfvén waves. Although the first experimental observation (9) of Alfvén wave propagation used mercury for the conducting fluid, most later investigators used gaseous plasmas where the wave damping is less severe. One difficulty encountered in attempting to verify the low-frequency dispersion relation is that for typical laboratory plasmas the wavelength is much larger than the dimensions of the plasma; also, methods for launching

---

plane waves are impractical at the frequencies encountered. An experimental arrangement which circumvents these difficulties was described by Newcomb (10). His hydromagnetic waveguide, Figure 1.2, consists of a cylindrical metal tube immersed in a longitudinal magnetic field and filled with a plasma. The cylindrical shape permits the use of several standard plasma-formation schemes and at the same time provides a well-understood boundary condition (zero tangential electric field at the wall). The wave equation separates in cylindrical coordinates and the

Figure 1.2  The Hydromagnetic Waveguide

---

waveguide wall is a coordinate surface so the boundary condition takes a simple form. Newcomb analyzed wave propagation in this configuration using the MHD (magnetohydrodynamic) approximation—that is, for frequencies well below the ion cyclotron frequency. Many others have since elaborated upon the theory; see, for example, Stix (11,12), Gajewski (13) or Woods (14).

The results of the analysis of the hydromagnetic waveguide, again for a collision-free plasma, are sketched in Figure 1.3 in the same form as the plane wave results. Only the low-frequency branches of the curves are shown. Two major effects of the guide are evident: each branch of the dispersion curve is split into an infinite set of modes (the modes are distinguished by different radial and azimuthal field patterns and only a few of the circularly-symmetric modes are shown); and a low-frequency cutoff is introduced into the dispersion curve for each of the modes with a resonance at the electron cyclotron frequency.

The characteristics of the two classes of modes are simple and distinct only for $\omega \ll \Omega_c$. In that limit it may be shown that the class of modes which have the phase velocity $V_A$ at low frequencies have no axial component of the wave magnetic field; that is, the effect of the wave is to give a torsional or shear disturbance of the static magnetic field. The other class of modes does have a strong axial component of

---

the wave magnetic field, and corresponds to a compressional disturbance of the field lines. These properties also hold for the plane waves discussed earlier if propagation at an angle with respect to the magnetic field is considered. Thus the slow wave may be shown to have a magnetic field vector which is always perpendicular to $B_0$, while the fast wave has a component along $B_0$.

On the basis of the similarity in the dispersion relations and the field patterns we may say that the following identifications have
been established. The left-hand circularly polarized or slow Alfvén wave of the plane wave theory corresponds to the torsional modes in the hydromagnetic waveguide. The right-hand polarized or fast Alfvén wave corresponds to the compressional modes. We shall apply the names "torsional" and "compressional" to the modes even at frequencies equal to or greater than the ion cyclotron frequency, even though all three components of the wave magnetic field are nonzero for both classes of modes. In the same way we shall continue to use the term "hydromagnetic" even though it was originally applied to the MHD regime.

The experimental investigations of the hydromagnetic waveguide most closely related to the present study are those of Wilcox, Boley, De Silva and others (15,16,17), Jephcott and others at Culham (18,19,20), and the previous studies at this laboratory (21,22,23,24).

Numerous investigators have studied the torsional waves in the vicinity

24 D.G. Swanson, R.W. Gould, R.H. Hertel, Phys. Fluids 7, 269 (1964); included here as Appendix A.
of ion cyclotron resonance, principally with a view toward heating the plasma. For a summary of this work, see the survey by Hooke and Rothman (25).

The experiments of the Berkeley group were confined to the torsional modes; for example, it was demonstrated that a pulse whose spectrum is confined to frequencies well below \( \Omega_c \) travels down the guide at the Alfvén speed. Our investigation uses a waveguide and plasma-formation scheme patterned after the apparatus used in these studies.

Jephcott also studied the torsional modes but has recently, with Malein, reported on a detailed investigation of the lowest circularly symmetric compressional mode. In the latter study waves were propagated in an argon plasma at frequencies ranging up to six times the ion cyclotron frequency. The "waveguide" was actually an insulating tube enclosed in a larger metal tube, but the different boundary condition does not greatly modify its characteristics.

The earlier work at this laboratory was primarily concerned with an investigation of the lowest compressional mode, using an impulse technique. The frequencies used were an order of magnitude greater than those used by Jephcott but, since the ion cyclotron frequency for hydrogen for the same field is 40 times greater than for argon, the investigation was limited to frequencies below the ion cyclotron frequency. It was, however, possible to obtain a lowest mode cutoff.

frequency which was nearly an order of magnitude below the ion cyclotron frequency, whereas the lowest cutoff frequency and the ion cyclotron frequency were comparable in (20).

1.2 Objectives of the Experiment

The present study is an investigation of wave propagation in the compressional modes at frequencies ranging from just below the ion cyclotron frequency to well above it. Thus it is an extension in frequency of our work in the MHD regime (22,24). The principal new feature of the wave propagation introduced by raising the frequency is the increased importance of the higher modes. Although their presence had previously been detected (see Appendix A, Fig. 8), the amplitudes of the higher modes were small compared with that of the lowest mode. In our study the reverse is frequently true. Since the phase velocity varies slowly with frequency except in the neighborhood of cutoff or resonance, the wavelength decreases with frequency and the phase shift for a given propagation distance is larger.

As pointed out in the discussion of plane waves, the whistler mode is an extension to intermediate frequencies of the fast Alfvén wave. It will be shown in Section 2.5 that the whistler mode dispersion relation holds for the compressional modes when \( \Omega_c \ll \omega \ll \Omega_c \). Hence we may also regard this study as an extension to lower frequencies of the microwave investigations of whistler-mode propagation. From an experimental point of view the high-frequency techniques (such as the use of interferometers for phase measurement) are more appropriate for intermediate frequencies than those commonly used in MHD.
studies (direct oscillographic display).

The plasma used in these experiments is a decaying hydrogen plasma formed by a hydromagnetic ionizing wave (26) and is the same as that used in our previous experiments. The use of a sinusoidal source and interferometric techniques permits the time-resolved measurement of the propagation characteristics as the plasma decays. This suggests the possibility of using the waves as a diagnostic tool for measuring some of the plasma parameters—for example, the density and resistivity. In this sense the techniques we use are similar to the microwave and laser diagnostic methods mentioned earlier.

To provide an independent check on some of the measurements, spectroscopic studies of the Stark-broadened profile and absolute intensity of the $H_\beta$ line were carried out. From these the plasma density and temperature may be determined and compared with the density and temperature inferred from the phase shift and attenuation of the hydromagnetic waves.

The detailed account of our investigation begins in Chapter II with an outline of the theory of wave propagation in the hydromagnetic waveguide. The first part of the chapter is concerned with the representation of the plasma by incorporating in Maxwell’s equations an effective dielectric tensor, and with the solutions of these equations appropriate to the interior of a conducting tube. Special properties and applications of the solutions useful in the analysis of

---

the solutions useful in the analysis of our experimental results are then developed. The last two sections of Chapter II describe the theoretical basis of the spectroscopic measurements.

In Chapter III the equipment and techniques used in both the wave and spectroscopic measurements are discussed. The results of the measurements are presented and analyzed in Chapter IV. Finally, in Chapter V we present our conclusions and suggestions for further study.
II. THEORY

2.1 Introduction

In the first part of this chapter we will outline the theory used in the analysis of our measurements. We consider the idealized problem of an infinitely long circular waveguide filled with a uniform plasma consisting of neutral particles (atoms or molecules) and nearly equal numbers of singly-charged ions and electrons. We neglect pressure and viscosity effects, and assume that the wave amplitudes are small enough so that their effects on the plasma may be regarded as a small perturbation.

The approach we use is to incorporate the effects of the plasma currents into a generalized dielectric tensor. Two formulations of this tensor are given in Sections 2.2 and 2.3. A brief description of the solution of Maxwell's equations using the dielectric tensor is given and the results summarized in Section 2.4. In Section 2.5 we consider an appropriate approximation which permits the derivation of a simple relationship between the ion density and the propagation factor. Finally, Sections 2.6 and 2.7 discuss the excitation of the waves and the problem of interpreting the phase shift between the exciting current and the wave fields. The last two sections of this chapter describe the theory of the spectroscopic density and temperature measurements.

Rationalized MKS units are used except where specifically indicated.
2.2 Derivation of the Dielectric Tensor

For each of the three species making up the plasma we can obtain from the Boltzmann equation an equation of momentum transfer (1). This set of equations may be written in the form

\[ n_i \frac{m_i}{\tau} \left( \frac{\partial}{\partial t} + v_i \cdot \nabla \right) v_i = n_i e(E + v_i \times B) + \nabla \cdot \psi_i + p_i \]  \hfill (2.1)

\[ n_e \frac{m_e}{\tau} \left( \frac{\partial}{\partial t} + v_e \cdot \nabla \right) v_e = -n_e e(E + v_e \times B) + \nabla \cdot \psi_e + p_e \]  \hfill (2.2)

\[ n_n \frac{m_n}{\tau} \left( \frac{\partial}{\partial t} + v_n \cdot \nabla \right) v_n = \nabla \cdot \psi_n + p_n \]  \hfill (2.3)

The subscripts \( i, e, \) and \( n \) refer to ions, electrons, and neutrals respectively. Particles of type \( k \) have mass \( m_k \), number density \( n_k(r,t) \), and average velocity \( v_k(r,t) \). The electrons and ions (which are singly charged) are acted on by the electric and magnetic fields \( E(r,t) \) and \( B(r,t) \). The quantity \( p_k \) represents the average momentum transferred in collisions to the particles of type \( k \) per unit volume per second. Finally, \( \psi_k \) is the kinetic stress tensor for species \( k \); in the special case where the distribution of particle velocities is isotropic in the reference frame moving with velocity \( v_k \) this tensor is diagonal and

\[ \nabla \cdot \psi_k = \nabla p_k = \nabla \left[ \frac{1}{3} n_k m_k v_{rk}^2 \right] \]  \hfill (2.4)

Here \( p_k \) is the ordinary scalar pressure defined in terms of the mean-square random velocity. In this treatment we shall neglect the pressure terms entirely. It can be shown (2) that this approximation is justified if the sound speed is much less than the Alfvén speed, a condition which is met in our plasma.

To simplify the momentum equations we will proceed to linearize them. Assume that in the absence of the waves the plasma is in a steady state with no drift velocities, pressure gradients, or static electric fields. Then all terms in the momentum equations are zero. Now suppose a monochromatic wave with time dependence \( e^{i\omega t} \) is propagating through the plasma. Perturbations with the same time dependence will appear in all the plasma parameters. Of the quantities appearing in equations 2.1, 2.2 and 2.3, only the particle densities and the magnetic field have zero-order terms, so that we may write

\[
\begin{align*}
n_k(r,t) &= n_{k0}(r) + n_k(r) e^{i\omega t} \\
B(r,t) &= B_0 + B(r) e^{i\omega t} \\
E(r,t) &= E(r) e^{i\omega t} \\
v_k(r,t) &= v_k(r) e^{i\omega t} \\
P_k(r,t) &= P_k(r) e^{i\omega t}
\end{align*}
\]

Notice that we have used the same symbol for the perturbation amplitude

of a quantity as for the total quantity. This should cause no confusion, as only the forms on the right-hand side of equations 2.5 will appear hereafter unless the argument is explicitly given. Upon substituting from equations 2.5 into the momentum equations and neglecting all terms quadratic in the perturbation, we obtain the linearized momentum equations

\[
\begin{align*}
\omega n_{io} m_{i} \mathbf{v}_{i} &= n_{io} e \mathbf{E} + \mathbf{v}_{i} \times \mathbf{B}_{o} + P_{i} \\
\omega n_{eo} m_{e} \mathbf{v}_{e} &= -n_{eo} e \mathbf{E} + \mathbf{v}_{e} \times \mathbf{B}_{o} + P_{e} \\
\omega n_{no} m_{n} \mathbf{v}_{n} &= P_{n}
\end{align*}
\]

where we have deleted the common factor \( e^{i\omega t} \).

We will consider only the two types of collisions which are most important in a highly ionized plasma: electron-ion and ion-neutral collisions. That is, we assume the collision terms may be written

\[
\begin{align*}
P_{ij} &= P_{ie} + P_{in} \\
P_{ei} &= P_{i} \\
P_{ni} &= P_{n}
\end{align*}
\]

where \( P_{jk} \) represents the momentum transferred from species \( k \) to species \( j \) by collisions. Note that \( P_{kj}^{*} = -P_{jk} \) because momentum is conserved in a collision.
The usual first approximation for the collision terms is to assume that they are proportional to the difference in the velocities of the two species involved. For example,

$$p_{ni}^n = n_{no} n_i (v_i - v_n) \nu$$  \hspace{1cm} (2.12)

where $\nu = n_{io} \sigma v_{nt}$ is the ion-neutral collision frequency expressed in terms of the collision cross-section $\sigma$ and the neutral thermal speed. We will treat $(\sigma v_{nt})$ as a constant, which is equivalent to assuming that $\sigma$ is proportional to $1/v_{nt}$. In our plasma, charge transfer collisions should dominate. While no reliable measurements of $\sigma$ at low energies are available, calculations by Dalgarno and Yadav (3) show reasonable agreement with measurements (4) at energies above 200 eV. These calculations give $(\sigma v_{nt}) = 6 \times 10^{-15}$ $m^3/sec$ for a neutral thermal speed corresponding to 1 eV, and indicate a weaker dependence on velocity than we assume.

Using equation 2.12 we can eliminate the neutral velocity from equations 2.7 and 2.8 to obtain (assuming $m_n = m_i$)

$$i \omega n_{io} \mu v_i = n_{io} e(E + v_i x B_0) + P_{ie}$$ \hspace{1cm} (2.13)

This equation is just the ion equation one would write in the absence of neutrals except the ion mass is replaced by a pseudo-mass.

---

\[
\mu = m_i \left[ 1 + \frac{n_{no}}{n_{io}(1 + i\omega/v)} \right]
\]  

(2.14)

Note that if the wave frequency \( \omega \) is much less than the collision frequency \( \nu \), \( n_{io} \mu \rightarrow (n_{io} + n_{no}) m_i \) as the neutrals are carried along by the ions. If \( \omega \gg \nu \), \( n_{io} \mu \rightarrow n_{io} m_i \) and the neutrals have no effect.

The above treatment can easily be applied to the electron-ion collisions. In this case we note that if the plasma is neutral in the absence of the wave

\[
n_{ei} = n_{io} = n
\]  

(2.15)

so that the current, correct to first order, is

\[
\mathbf{J} = n_e (\mathbf{v}_i - \mathbf{v}_e)
\]  

(2.16)

Hence the collision term can be written in the form

\[
\mathbf{P}^{ei} = n_e \eta \mathbf{J}
\]  

(2.17)

where the proportionality constant \( \eta \) has been defined to have the dimensions of a resistivity.

Using equations 2.6, 2.13, 2.16 and 2.17 we can solve for \( \mathbf{J} \) in terms of \( \mathbf{E} \) and write the result in the form

\[
\mathbf{J} = \sigma \cdot \mathbf{E}
\]  

(2.18)

The generalized conductivity tensor thus calculated is given by equations 7 to 10 of Appendix A.
It can be shown that the power dissipated by a current flowing perpendicular to $\mathbf{B}_0$ is greater than that for a current along the field. We can allow for this effect by replacing equation 2.17 by

$$P^{ei} = ne \mathbf{\eta} \cdot \mathbf{J} \quad (2.19)$$

in which the resistivity is a diagonal tensor

$$\mathbf{\eta} = \begin{bmatrix} \eta_\perp & 0 & 0 \\ 0 & \eta_\perp & 0 \\ 0 & 0 & \eta_\parallel \end{bmatrix} \quad (2.20)$$

Spitzer (5) has calculated that for the case of a strong magnetic field $\eta_\perp / \eta_\parallel \approx 2$. By examining the components of equations 2.6 and 2.13 we see that using the tensor resistivity replaces $\eta$ by $\eta_\perp$ in the equations involving the transverse components of the velocities and replaces $\eta$ by $\eta_\parallel$ in the equations involving the z-components. We can therefore immediately write down the generalized conductivity tensor by making the corresponding substitutions in equations 8a to 8c of Appendix A. The results are given below.

$$\begin{bmatrix} J_r \\ J_\theta \\ J_z \end{bmatrix} = \begin{bmatrix} \sigma_1 & i\sigma_2 & 0 \\ -i\sigma_2 & \sigma_1 & 0 \\ 0 & 0 & \sigma_3 \end{bmatrix} \begin{bmatrix} \mathbf{E}_r \\ \mathbf{E}_\theta \\ \mathbf{E}_z \end{bmatrix} \quad (2.21)$$

---

\[
\sigma_1 = \frac{\sigma_1' + \eta_\perp (\sigma_1'^2 - \sigma_2'^2)}{1 + 2\eta_\perp \sigma_1' + \eta_\perp^2 (\sigma_1'^2 - \sigma_2'^2)}
\]
\[
\sigma_2 = \frac{\sigma_2'}{1 + 2\eta_\perp \sigma_1' + \eta_\perp^2 (\sigma_1'^2 - \sigma_2'^2)}
\]
\[
\sigma_3 = \frac{\sigma_3'}{1 + \eta_\parallel \sigma_1'}
\]
\[
\sigma_1' = \left(\frac{\omega_p^2}{\omega_c^2 - \omega^2} + \frac{\Omega_p^2}{\Omega_c^2 - \omega^2}\right) i \omega \varepsilon_0
\]
\[
\sigma_2' = \left(\frac{\omega_p^2 \omega_c}{\omega(\omega_c^2 - \omega^2)} - \frac{\Omega_p^2 \Omega_c}{\omega(\Omega_c^2 - \omega^2)}\right) i \omega \varepsilon_0
\]
\[
\sigma_3' = -\left(\frac{\Omega_p^2 + \omega_p^2}{\omega^2}\right) i \omega \varepsilon_0
\]
\[
\begin{align*}
\omega_p^2 &= \frac{ne^2}{m \varepsilon_0} & \Omega_p^2 &= \frac{ne^2}{\mu \varepsilon_0} \\
\omega_c &= \frac{eB_0}{m \varepsilon} & \Omega_c &= \frac{eB_0}{\mu}
\end{align*}
\]

Note that the plasma and cyclotron frequencies for the ions involve \( \mu \) and are complex quantities as defined above. The electron cyclotron frequency \( \omega_c \) is defined as a positive number.

It is frequently convenient to use a dielectric tensor instead of the conductivity tensor. That is, we may write Maxwell's equations in the form
\[
\nabla \times \mathbf{E} = -i \omega \mu_0 \mathbf{H}
\]
\[ \nabla \times \mathbf{H} = i \omega \varepsilon \cdot \mathbf{E} \quad (2.30) \]

where \( \mathbf{E} \) and \( \mathbf{H} \) are the complex amplitudes of the wave fields and

\[ i \omega \varepsilon = \sigma + i \omega \varepsilon_0 \varepsilon \quad (2.31) \]

The dielectric tensor will be written in the same form as the conductivity tensor.

\[ \varepsilon = \begin{bmatrix} \varepsilon_1 & i\varepsilon_2 & 0 \\ -i\varepsilon_2 & \varepsilon_1 & 0 \\ 0 & 0 & \varepsilon_3 \end{bmatrix} \quad (2.32) \]

\[ \begin{align*} 
\varepsilon_1 &= \varepsilon_0 (1 + \frac{\sigma_1}{i \omega \varepsilon_0}) \\
\varepsilon_2 &= \varepsilon_0 \frac{\sigma_2}{i \omega \varepsilon_0} \\
\varepsilon_3 &= \varepsilon_0 (1 + \frac{\sigma_3}{i \omega \varepsilon_0}) 
\end{align*} \quad (2.33) \]

2.3 **Alternative Derivation of the Dielectric Tensor**

Measurements in the plasma used for these experiments indicate that the value of the scalar resistivity necessary to match theoretical and experimental results is a function of the axial magnetic field (see Fig. 10 of Appendix A). As has been pointed out \( \eta_\perp \), which is more important than \( \eta_\parallel \), in determining the properties of the compressional mode, depends on the magnetic field and changes by a factor of two as the field is increased from zero to a high value. In an effort to
provide a theory valid for intermediate field strengths we have used the transport coefficients calculated by Marshall (6). He considers a fully-ionized plasma and combines the equations for electrons and ions to obtain a one-fluid description. Thus we may define a fluid velocity, net charge density and mass density by

\[
\begin{align*}
\mathbf{u} &= \frac{n_i(r,t) m_i v_i(r,t) + n_e(r,t) m_e v_e(r,t)}{\rho(r,t)} \\
Q &= \left[ n_i(r,t) - n_e(r,t) \right] e \\
\rho(r,t) &= n_i(r,t) m_i + n_e(r,t) m_e
\end{align*}
\]

(2.34)

(2.35)

(2.36)

In the absence of pressure and gravitational effects the momentum transport equation for the fluid as a whole can be written

\[
\rho(r,t) \left[ \frac{\partial}{\partial t} + \mathbf{u}(r,t) \cdot \nabla \right] \mathbf{u}(r,t) = Q \mathbf{E}(r,t) + \mathbf{J}(r,t) \times \mathbf{B}(r,t)
\]

(2.37)

Using the notation of equation 2.5

\[
\begin{align*}
\mathbf{u}(r,t) &= u(r) e^{i\omega t} \\
\rho(r,t) &= \rho_o(r) + \rho(r) e^{i\omega t}
\end{align*}
\]

(2.38)

the linearized form of equation 2.37 is

where the electric force has dropped out because both \( Q \) and \( E \) are first-order quantities. Marshall finds for the current \( \mathbf{J} \) (again neglecting pressure and temperature gradients)

\[
\mathbf{J}(r,t) = Q \mathbf{u}(r,t) + \sigma_M \cdot \left[ \mathbf{E}(r,t) + \mathbf{u}(r,t) \times \mathbf{B}(r,t) \right] \tag{2.40}
\]

or in linearized form

\[
\mathbf{J} = \sigma_M \cdot (\mathbf{E} + \mathbf{u} \times \mathbf{B}_o) \tag{2.41}
\]

where the conductivity tensor \( \sigma_M \) takes the following form

\[
\sigma_M = \begin{bmatrix}
\sigma_{II} & -\sigma_{III} & 0 \\
\sigma_{III} & \sigma_{II} & 0 \\
0 & 0 & \sigma_I
\end{bmatrix} \tag{2.42}
\]

\[
\sigma_I = 1.931 \frac{ne^2}{m_e} \tag{2.43}
\]

\[
\sigma_{II} = \frac{ne^2}{m_e} \frac{\omega_c^2 \tau^2 + 1.802}{\omega_c^4 \frac{\tau^4}{4} + 6.282 \omega_c^2 \tau^2 + .933} \tag{2.44}
\]

\[
\sigma_{III} = \frac{ne^2}{m_e} \frac{\omega_c \tau (\omega_c^2 \tau^2 + 4.382)}{\omega_c^4 \frac{\tau^4}{4} + 6.282 \omega_c^2 \tau^2 + .933} \tag{2.45}
\]

\[
\tau = \frac{6e^2}{\mu m_e} \frac{1/2}{(2\pi kT)^{3/2}} \tag{2.46}
\]
\[ \Lambda = \frac{4}{\pi n_e} \left( \frac{4\pi \varepsilon_0 kT}{e^2} \right)^3 + 1 \]  
\[ (2.47) \]

We can solve equation 2.39 for \( u \) and substitute into 2.41 to find

\[ j = \frac{g_M}{e} \left[ \frac{1}{1} \left( J \times B_0 \right) \times B_0 \right] \]
\[ (2.48) \]

which may be solved for \( J \) in terms of \( E \). The result may be written in terms of a generalized conductivity tensor where the components as defined by equation 2.21 have the forms

\[ \sigma_1 = \frac{\sigma_{II} - i \xi (\sigma_{II}^2 + \sigma_{III}^2)}{1 - \xi^2 (\sigma_{II}^2 + \sigma_{III}^2) - 2i \xi \sigma_{II}} \]
\[ (2.49) \]

\[ \sigma_2 = \frac{i \sigma_{III}}{1 - \xi^2 (\sigma_{II}^2 + \sigma_{III}^2) - 2i \xi \sigma_{II}} \]
\[ (2.50) \]

\[ \sigma_3 = \sigma_1 \]
\[ (2.51) \]

where

\[ \xi = \frac{B_0^2}{\omega_0} \quad \text{(no neutrals)} \]
\[ (2.52) \]

To include the effects of neutrals in this development we may modify equation 2.39 by adding a collision term

\[ 1\omega \rho_0 u = J \times B_0 + P_{\text{fn}} \]
\[ (2.53) \]

and write a momentum equation for the neutrals
where \( \mathbf{p}_{f}^{n} = - \mathbf{p}_{f}^{nf} \) is the momentum transferred to the electron-ion "fluid" from the neutrals per m\(^3\) per second. If we again set the collision term proportional to the velocity difference

\[
\mathbf{p}_{nf}^{nf} = \rho_{no} \nu (\mathbf{u} - \mathbf{v}_{n})
\]  

Equation 2.56 is seen to be identical to the momentum equation 2.39 for a fully ionized plasma except that the mass density \( \rho_{o} \) is replaced by the pseudo-density \( \rho'_{o} \). It should be noted that the factor in brackets differs slightly from the corresponding factor in the three-fluid model (see equation 2.14) and the definitions of the collision frequency given by equations 2.12 and 2.55 are also different. The differences, however, are far smaller than the uncertainties in either the theoretical or experimental values for the quantities. We now see that the generalized conductivity tensor including neutrals is just that given by equations 2.49 - 2.51 with
If terms of the order of \((m_e/m_1), (\omega/\omega_C)\) and \((\omega\tau)\) are neglected compared to unity, it can be shown that the components of the three-fluid conductivity tensor agree with those calculated from Marshall's results if the following identifications are made:

(a) For \((\omega_c\tau) \ll 1\), set \(\eta_\perp = \eta_\parallel = 1/\sigma_I\).

(b) For \((\omega_c\tau) \gg 1\), set \(\eta_\perp = 1.93 \eta_\parallel = 1.93/\sigma_I\).

Since the plasma parameters used in these experiments are such that condition (b) is fulfilled, the two forms of the generalized conductivity may be used interchangeably here.

### 2.4 Derivation of the Dispersion Relation

Now that the properties of the plasma have been expressed in terms of the dielectric tensor \(\varepsilon\), the remaining problem is to solve Maxwell's equations 2.29 and 2.30 in cylindrical coordinates and apply appropriate boundary conditions. Only circularly-symmetric modes will be treated since the excitation scheme has that symmetry. We assume therefore, that the wave fields \(\mathbf{E}\) and \(\mathbf{H}\) depend only on \(r\) and \(z\), where the \(z\)-dependence is \(e^{-ikz}\) and

\[
k = \beta - i\alpha
\]

is the propagation factor. Four of the six component equations of Maxwell's equations may be used to express the transverse fields in
terms of $E_z$ and $H_z$; for details, see Appendix B. Eliminating the transverse fields from the remaining equations yields a pair of coupled partial differential equations for the longitudinal fields (equations 14a and 14b of Appendix A). It can be shown that appropriate solutions are combinations of zero-order Bessel functions. For $H_z$, for example, we have

$$H_z(r,z) = A \left[ J_0(T_1r) + \tau J_0(T_2r) \right] e^{-ikz} \tag{2.60}$$

the transverse wave numbers $T_1$ and $T_2$ are the solutions of the dispersion relation

$$T_1^2 - \frac{\varepsilon_1}{\varepsilon_3} T_2^2 + \frac{\varepsilon_1}{\varepsilon_3} T_1^2 \left( T_1 + \frac{\varepsilon_2}{\varepsilon_1} T_2^2 \right) = 0 \tag{2.61}$$

in which

$$\gamma_1 = k^2 - \omega^2 \mu_0 \varepsilon_1 \tag{2.62}$$

$$\gamma_2 = \omega^2 \mu_0 \varepsilon_2 \tag{2.63}$$

The constant $A$ in equation 2.60 may be regarded as an excitation coefficient and $\tau$ as being determined from the boundary conditions. If the plasma is bounded by a conducting wall at $r = a$ the appropriate conditions are $E_z(a) = E_y(a) = 0$. These lead to

$$(\gamma_1 + \frac{\gamma_2 \varepsilon_2}{\varepsilon_1} + T_1^2) T_1 J_0(T_1a) J_1(T_2a) = (\gamma_1 + \frac{\gamma_2 \varepsilon_2}{\varepsilon_1} + T_2^2) T_2 J_0(T_2a) J_1(T_1a) \tag{2.64}$$

and
The simultaneous solution of equations 2.61 and 2.64 has been carried out with the aid of a digital computer by Swanson (7, Appendix A). If we regard a mode as specified by a set of values for \( k, T_1 \) and \( T_2 \), it is found that two infinite classes of modes may be distinguished. The first set, with which the experiments described in this thesis are concerned, we call the compressional modes. They are characterized by a cutoff (\( k \to 0 \)) at low frequencies and a resonance (\( k \to \infty \)) at the electron cyclotron frequency with highly dispersive behavior in the vicinity of both cutoff and resonance. At low frequencies (\( \omega \ll \Omega_c \)) \( H_r \) and \( H_z \) are much greater than \( H_\phi \) for this mode so that the effect of adding the wave fields to \( \mathcal{B}_o \) is an alternate compression and expansion of the field lines; hence the name "compressional modes". Other investigators have used the terms TE modes and fast hydromagnetic waves; at high frequencies the class may be identified with the whistler mode (see the discussion in Chapter I). The values of \( T_1 \) for the compressional modes are very nearly given by the solutions of \( J_1(T_1 a) = 0 \) (see Figure 3 of Appendix A).

The second class of modes, called here the torsional modes and designated by primes, is nearly dispersionless at low frequencies and exhibits a resonance at the ion cyclotron frequency. The phase velocity for \( \omega \ll \Omega_c \) is the Alfvén speed \( v_A = B_o / \sqrt{\mu_o \rho_o} \). As pointed out

\[
\tau = -\frac{T_2}{T_1} \frac{J_1(T_1 a)}{J_1(T_2 a)}
\]  

(2.65)

in Chapter 1, these modes have a large magnetic field component \( H_\theta \) corresponding to a torsional perturbation of the field lines. Other terms applied to this class are the principal modes (8) and the slow hydromagnetic waves (9). At high frequencies the values of \( T_1 \) are again given approximately by \( J_1(T_1a) = 0 \) but at very low frequencies the condition \( J_0(T_1a) = 0 \) applies (see Figure 2 of Appendix A).

Measurements of the radial dependence of the wave fields (10) seem to indicate that the condition \( J_1(T_1a) = 0 \) is the correct one for both types of waves even at low frequencies. A boundary condition which leads very nearly to this result is that of a thin vacuum layer between the plasma and the conducting wall. This problem was treated by an approximate method by De Silva (11) and in some detail by Swanson (12). The method consists of matching solutions of Maxwell's equations valid in the annular vacuum region to the plasma fields at the plasma-vacuum interface and setting \( E_z(a) = E_r(a) = 0 \). In the remainder of this thesis we shall assume that the values of \( T_1a \) are the zeros of \( J_1 \). From equation 2.65 we see that this leads to \( \tau = 0 \) so that \( T_2 \) no longer appears in the problem. We may drop the subscript 1 and write

11A.W. De Silva, Lawrence Radiation Laboratory Report UCRL 9601 (March 1961), Appendix F.
12D.G. Swanson, Calif. Inst. of Technology, Tech.Report No. 2 on AFOSR Office of Aerospace Research Grant No. 412-63 (1964), Chapter III.
in place of equation 2.64 and solve equation 2.61 for the propagation factor to obtain

\[ J_1(T_m a) = 0 \]  \hspace{1cm} (2.66)

where the mode number \( m \) now refers to the various solutions of equation 2.66, that is, \( T_1 a = 3.832, T_2 a = 7.016 \), and so on. The sign convention in equation 2.67 must be reversed for \( \omega > \Omega_c \). We use the symbols \( k_m \) and \( k'_m \) for the roots of equation 2.67 lying in the fourth quadrant, corresponding to propagation in the +z direction.

It should be emphasized that the distinction between compressional and torsional modes on the basis of the wave fields disappears at high frequencies; both types of modes have appreciable amounts of all six components of \( \mathbf{E} \) and \( \mathbf{H} \).

A typical set of dispersion curves calculated from equation 2.67 is plotted in Figure 2.1.

2.5 The Dissipationless \( \epsilon_3 = \infty \) Theory

The measurements described in Chapters III and IV of this thesis involve exciting several of the compressional modes at a fixed frequency and measuring the longitudinal wave field \( H_z(0, z, t) \) some distance from the point of excitation. The phase and amplitude of the wave are then used to infer some of the plasma parameters, such as the density and...
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\[ \frac{\beta}{\Omega_c} = \frac{1}{2\pi} \]

\[ \frac{\nu}{2\pi} \]

\[ B_0 = 1 \text{ web/m}^2 \]

\[ n_0 = 4.6 \times 10^{21} \text{ m}^{-3} \]

\[ n_i = 1.0 \times 10^{21} \text{ m}^{-3} \]

\[ T = 10^4 \text{ K} \]

\[ \frac{\sigma v_{nt}}{2\pi} = 4.5 \times 10^{-22} \text{ Mc m}^{-3} \]
temperature. It is useful to examine the characteristics of wave propagation in the limit of zero damping for two reasons. In the first place, the dissipationless theory gives some insight into the gross characteristics of the problem; also, if the damping is not too great, the phase factor $\beta$ depends very little on the damping. The dissipationless theory thus provides a good approximation for $\beta$ which can be used to relate the phase shift to the ion density.

If the resistivity $\eta_\perp$ and $\eta_\parallel$ are set equal to zero, the $\mathbf{\sigma}$ tensor calculated in Section 2.2 reduces to the $\mathbf{\sigma}'$ tensor. If we make the approximations

$$\omega/\omega_p \ll 1 , \, \omega/\omega_c \ll 1 , \, |m_e/\mu| \ll 1$$

(2.68)

the components of the dielectric tensor become

$$\epsilon_1 \cong \epsilon_0 \left(1 + \frac{c^2}{v_A^2} \frac{1}{1 - \left(\frac{\omega}{\Omega_c}\right)^2}\right)$$

(2.69)

$$\epsilon_2 \cong -\epsilon_0 \frac{c^2}{v_A^2} \frac{\omega/\Omega_c}{1 - (\omega/\Omega_c)^2}$$

(2.70)

$$\epsilon_3 \cong \epsilon_0 \left(1 - \frac{\omega_p^2/\omega^2}{m_i/m_e}\right)$$

(2.71)

The first term in equations 2.69 and 2.71 is due to the displacement current and is negligible in these experiments which involve frequencies from 0.8 to 3.4 times the ion cyclotron frequency. For frequencies in this range (but not equal to $\Omega_c$), $\epsilon_3$ is larger than $\epsilon_1$ and $\epsilon_2$ by approximately the factor $(\omega_p^2/\Omega_c^2)(v_A^2/c^2) = m_i/m_e$. 
We therefore make the approximation that \( \varepsilon_3 = \infty \). The dispersion relation, equation 2.61, simplifies to

\[
\gamma_{lm}^2 - \gamma_2^2 + \gamma_{lm} \tau_m^2 = 0 \quad (2.72)
\]

or

\[
(k_m^2 - \omega^2 \mu \varepsilon_1)^2 - (\omega^2 \mu \varepsilon_2)^2 + (k_m^2 - \omega^2 \mu \varepsilon_1) \tau_m^2 = 0 \quad (2.73)
\]

Solving for \( k_m \) we find

\[
\begin{pmatrix}
k_m' \\
k_m
\end{pmatrix} = \omega^2 \mu \varepsilon_1 - \frac{\tau_m^2}{2} \pm \sqrt{\left(\frac{\tau_m^2}{2}\right)^2 + (\omega^2 \mu \varepsilon_2)^2} \quad (2.74)
\]

It can easily be shown that \( J_1(T_m a) = 0 \) is satisfied exactly in this limit, \( (\varepsilon_3 = \infty) \). This dispersion relation is plotted in Figure 2.2 for the first few compressional modes. For comparison purposes the phase factor obtained from the solution of equation 2.67 is also shown.

It will be noted that the approximate theory gives a good approximation for the phase factor \( \beta \) except near cutoff. From equation 2.74 we can show that the cutoff frequencies are given by

\[
\omega_{om} = \frac{T_m V}{m A} \quad (2.75)
\]

or, expressed another way, the \( m \)th mode is cut off for a given frequency \( \omega \) when the density is reduced to the critical value

\[
n_m = \frac{T_m B_0^2}{\mu_0 m \omega^2} \quad (2.76)
\]
Fig. 2.2  Phase Factors for the First Five Circularly-Symmetric Compressional Modes
If the approximate forms of $\epsilon_1$ and $\epsilon_2$ are substituted into the dispersion relation we can solve for the ion density, yielding

$$n = \frac{B_0^2}{\mu_0 m \omega^2} \left\{ (\beta_m^2 + \frac{T_m^2}{2}) \left[ 1 + \sqrt{1 + \left( \frac{\omega^2}{\Omega_c^2} - 1 \right) \frac{\beta_m^2 (\beta_m^2 + T_m^2)}{(\beta_m^2 + \frac{T_m^2}{2})^2}} \right] \right\} 

(2.77)$$

where we have replaced $k_m$ by $\beta_m$ since the propagation factor is purely real under the circumstances we are considering. We can expect this formula for the density to be fairly accurate if the density is well above the critical value. Of course, it is useful only if we know $\beta_m$ and $T_m$, that is, we must be sure that only one mode contributes to the field we measure so that we can measure a single phase factor $\beta_m$ and we must know which mode we are measuring so that we can use the appropriate value for $T_m$.

Equation 2.77 is plotted in Figure 2.3. It will be noted that if the wave frequency is well above the cutoff frequencies of all the modes which contribute to the detected wave field, the phase factors for the different modes are nearly the same. In fact, if we make the approximation $\omega >> T_m V_A$ in the dispersion relation, we find

$$k_m \rightarrow \frac{\mu_0 n e \omega}{B_0 (1 + \frac{\Omega_0}{\omega})}, \quad \omega >> T_m V_A \quad (2.78)$$

which may be recognized as the phase factor for plane wave propagation in the whistler mode.
Fig. 2.3 Relationship between the Phase Factor and the Density for a 6.75 cm Radius Waveguide
2.6 Excitation Coefficients for a Coaxial Loop

To complete the analysis of hydromagnetic wave propagation in a circular waveguide we must calculate the excitation coefficients for the various modes. The excitation scheme to be considered, shown in Figure 2.4, consists of a coaxial circular loop of radius \( b \) immersed in the plasma. The loop is assumed to carry a current \( I \).

Figure 2.4. Schematic Diagram of the Excitation Scheme

Orthogonality relations have been derived \((13,14)\), both for the conducting wall and vacuum sheath boundary conditions. It can be shown that the integral

\[ A.G. \text{ Liebermann, Ph.D. Thesis, California Institute of Technology, (1964).} \]
\[ D.G. \text{ Swanson, California Institute of Technology Tech. Rep. No. 2 on AFOSR Office of Aerospace Research Grant No. 412-63, Chapter VI.} \]
\[ \int_0^a (\mathbf{E}_{nt} \times \mathbf{H}_{mt}) \cdot \mathbf{e}_z \, r \, dr , \]

(where \( \mathbf{E}_{nt} \) is the transverse electric field of the \( n \)th mode and \( \mathbf{H}_{mt} \) is the transverse magnetic field of the \( m \)th mode derived from the transpose of the \( \varepsilon \) tensor) is zero if \( k_n \neq \pm k_m \). This relation holds for both torsional and compressional modes—for example, \( n \) may refer to the lowest compressional mode and \( m \) to the lowest torsional mode.

Our assumption that \( J_1(T_m) = 0 \) means that the tangential electric field does not vanish at the wall, which is one of the assumptions leading to the above orthogonality relation. The simple radial dependence of the fields resulting from this assumption, however, makes it a simple matter to find appropriate relations to use in calculating the excitation coefficients for a loop.

By examining the fields as indicated in Figure 2.4, it is apparent that the presence of the current-carrying loop introduces a discontinuity into the radial magnetic field:

\[ H_r(r,0^+) - H_r(r,0^-) = I \delta(r-b) \quad (2.79) \]

No discontinuity appears in the other components, so by symmetry

\[ H_q(r,0) = 0 \quad (2.80) \]

if we suppose the waveguide to be infinitely long so that reflections may be ignored. The transverse fields from Appendix B are
where the upper sign is used for \( z > 0 \) and the lower for \( z < 0 \).

The primes, as usual, represent the torsional modes. The quantity \( \chi_m \) is given by

\[
\chi_m = k_m^2 - \omega^2 \mu_0 (\epsilon_m - \epsilon_0^2) + \tau_m^2
\]

with a corresponding expression for \( \chi'_m \). Applying conditions 2.79 and 2.80 to the fields yields

\[
\frac{\chi_m}{k_m} A_m + \frac{\chi'_m}{k'_m} A'_m = 0
\]

\[
2 \sum_m \frac{1}{T_m} J_l(T_r) \left[ k_m A_m + k'_m A'_m \right] = I \delta(r - b)
\]
Finally from equations 2.87 and 2.86 we obtain

\[
A_m = \frac{ibI}{a^2} \frac{T_m}{k_m} \frac{J_1(T_m b)}{[J_0(T_m a)]^2} \frac{1}{l + c_m}
\]

(2.88)

where

\[
c_m = -\frac{\chi_m k_{m}^2}{\chi_{m}' k_{m}^2} = \frac{\epsilon_1 \chi_m (k_{m}^2 - \omega_{\mu_0}^2 \epsilon_1 + T_m^2)}{k_{m}^2 \omega_{\mu_0}^2 \epsilon_2}
\]

(2.89)

The second equality in equation 2.89 results after some manipulation by making use of the dispersion relation (equation 2.67). It can be shown that the same result is obtained by using the exact field expressions and the corresponding orthogonality relation (the resulting formula for \( A_m \) is equation 31 of Appendix A) and setting \( J_1(T_m a) \) to zero. If the further approximation \( \epsilon_3 = \infty \) is made

\[
c_m \rightarrow l + \frac{T_m^2}{k_m^2 - \omega_{\mu_0}^2 \epsilon_1} \quad \text{as} \quad \epsilon_3 \rightarrow \infty
\]

(2.90)

The formula for the torsional mode excitation coefficient \( A_m' \) is obtained by interchanging primed and unprimed quantities in the above results.

2.7 The Empty-Waveguide Limit; Phase Shift

One method for measuring the propagation factor \( k = \beta - i\alpha \) is simply to measure the wave amplitude and phase as a function of
distance. If a single mode is propagating the phase will change linearly with \( z \), the slope being \( \beta \). The amplitude will decay exponentially and \( \alpha \) is the inverse of the e-folding distance. A second approach is to measure the amplitude and phase at a single point and use the excitation coefficient and the loop current to determine \( k \). In the latter measurement the ambiguity of a multiple of \( 2\pi \) inherent in phase measurements must somehow be resolved. That is, we must regard phase angles of \( \pi \) and \( 3\pi \), for example, to represent situations in which the distances between the exciting loop and receiving probe differ by exactly one wavelength. To aid in this determination it is convenient to define the phase relative to a situation which is well-understood and which can be reached by a continuous variation of the plasma parameters. Such a reference state is the zero-density limit.

The solutions we have obtained apply directly to the empty waveguide if we set \( \varepsilon_2 = 0 \) and \( \varepsilon_1 = \varepsilon_3 = \varepsilon_0 \) in the dielectric tensor. We find that

\[
k_m^2 = \frac{\omega^2}{c^2} - T_m^2 \tag{2.91}
\]

and the boundary condition once again leads to \( J_1(T_\text{ma}) = 0 \) for the circularly symmetric TE modes. For a 6.75 cm radius guide the lowest cutoff frequency is 2710 Mc so \( k_m = -i T_m \) for the frequencies of interest here. Hence from equation 2.88

\[
A_m = -\frac{b_I}{a} \frac{J_1(T_m b)}{[J_0(T_m a)]^2} \tag{2.92}
\]
The same results are obtained if we set \( n = 0 \) in the \( \epsilon_3 = \infty \) dissipationless theory. We now define the phase shift \( \phi \) as the phase lag of \( H_z \) on the axis relative to the phase in the empty waveguide.

\[
\phi \equiv \text{Arg}[H_z(0,z)]_{\text{empty}} - \text{Arg}[H_z(0,z)]_{\text{plasma}} \quad (2.93)
\]

If the contribution of the \( m\text{th} \) compressional mode to \( H_z(0,z) \) is greater than that of all other modes (torsional as well as compressional) we have

\[
\phi = \pi - \text{Arg}[A_m]_{\text{plasma}} + \beta_m z \quad (2.94)
\]

Examining equation 2.88 for \( A_m \) and noting that both \( k_m \) and \( c_m \) are nearly real and positive if the damping is not too high, we find \( \text{Arg}[A_m]_{\text{plasma}} \approx \pi/2 \). Therefore

\[
\phi \approx \pi/2 + \beta_m z \quad (2.95)
\]

or

\[
\beta_m \approx \frac{1}{z} (\phi - \pi/2) \quad (2.96)
\]

where in equation 2.96 we can determine \( \phi \) from the experimentally determined phase shift by adding factors as \( 2\pi \) as necessary to make \( \phi \) approach zero continuously as \( n \rightarrow 0 \).
2.8 Theory of the Spectroscopic Density Measurements

In order to check the results of the wave propagation measurements it is necessary to have independent measurements of some of the plasma parameters. Since a monochromator was available, it was decided to make use of one of the standard techniques for hydrogen plasmas—a measurement of the Stark broadening of one of the emission lines (Hβ at 4861Å was used here) to determine the plasma density. As will be discussed in Section 2.9, it was found that only an absolute calibration of the same apparatus was necessary to make fairly accurate temperature measurements.

The spectroscopic ion density measurements used in this investigation are based on the fact that the energy levels of hydrogen are shifted by electric fields. Hydrogen exhibits a linear Stark effect; that is, the difference between two energy levels and hence the frequency of radiation arising from a transition between them has a shift which depends linearly on the electric field. Strong local electric fields are, of course, present in a plasma; since different radiating atoms find themselves in different fields depending on the proximity of neighboring ions and electrons, the net effect is a broadening of the spectral lines.

The earliest satisfactory theory, due to Holtsmark (16), took into account only the fields of the ions and led to the result that the width of a Stark-broadened hydrogen line is proportional to \( n^{2/3} \).

Since then, more elaborate theories have been developed to include the effect of electron shielding on the ion broadening as well as the broadening caused by the collisions of electrons with the radiating atom. A comprehensive review of the subject is contained in an article by Margenau and Lewis (17). We shall use here the calculations of Griem, Kolb, and Shen (18-20). Their results are expressed in terms of a normalized line intensity $S(\alpha)$ where $\alpha$ is the normalized wavelength difference from the line center $\lambda_o$

$$\alpha = \frac{\lambda - \lambda_o}{1.25 \times 10^{-13} n^{2/3}} \quad \text{(wavelengths in Angstroms)} \quad (2.97)$$

The tabulated profiles are normalized so that

$$\int_{-\infty}^{\infty} S(\alpha) \, d\alpha = 1 \quad (2.98)$$

The effect of using the variable $\alpha$ defined by equation 2.97 is to make the function $S$ almost independent of the density.

For convenience in notation we will describe the line profile by a new function

$$P(\lambda, n, T) = S\left(\frac{\lambda - \lambda_o}{1.25 \times 10^{-13} n^{2/3}}, n, T\right) \quad (2.99)$$

whose value at a given wavelength is simply the relative intensity of the line at that wavelength. We have indicated the dependence of $S$ on

n and T explicitly in equation 2.99. From Equation 2.98 the normalization of P is given by:

\[
\int_{-\infty}^{\infty} P(\lambda, n, T) \, d\lambda = 1.25 \times 10^{-13} n^{2/3}
\]  

(2.100)

As will be discussed in Section 3.3, the measurement of the intensity profile was performed with an instrument of finite resolution. For our purposes here we may think of the measuring device as a tunable narrow-band filter followed by a detector. That is, for monochromatic light of wavelength \( \lambda \) and constant intensity, the output voltage of the detector is proportional to \( H(\lambda - \lambda_c) \) where \( \lambda_c \) is the center wavelength of the filter. For convenience we normalize the transfer function so that

\[
\int_{-\infty}^{\infty} H(\lambda - \lambda_c) = 1
\]  

(2.101)

If the filter is illuminated with light from a radiating plasma whose intensity profile is \( P(\lambda, n, T) \) in such a way that the line profile and filter transfer function overlap (see Figure 2.5), the detector
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output will be given by the integral with respect to $\lambda$ of the product of $P(\lambda, n, T)$ and $H(\lambda - \lambda_c)$; that is, the output will be

$$P'(\lambda_c, n, T) = \int_{-\infty}^{\infty} P(\lambda, n, T) H(\lambda - \lambda_c) \, d\lambda \quad (2.102)$$

We may regard equation 2.102 as defining a modified line profile. The normalization is unchanged, since

$$\int_{-\infty}^{\infty} P'(\lambda, n, T) \, d\lambda = \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} P(\xi, n, T) H(\xi - \lambda) \, d\xi \, d\lambda \right]$$

$$= \int_{-\infty}^{\infty} P(\xi, n, T) \left[ \int_{-\infty}^{\infty} H(\xi - \lambda) \, d\lambda \, d\xi \right]$$

$$= \int_{-\infty}^{\infty} P(\xi, n, T) \, d\xi = 1.25 \times 10^{-13} n^{2/3} \quad (2.103)$$

In making use of the Stark profiles the procedure was as follows:

a) A set of normalized profiles $S(\alpha)$ for various densities was obtained by interpolating between the tabulated profiles. The dependence on temperature over the wavelength range of interest was so weak as to be negligible; the value $T = 10^4 \, ^{0}\text{K}$ was assumed.

b) The line profiles $P(\lambda, n, T)$ in terms of actual wavelength were determined according to equation 2.99.

c) The modified profiles $P'(\lambda, n, T)$ were produced by convolving the original profiles with the measured transfer function of the recording instrument as shown in 2.102.
d) The modified profiles were compared with the measured line profiles to determine the ion density. The details of the instrumentation and the measurement procedure will be discussed in Section 3.3.

2.9 Theory of the Spectroscopic Temperature Measurements

In the last section we discussed the problem of determining the ion density from the shape of the $H_\beta$ line profile. We now observe that the total area under the intensity curve is determined by the population in the upper energy level involved in the transition. Hence an absolute calibration of the polychromator used to measure the line profile will provide a simultaneous measure of the density of atoms in that level. From this information and the ion density we can, under certain assumptions, calculate the temperature. The details of this procedure are discussed below.

Assuming the plasma to be optically thin, the energy radiated per unit volume due to spontaneous transitions from the $s$th to the $t$th level is

$$U_{st} = h\nu_{st} A_{st} n_s$$

(2.104)

where $h$ is Planck's constant, $\nu_{st}$ is the frequency of the emitted radiation, $A_{st}$ is the transition probability, and $n_s$ is the density of atoms in the $s$th level. For the $H_\beta$ line, $A_{42}$ (averaged over the angular momentum states) is $8.3 \times 10^6$ sec$^{-1}$ (21) so that

We must now make a much stronger assumption about the state of the plasma than any of the previous theories required. Such calculations as the Stark broadening computation by Briem, Kolb and Shen and the calculation of the transport coefficients by Marshall require at most the assumption that the velocity distributions of the electrons and ions are Maxwellian and characterized by a common temperature $T$. According to estimates by Spitzer (22), the characteristic time for establishment of equipartition between electrons and protons with kinetic temperatures of the order of $10,000^\circ K$ at a density of $10^{21} \text{ m}^{-3}$ is about 0.1 µsec. The times for the establishment of Maxwellian distributions are much shorter, so the above assumption seems well justified. We now assume that the $s = 4$ energy level and all higher levels are essentially in thermal equilibrium with the free electrons so that the Boltzmann and Saha equations can be used to calculate the populations. This assumption has been investigated in a series of papers by Bates and Kingston (23), McWhirter (24), and by all three authors (25). Their results indicate that our assumption is probably justified. For example, the population of the $S = 4$ state is found to differ from the thermal equilibrium population by less than 30% if

\[ n_4 = 2.95 \times 10^{11} U_{42} \tag{2.105} \]

---


n \leq 10^{20} \text{ m}^{-3} \text{ and } T \geq 5000^\circ \text{K}. \text{ It must be emphasized that in a recombining plasma the question of the existence of thermal equilibrium or detailed balancing is a complex one which must be investigated by taking into account the rates of all relevant transitions between states.}

On the basis of the assumption of thermodynamic equilibrium for the higher states we may use the Boltzmann and Saha equations in the forms (26)

\[
\frac{n_s}{n_n} = \frac{g_s}{u_o} e^{-\frac{\chi_s}{kT}} \tag{2.106}
\]

\[
\frac{n_{1n} e}{n_n} = 2 \frac{u_1}{u_o} \left(\frac{2\pi m kT}{e}\right)^{3/2} e^{-\frac{\chi_1}{kT}} \tag{2.107}
\]

where we have used the following notation:

\begin{align*}
    n_n &= \text{total density of hydrogen atoms} \\
    n_s &= \text{density of atoms in the } s^{\text{th}} \text{ level (for the ground state } s = 1) \\
    \chi_1 &= \text{ionization potential} \\
    \chi_s &= \text{energy of the } s^{\text{th}} \text{ state relative to the ground state} \\
            &= 13.6/s^2 \text{ ev.} \\
    g_s &= \text{statistical weight of the } s^{\text{th}} \text{ state} = 2s^2 \\
    u_1 &= \text{statistical weight of the hydrogen ion} = 1 \\
    u_0 &= \sum_s g_s e^{-\chi_s/kT} \approx g_1
\end{align*}

Dividing equation 2.107 by 2.106 yields

\[ \frac{n_i n_e}{n_s} = 2 \frac{u_i}{g_s} \frac{(2\pi m kT)^{3/2}}{\hbar^3} e^{\frac{\chi_i - \chi_s}{kT}} \]  

(2.108)

In a dense plasma the energy \( \chi_i - \chi_s \) appearing in the exponential should be modified to take into account the Debye shielding. Griem (27) shows that the appropriate correction consists in subtracting from this energy the correction term

\[ \Delta \chi = \frac{e^2}{2\pi \varepsilon_0 \lambda_D^2} \]  

(2.109)

where

\[ \lambda_D^2 = \frac{\varepsilon_0 kT}{e^2(n_e + n_i)} \]  

(2.110)

For our plasma the correction is of the order of .01 ev and may be ignored. Putting into equation 2.108 the numerical values of the various quantities for \( s = 4 \) and combining with equation 2.104 yields

\[ \frac{U_{42}}{n^2} = \frac{2.24 \times 10^{-32}}{T^{3/2}} e^{\frac{9.861 \times 10^3}{T}} \]  

(2.111)

where we have set \( n_i = n_e = n \). Thus, if the absolute line intensity and the density are known, the temperature may be determined. The

normalized $H_\beta$ line intensity $U_{42}/n^2$ is plotted as a function of temperature in Figure 2.6. It will be noted that, unless the temperature is very high, a given uncertainty in $U_{42}/n^2$ leads to a smaller uncertainty in $T$; for example, at $20,000^\circ$ an error of 20% in $U_{42}/n^2$ produces about a 10% error in $T$.

The actual measurement of $U_{42}$ is performed by comparing the brightness of the plasma to that of a tungsten surface. Consider the situation shown in Figure 2.7. We wish to compute the power emitted per steradian by a cylindrical plasma of length $L$ radiating through a small hole of area $A$. The energy is collected by a lens subtending a small angle $\theta_o$ as shown; hence, we may approximate the volume of plasma sampled by the cone defined by $r = L$, $\theta = \theta_o$. The power radiated through the hole by the volume element $dV = 2\pi r^2 \sin \theta dr d\theta$ is approximately

$$dW = U_{42} \frac{A \cos \theta}{4\pi r^2}$$

$$= \frac{U_{42} A}{2} \sin \theta \cos \theta dr d\theta$$  \hspace{1cm} (2.112)$$

and the total power collected will be nearly

$$W = \iiint_{r=0, \theta=0}^{L, \theta_o} dW = U_{42} \frac{2L}{4} \sin^2 \theta_o \simeq \frac{AL U_{42} \Omega}{4\pi}$$  \hspace{1cm} (2.113)$$

where $\Omega$ is the solid angle of collection. Hence the radiated power per steradian near the axis is
Fig. 2.6 Normalized $H_\beta$ Line Intensity as a Function of the Temperature
Fig. 2.7 Geometry of the Light-Collection Arrangement
\[
\frac{d\bar{W}}{d\Omega} \approx \frac{AL U_{42}}{4\pi} = \int_{\text{line}} \omega_{\beta}(\lambda) \, d\lambda \quad (2.114)
\]

where we mean by \( \omega_{\beta}(\lambda) \) the power radiated by the plasma per steradian per unit wavelength.

Now consider the quantity corresponding to \( \omega_{\beta} \) for the tungsten surface. The power radiated per square meter per unit wavelength, which will be denoted by \( C \), is known. A flat surface of area \( A \) then radiates \( \omega_t = CA/\pi \) watts per steradian per unit wavelength normal to the surface. We now rewrite equation 2.114 in the form

\[
U_{42} = \frac{4\pi \bar{W}_t}{AL} \int_{\text{line}} \frac{\omega_{\beta}(\lambda)}{\omega_t} \, d\lambda = \frac{4C}{L} \int_{\text{line}} \frac{\omega_{\beta}(\lambda)}{\omega_t} \, d\lambda \quad (2.115)
\]

where we make use of the fact that \( \omega_t \) is essentially constant over the wavelength range of interest. The integral in equation 2.115 is just the intensity of the light from the plasma relative to the intensity of the light from the lamp. The experimental apparatus and methods used to make this comparison are discussed in Section 3.3.
III. EXPERIMENTAL METHODS

3.1 Plasma Formation

The apparatus for the production of the plasma is the same as that used in earlier experiments at this laboratory (see Figure 1 of Appendix A). The plasma is formed in a stainless steel cylinder 13.5 cm in diameter and 91.5 cm long with a 26 cm glass extension on one end. The tube is closed at both ends by pyrex plates. A hollow stainless steel electrode 5 cm in diameter and length projects through the plate at the driving end. Access to the tube is available through a row of eight 1/2-inch ports 10 cm apart in the stainless tube and through a 3/8-inch port in the electrode. All vacuum seals employ Viton O-rings shielded from direct contact with the plasma. The trapped 2-inch oil diffusion pump is capable of evacuating the system to about 10^-6 Torr. Before each experiment the tube is valved off and a static atmosphere of hydrogen is admitted; in all the work reported here the pressure is .07 Torr.

The entire plasma tube is placed inside a double-layer solenoid driven by a 1200 µf, 10 kv capacitor bank. The waveform of the axial magnetic field is shown in Figure 3.1. In these experiments the peak field was 1.17 wb/m^2, corresponding to a bank voltage of 6 kv; uniformity along the tube axis is about 2% over 80 cm of its length. The crowbar ignitrons, fired 850 µsec after the capacitor bank is connected to the solenoid, prevent the bank voltage from reversing and result in an exponential decay of the field.
Fig. 3.1 Axial Magnetic Field at 1 kv Bank Voltage.
Vertical Scale - 0.5 web/m² per large division
Horizontal Scale - 200 µsec per large division

Fig. 3.2 Ionizing Current
Vertical Scale - approximately $10^4$ amp per large division
Horizontal Scale - 10 µsec per large division
In these experiments the plasma was formed 400 μsec after the solenoid current was initiated, when the magnetic field has reached about 80% of the peak value. The method of formation is that used by Wilcox, et al (1), Cooper (2), and recently investigated in some detail by Brennan, et al (3). A 14 kiloamp current pulse lasting 30 μsec (see Figure 3.2) is discharged between the electrode and the concentric tube. This discharge produces a hydromagnetic ionizing front which is driven down the tube at a nearly constant velocity (typically 5 cm/μsec) by the azimuthal field produced behind the front by the axial current. The radial current in the front experiences an azimuthal force because of the axial magnetic field of the solenoid so that the plasma is rotating. Detailed spectroscopic investigation of the decay of a plasma formed in similar devices are the subjects of Cooper's study and of a report by Irons and Millar (4). On the basis of their work one would expect a plasma with approximately the following properties:

1. about 20% of the neutral gas is swept ahead of the ionizing front, leaving behind it a nearly fully ionized plasma. 2. Longitudinal nonuniformities in the plasma density and temperature disappear by 80 μsec after the initiation of the discharge. A pronounced dip in the density (to as little as 25% of the peak value) near the tube axis.

persisted for at least 160 µsec in Cooper's study, but disappeared
almost completely in 60 µsec in the other investigation. 3. The
plasma is nearly in local thermodynamic equilibrium with a temperature
of 1-2 eV. 4. The plasma decays by volume recombination rather than
diffusion. The ion density falls by a factor of two in about 100 µsec.
The experiments reported here are performed in the afterglow
period beginning just after the ionizing current is crowbarred and
lasting for about 300 µsec.

3.2 Wave Excitation and Detection

A block diagram of the transmitting and receiving system used in
the wave experiments is shown in Figure 3.3. A reference signal in the
range 5-15 Mc is used to excite a 180 watt commercial amateur radio
transmitter which is continuously tunable from 2-30 Mc. For measure-
ments above 30 Mc this transmitter is used to drive a 50 watt VHF
amplifier. By means of plug-in coils and strip-line plate circuits the
VHF amplifier output circuit can be tuned to above 100 Mc. Here it is
used as a class C frequency multiplier and is limited to 90 Mc when
driven at 30 Mc. A matching network connects the transmitter to a 7.5
cm diameter loop coaxial with the plasma tube. The loop is formed of
20 gauge copper wire in a pyrex sheath. To adjust the matching network
a 4-ohm resistor in series with the loop is used to simulate the effect
of the plasma. This value is based on the observation of the decay
rate of a 10 Mc wave excited by connecting a charged capacitor to the
loop. If necessary, minor adjustments in the matching network are made
by trial and error using the actual plasma. Lumped matching networks
Fig. 3.3 Block Diagram of the Transmitting and Receiving System
are used below 30 Mc; at higher frequencies combinations of lumped and transmission line techniques are employed. The loop current is monitored by a small magnetic probe sampling the field inside the coaxial feed to the driving loop.

The wave detection system uses a magnetic probe consisting of five turns of No. 32 wire wound on a 3/16 in. diameter lucite form and provided with a slotted stainless steel electrostatic shield. A 3/8 in. O.D. alumina sheath projecting through the port in the electrode protects the probe from the plasma. In some cases probes inserted radially through the side ports of the tube have been used, but there is evidence that their disturbing effects are greater. Calibration of the magnetic probes was accomplished by using the wave detection probe to sample the field of a one-turn loop two inches in diameter. Measurements with a VHF impedance bridge verified that this loop was purely inductive to 300 Mc, and the measured inductance agreed to within 5% with the calculated value. Thus the voltage across the loop could be related to the magnetic field sampled by the probe. With a 50-ohm termination the wave detection probe had a low-frequency sensitivity of $7.6 \times 10^{-5}$ volt-sec-m$^2$/weber falling to 64% of that value at 90 Mc. With the wave excitation loop in free space and using a procedure essentially the reverse of the one just described, the wave detection probe was used to calibrate the loop current probe. In this case it is possible that errors as high as 25% at 90 Mc could be introduced by the fact that the point at which the probe samples the current fed to the loop is about 10 cm from the terminals of the loop. Since the presence of the plasma changes the impedance of the loop and the
matching is only approximate, a standing wave is set up which makes the amplitude of the current in the loop feed line a function of position along the line.

As a check on the calibration of the receiving probe, it was used (with an electronic integrator) to measure the axial magnetic field of the solenoid. Assuming the data of Figure 2.1 (which was obtained with an accurately constructed 1-inch coil whose sensitivity could be calculated) to be correct, it was found that the sensitivity of the probe was 16% higher at a few hundred cycles than at 2 Mc. The discrepancy may be due to the greater effectiveness of the slotted shield as a magnetic shield at the higher frequencies. A further test of the self-consistency of the calibrations was made by measuring at 30 Mc the ratio of $B_z(0,z)$ to the loop current with a vacuum in the waveguide. The measured ratio was about 20% below the calculated value. This was judged to be acceptable agreement; for example, the error could have resulted from an error of 0.15 in. in measuring the loop-to-probe distance.

The receiver, as shown in Figure 3.3, consists of an r.f. preamplifier followed by two parallel channels. One is simply a linear r.f. amplifier (a typical stage is shown in Figure 3.4) followed by a crystal detector and filter. It provides a signal nearly proportional to the amplitude of the received wave. The second channel consists of six cascaded limiting amplifiers whose function is to remove the amplitude variations from the signal while preserving phase information. Such an operation is necessary because phase and amplitude variations
Fig. 3.4  Typical Stage of the R.F. Amplifier

Fig. 3.5  Gated-Beam Tube Limiter
occur on the same time scales in the experiments. Pentode limiters similar to those frequently used in f.m. receivers were found to be inferior to the simple gated-beam tube circuit shown in Figure 3.5. With 55 db of preamplification a 20 µv rms signal produces full limiting. The limiter output increases less than 5% for a thousand-fold increase in signal input, at which point the amplitude detector saturates. The bandwidth is about 200 kc.

The limiter output is added to a much larger sample of the transmitted signal, detected and filtered. The input to the detector is thus

\[ e_1(t) = a_1 \cos \omega t + a_2 \cos(\omega t - \phi_0 - \phi) \]  

(3.1)

where \( a_1 \gg a_2 \). The total phase shift from the reference input to the detector through the transmitter, empty waveguide, and receiver is represented by \( \phi_0 \). The remaining phase shift \( \phi \) is therefore the same as that defined by equation 2.96—namely, the phase of \( H_z(r=0,z) \) relative to its value in the empty waveguide. We may rewrite the detector input as

\[
e_1(t) = a_1 \sqrt{1 + 2 \frac{a_1}{a_2} \cos(\phi_0 + \phi) + \left(\frac{a_2^2}{a_1^2}\right)} \times \cos \left[ \omega t - \tan^{-1} \left( \frac{\frac{a_2}{a_1} \frac{1}{1 + \frac{a_2^2}{a_1^2} \cos(\phi_0 + \phi)} \right) \right]
\]

(3.2)

If we ignore terms of the order \( (a_2/a_1) \) compared with unity in the square root and arctangent we have
so that if the detector functions as a peak or envelope detector its output is

\[ e_2(t) \approx a_1 + a_2 \cos(\phi_o + \phi) \]  

(3.4)

The phase shift \( \phi_o \), although large, is substantially constant during the experiment. This has been verified by feeding the loop current probe output into the receiver and observing the phase detector output when the plasma is pulsed. A phase shifter (a transistor phase splitter driving an R-C bridge) is provided so that \( \phi_o \) may be adjusted to a convenient value.

The amplitude \( a_2 \) is held constant by the limiter. Since the transmitter signal amplitude is affected by the plasma, the reference signal is in practice derived from the exciter via a frequency multiplier to match the frequency multiplication in the transmitter. The two stages of the frequency multiplier are essentially identical to the narrow-band r.f. amplifier circuits except for the fact that plate circuits are tuned to harmonics of the input signal.

To tune the receiver the plate circuits in all circuits except the preamplifier have independently variable capacitors. In addition the inductors are mounted on 7-pin tube bases so they can be readily changed. Three sets of coils cover the range 4-32 Mc in octaves. It has been found that the tuning of the limiters is somewhat critical if a slight amplitude-dependent phase shift is to be avoided. The
preamplifier uses three cascaded commercial 125 Mc distributed amplifiers, so that no tuning is necessary.

For frequencies above 30 Mc the receiver just described is modified by inserting mixers just after the r.f. preamplifier and frequency multiplier and heterodyning the signals down to a convenient intermediate frequency (see Figure 3.6). The mixers (Figure 3.7) use pentagrid converters and are similar to the r.f. amplifiers in design.

The most persistent problem in the design of the wave experiment has been the presence of spurious signals from the magnetic field and from r.f. signals propagating through paths outside the plasma. The time scale on which the magnetic field changes is only slightly longer than the duration of the experiment so that induced signals cannot always be removed by filters. Careful attention to the avoidance of ground loops, particularly in the vicinity of the solenoid, has been found to be essential. Good shielding of the transmitter and placing the receiver in a screen room were the important factors in eliminating spurious r.f. propagation paths. After some effort a $10^{-6}$ web/m² signal in the empty tube could be detected without significant errors due to unwanted signals.

3.3 Spectroscopic Measurements

The equipment used for absolute measurements of the $H_\beta$ line profile, shown schematically in Figure 3.8, is similar to polychromators constructed by other investigators (5). The basic unit is a

---

Fig. 3.6 Receiver Configuration for Frequencies above 30 Mc
Figure 3.7  Schematic Diagram for Mixer

Jarrell-Ash Model 82-000 monochromator with its exit slit opened to about 1 mm. A 12 mm focal-length cylinder lens parallel to the slit increases the dispersion of the instrument so that 50 cm from the exit slit a 14-angstrom portion of the spectrum is spread over 2 inches. A second cylinder lens with its axis perpendicular to the first reduces the vertical height of the image to about 1/2-inch. A series of light pipes of 1/8 x 1-inch lucite strip collect the light at eight different wavelengths and pipe it to separate photomultipliers. A mask of thin copper was constructed by focusing a narrow line from a mercury tube on the mask and cutting slits to pass the image of the line at positions corresponding to the desired wavelengths.
Fig. 3.9 Schematic Diagram of the Polychromator
Since a straight entrance slit is used, the image is curved; the mask permits the use of the entire height of the slit without a severe loss in resolution. By scanning a narrow line (Cd 4086) across the exit slit the resolution is measured to be 0.6Å, indicating a loss of a factor of two from the normal resolution of the monochromator.

The photomultiplier circuits are conventional divider strings, with capacitors across the last stage. Both 1P28 and 931-A photomultipliers have been used. Since the instrument is operated in fairly strong magnetic fields the photomultipliers are housed in a magnetically shielded box. The eight output cables run through metal pipes into the screen room, where they are fed to the common-base amplifiers shown in Figure 3.9. These have a low input impedance, high output impedance and a current gain of nearly unity. Thus they permit the use of large load resistors to convert the photomultiplier currents to voltages while roughly terminating the long coaxial lines and maintaining a good frequency response. The rise time of the system is determined by the load resistance and oscilloscope input capacitance and is about 2 μsec. All eight channels of the polychromator are displayed on one dual-beam oscilloscope by means of two four-channel choppers.

Light from the plasma is reflected into the polychromator by a mirror inclined at an angle of 45° to the axis of the plasma tube. The mirror is mounted on an optical bench so that light from different radii can be collected simply by moving the mirror. The light is focused on the entrance slit by a 135 mm focal length lens with a solenoid-operated shutter used in testing and calibration of the
system. Alignment turns out to be very simple: a mercury tube is placed at the exit slit of the monochromator and the light path is followed backward through the system. The path of the light through the end plates of the plasma tube can easily be seen in a darkened room. The polychromator and mirror are adjusted so that path remains parallel to the axis of the plasma tube as the mirror is moved along the optical bench. A mask 3/4-inch high is placed across the window nearest the mirror to give some vertical resolution. The volume sampled approximates a prism with bases .12 by .75 inches and .2 by 1.8 inches.

Absolute and relative calibration of the polychromator channels is accomplished by using a ribbon-filament tungsten lamp as a standard. The effective black-body temperature of the lamp is measured with an optical pyrometer as a function of the lamp current. By using the
known properties of tungsten and glass one can compute the light intensity emitted by the tungsten surface at the wavelength of the $H_\beta$ line. The lamp is then placed at the end of the plasma tube so that the image of the entrance slit of the monochromator, truncated by the 3/4-inch mask, falls entirely on the filament. The shutter is used to produce a short pulse of light and the output voltages of the channels are recorded. If the lamp is removed and the light from the plasma allowed to enter the polychromator, the output of a given channel relative to its output for the light from the lamp gives one point on the curve $\omega_B(\lambda)/\omega_t$ as defined in Section 2.9.

The density and temperature of the plasma are determined from the data in the following way. The eight points representing $\omega_B/\omega_t$ are plotted with logarithmic ordinates versus wavelength. Theoretical profiles plotted in the same way on transparent sheets are superposed on the data, paying no attention to the absolute value—that is, the theoretical curves are shifted vertically to give the best fit. The density is taken to be that corresponding to the curve which is visually determined to give the best fit to the data. It is usually possible to determine the best-fit density to $\pm 10\%$. Griem, Kolb, and Shen estimate the possible errors in their calculations to correspond to an error in the density of 20%. Although only profiles for $10^4 K$ are used, this is not a serious source of error since over the wavelength region measured a change of a factor of two in the temperature has less effect on a theoretical profile than a 10% change in the density. A typical case is illustrated in Figure 3.10.
Fig. 3.10 Example of a Measured Line Profile, Showing Theoretical Curves for Three Densities
To determine the temperature we make use of equation 2.115 and the normalization of $S(\alpha)$ given by equation 2.98. Thus the area under the curve $\omega_b(\lambda)/\omega_t$ is just the area

$$\int_{-\infty}^{\infty} S\left( \frac{\lambda - \lambda_0}{1.25 \times 10^{-13} n^{2/3}} \right) \, d\lambda = 1.25 \times 10^{-13} n^{2/3}$$

under the best fit curve times the factor $[\omega_b(0)/\omega_t]/S(0)$ corresponding to the amount by which the theoretical curve has been shifted vertically. Consequently

$$U_{42} = \frac{4C}{L} \cdot \frac{[\omega_b(0)/\omega_t]}{S(0)} \cdot (1.25 \times 10^{-13} n^{2/3}) \quad (3.5)$$

The temperature is then determined from Figure 2.6. The greatest sources of error are the uncertainty of about 20% in the density and an uncertainty of about 10% in the absolute calibration of the system. Typically these result in an uncertainty of 25% in the temperature.
IV. RESULTS

4.1 Introduction

The results of our experiments, analyzed according to the theories developed or cited in Chapter II, are the subject of this chapter. The next two sections present the results of the spectroscopic measurements in the form of density and temperature profiles and decay curves. Section 4.4 deals with the wave measurements and their interpretation in terms of parameters of the decaying plasma.

As a background for the discussion of the wave measurements it may be helpful to describe qualitatively the features which may be expected on the basis of the theory developed in Chapter II. Referring to the typical set of dispersion curves for the compressional modes in Fig. 2.1, we recall that each mode is characterized by a phase factor $\beta_m$ and an attenuation factor $\alpha_m$ where the $z$-dependence of the wave is $e^{i\beta_m z} e^{-\alpha_m z}$. If the frequency is reduced toward the cutoff frequency $\omega_{om} = \frac{T_m V_A}{m}$ we find $\beta_m$ decreases rapidly and $\alpha_m$ increases rapidly so that propagation below $\omega_{om}$ is effectively blocked. As the frequency is raised $\beta_m$ increases and $\alpha_m$ decreases, reaching a minimum at a frequency somewhat above $\omega_{om}$. Thereafter both $\alpha_m$ and $\beta_m$ increase with frequency.

In this experiment the frequency is fixed while the plasma decays. We may visualize the effect of the decreasing ion density on the dispersion curves by noting that all the compressional mode phase factor curves lie above the line $\omega/\beta_m = V_A$. Thus as the density decays (and $V_A$ increases) the phase factor decreases for two reasons:
the Alfvén speed is increasing and the cutoff frequency is rising. If
the wave frequency is high enough at the start, the attenuation factor
will first decrease, then increase rapidly, as the density approaches
the critical value for which the cutoff frequency equals the wave
frequency. This process is repeated for each mode, beginning with
the highest one for which $\omega_{om} < \omega$ and ending with the mode defined
by $m = 1$. Thus we expect to find a decreasing phase shift and a
series of relative maxima in the signal amplitude. Finally, propagation
ceases when the density falls below the critical value for the lowest
mode.

The above discussion has ignored the excitation coefficient.
From equation 2.88 we see that the main dependence of $A_m$ on the den-
sity is via the factor $1/k_m$, which would tend to exaggerate the
amplitude behavior already described. The effect of the excitation
coefficient on the phase, again mainly due to the term $1/k_m$, was
shown in Section 2.7 to be the addition of approximately $\pi/2$ to the
phase.

4.2 Spectroscopic Density Measurements

As discussed in Section 3.3, the spectroscopic measurements are
made on the light collected from a longitudinal section of the plasma.
Thus the densities and temperatures resulting are complicated averages
over the length of the plasma. Observations reported by Cooper (1)
indicate that both the density and temperature along a field line are
uniform to within 20% over the length of the plasma at 60 µsec after
crowbar and later. Consequently we assume longitudinal uniformity of
the plasma in discussing our results.

Fig. 4.1 Spectroscopically Measured Density Profiles
Radial density profiles at various times are shown in Fig. 4.1. It will be noted that the density on the tube axis is 65-70% of the maximum density. Cooper observed a core density of about 30% of the maximum density, while Irons and Millar (2) measured almost no central dip. These discrepancies are of some interest, since the wave theory assumes a uniform plasma. It was speculated that a possible explanation was the fact that the magnetic field for Cooper's machine was dc, allowing the field to penetrate the electrode, while the other devices use pulsed solenoids, so that the fields are partially excluded. Current flowing from the perimeter of the electrode might be expected to follow the field lines and funnel into the core region.

The effect of field penetration into the electrode was tested by filling a hollow electrode with solder, thus changing the characteristic penetration time from about 30 µsec to 20 msec. The only significant change in the plasma density, as shown in Fig. 4.2, was a tendency toward azimuthal asymmetry and higher densities near the wall at times before 60 µsec.

By integrating the density profiles of Fig. 4.1 over the volume (again assuming longitudinal uniformity) the average density decay curves shown in Fig. 4.2 were obtained. Also shown is data obtained with the driving loop and one radial probe sheath in the tube. In this case the assumption of longitudinal nonuniformity is somewhat suspect. Apparently some 25% of the ionizing current may be diverted to the tube wall by the presence of an alumina probe sheath.

Fig. 4.3  Average Density Decay Curves

Fig. 4.2  Density Profiles for Solid and Hollow Electrodes
extending radially from the tube wall to the axis. This estimate results from a measurement of the azimuthal field behind the ionizing front. Consequently it seems likely that the decrease in density may be confined to the region beyond the probe sheath. Since in the wave measurements there were no radial obstructions between the electrode and the driving loop, one might expect the upper density decay curve to be the appropriate one.

4.3 Spectroscopic Temperature Measurements

Making use of the absolute calibration of the polychromator and the results of Sections 2.9 and 3.3, the same data used to determine the plasma density yields the temperature.

Fig. 4.4 shows a typical set of temperature profiles obtained with the solid electrode. It appears that at early times the profile is somewhat asymmetrical and erratic, just as it was for the density. After 40 μsec the temperature is nearly constant across the tube and equal to about $10^{4}$ K, decreasing only very slowly with time. In Fig. 4.5 is shown the average temperature (weighting all radii equally) decay curve.

As pointed out in Section 2.9, the Saha equation is not expected to be valid for the lower energy levels in a decaying plasma. Nevertheless it is interesting to plot the density versus the temperature for a given radius. It is usually true that such a decay curve shows better repeatability and less scatter than either the density or temperature plotted versus time. Decay curves obtained at 4.5 cm and 3.0 cm from the tube axis are shown in Fig. 4.6, together with curves
Fig. 4.4  Spectroscopically Measured Temperature Profiles
Fig. 4.5 Average Temperature Decay Curve

Fig. 4.6 Density versus Temperature Decay Curves
calculated from the Saha equation assuming the total density (ions plus neutrals) remains constant. It appears that at 4.5 cm a curve assuming \( n_0 = 4.0 \times 10^{21} \text{ m}^{-3} \) rather than \( 4.6 \times 10^2 \text{ m}^{-3} \) --corresponding to the hydrogen density before the formation of the plasma-- more closely approximates the experimental results. At 3.0 cm there is rather poor agreement no matter what total density is assumed. These results would seem to indicate either a lack of detailed balance at the ground state or substantial drifts of material in the tube. The 4.5 cm results would appear to lend some feeble support to the idea [predicted by the theory of Kunkel and Gross (3)] that some of the neutral gas is swept ahead of the hydromagnetic ionizing wave.

4.4 Wave Measurements

The procedure for measuring the propagation characteristics of the hydromagnetic waveguide consists of turning on the transmitter, forming the plasma, and recording the loop current, amplitude, and phase detector outputs as the plasma decays. Typical oscillograms are shown in Figs. 4.7 and 4.9 (the amplitude detector output was sampled about every 3 \( \mu \text{sec} \)). Although the loop current is not displayed here, it was taken into account in the analysis of all amplitude data. Thus our measurements yield as a function of time the phase and amplitude (normalized to 1 amp loop current) of \( B_z(0,z) \), the component of the wave magnetic field parallel to the static field measured on the tube.

\[ \text{Eqn} \]

\[ \text{Ref.} \]

axis at a distance $z$ from the driving loop.

Several typical features of phase decay curves are illustrated by the example of Fig. 4.7. In the first place, we observe that the phase detector output consists of noise for the first 75 or 80 µsec. The amplitude of the signal during this period is large enough to produce full limiting: the noise indicates the absence of stable propagation characteristics. While this period was not carefully investigated, it is interesting to note that the duration agrees closely with the time reported by Cooper (see Section 3.1) for the disappearance of longitudinal nonuniformities in the plasma.

The second typical feature displayed in Fig. 4.7 is a rather abrupt change in the slope of the phase versus time curve, occurring in this case at about 300-350 µsec. This change is invariably associated with a sharp drop in the amplitude of the signal from its maximum value to nearly zero. Based on the discussion in Section 4.1 we interpret these events as indicating that the plasma density has decreased so that it coincides with the critical density for the lowest circularly-symmetric compressional mode; we will refer to this coincidence as "cutoff". After cutoff the phase detector output remains nearly constant at the value measured in the absence of the plasma, indicating that the plasma density is so low as to have a negligible effect on the phase. Thus the ambiguity of a multiple of $2\pi$ in the inverse cosine is to be resolved in such a way as to make the phase approximately zero after cutoff.

At all frequencies investigated except 15 Mc it frequently happens that there is a sudden but temporary change in the slope of
Fig. 4.7a  Phase Detector Output

Fig. 4.7b  Phase Shift Inferred from Fig. 4.7a
the phase versus time curve similar to the one shown at 150 μsec in Fig. 4.7. In this example, note that if the curve to the right of the discontinuity is extrapolated upward, it differs by about 2π from the measured curve. A relative minimum in the amplitude of the received signal was also noted at 150 μsec. Taken together these facts lead one to speculate that a partial interference between two modes occurred at 150 μsec; that is, it appears that the amplitudes of two modes were nearly equal and their phases different by approximately an odd multiple of π radians. In such a situation the amplitude of the net field is very small and the phase determined partly by each of the modes.

To show that an interference between two modes can result in an error of a multiple of 2π in the phase, consider the artificial example of Fig. 4.8. In Fig. 4.8(a) we show the z-dependence of two modes at t = 0. Mode 1 is assumed to have a phase (defined by β₁L) of 7π, mode 2 a phase either slightly greater or less than 4π. Let these phases remain fixed while the amplitudes of the modes are changed as shown in Fig. 4.8(b). We can compute the amplitude and phase of the sum of the two modes by using a phasor diagram (c); the construction is indicated for t = T/2 when A = B = 1/2. The resultant amplitude and phase curves are shown in (d) and (e); the final "measured" phase differs from the "correct" value by 2π in one case and 4π in another. If one were to adjust the phase curves to give the correct phase for t > T, the curves would be high by 2π or 4π for t < 0.
Fig. 4.8  Example Illustrating an Ambiguity in Phase Arising from an Interference
The discussion above indicates that if the phase decay curve to the right of an interference is correct, the curve to the left may be in error by a multiple of $2\pi$, and that a slight change in the plasma conditions during an interference may result in curves differing by $2\pi$. Fig. 4.9 shows an example of just such a situation. Only shot-to-shot variations in the plasma parameters are responsible for the differences between the two oscillograms. Note that the amplitude detector output (approximately proportional to the received field strength) shows that the two phase curves split near a relative minimum in the signal.

Another event which occurs frequently but with much shot-to-shot variation is illustrated in Fig. 4.9; a substantial change in the phase after cutoff. In some cases one or more complete fringes are observed after the signal amplitude has decreased to a very low value. It is believed that these extra phase shifts are due to the noncircularly symmetric modes with lower cutoff frequencies or other spurious propagation mechanisms. The noncircularly symmetric modes could be excited, for example, by small departures from azimuthal symmetry in the wave excitation loop. In the case of data obtained at 15 Mc (below the ion cyclotron frequency) it may be that the weakly excited torsional modes are observed. On the basis of this interpretation we will ignore any phase variations observed after cutoff and adjust the phase (in steps of $2\pi$) so that the phase shift just after cutoff is nearly zero.

It should be pointed out that none of the features of the phase curves which have been illustrated and discussed are believed to be
Fig. 4.9 Interferograms obtained under similar conditions
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Fig. 4.9c  Phase Shifts Inferred from Figs. 4.9a and 4.9b
due to our instrumentation. In all the oscillograms shown the wave amplitude was large enough to keep the limiter output substantially constant.

In view of the rather complex features of the phase versus time curves just discussed, it seemed desirable to measure the phase as a function of distance from the driving loop. Figs. 4.10 and 4.11 show sets of phase decay curves measured at 15 and 30 Mc at several axial positions. In each case the curves have been adjusted vertically in steps of $2\pi$ so that the curve (or its extrapolation) reaches approximately zero radians at the same time that the amplitude of the signal drops suddenly. The next two figures (Figs. 4.12 and 4.13) display examples of phase versus distance curves obtained by cross-plotting the phase decay curves. For clarity error bars have been omitted in the data presented in Figs. 4.10 to 4.13. The variation from shot-to-shot in the phase measurements are typically $\pm 0.1$ fringe or $\pm 0.6$ radians, except near interferences where the variations may be several times larger. Recalling the discussion of Section 2.7 where it was shown that the phase should be approximately $\beta_m z + \pi/2$ if a single mode is propagating, we have drawn straight lines through $(0,\pi/2)$ visually fitted to the data. They show exactly what is to be expected on the basis of the theoretical considerations outlined in Section 4.1: the phase is nearly that of a single mode if attention is restricted to relatively long loop-to-probe distances (where the higher modes have been damped out) or late times (where the density is below the critical values for the higher modes). We further note that no interferences
Fig. 4.10  Phase Shift versus Time at 15 Mc
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Fig. 4.12 Phase versus Distance at 15 Mc
Fig. 4.13  Phase versus Distance at 30 Mc
(except near cutoff) are observed in Figs. 4.10 and 4.11 under the same conditions. Data taken at 60 and 90 Mc is qualitatively similar to the 30 Mc data.

As a quantitative check on the phase data we have used the phase factors determined from the phase versus distance plots (β is just the slope of the straight-line approximation) to estimate the plasma density. The uncertainty in determining β by this method ranges from ±5% at 15 Mc to about ±10% at 90 Mc. From equation 2.77 we see that the resultant errors in the density should be no more than twice as great.

The above discussion indicates that we are justified in assuming only the lowest mode (T₁ₐ = 3.832) need be considered if the straight lines are fitted to the data taken at the greatest propagation distances. As will be seen later, the damping is relatively slight. Hence the formula for the density (equation 2.77) derived from the dissipationless ε₃ = ∞ theory may be applied. The solid curves in Fig. 4.14 were computed from data obtained at each of the frequencies investigated; for comparison the spectroscopic density data from Fig. 4.2 are repeated here. Although the two types of measurements roughly agree in the limited time period where they overlap, the density decay curves for different frequencies differ by as much as a factor of four.

The probable explanation for the disagreement between the phase data obtained at different frequencies was found only after the bulk of the oscillographic records had been analyzed. To discuss this explanation in simple terms, let us first note that the time of arrival
Fig. 4.14 Density Decay Curves
of the maximum in the amplitude of the received signal is approximately equal to the time when the density reaches the critical value for the lowest mode, \( n_{\perp} = 2 \times 10^{36}/\omega^2 \) for our experimental conditions. Upon comparing the arrival times of the peak amplitudes for the 15 and 30 Mc data presented as solid lines in Fig. 4.14, one finds that they very nearly coincide, whereas the associated critical densities should differ by a factor of four. Upon investigation it was found that the arrival time of the peak signal is a function of the driving loop current, as shown in Fig. 4.15. The values of the loop current used to obtain the data previously discussed are indicated by arrows. If the theory leading to the concept of a critical density nearly coinciding with
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Fig. 4.15 Arrival Time of Peak Signal versus Loop Current before Ionization
the peak signal is correct, we are therefore led to the following conclusion: as the loop current is increased, a point is reached where a further increase in loop current results in a rather abrupt decrease in either the initial ion density or the decay time, presumably through the influence of the loop current on the ionization mechanism. It is, in fact, observed that at high loop currents the ionization produced by the r.f. fields is high enough so that a visible glow is produced. One would expect the 15 Mc data, obtained with the loop current below the critical value, to correspond to the spectroscopic measurements which were made with zero loop current. Unfortunately the accuracy of the data is not good enough to support this conclusion.

To show that data obtained at low loop currents are consistent we have computed the density from the 30 Mc phase decay curves obtained with the loop current below 4 amps (see the dashed line in Fig. 4.14). It is evident that the disagreement between the 15 and 30 Mc data is reduced from a factor of four to 25% when low loop currents are used at both frequencies. While we did not repeat the experiment at 90 Mc, it seems likely that in this case too, the transmitter power may have been high enough to influence the ionization mechanism. It is interesting to note that if one shifts the 30 Mc density curve measured at a loop current of 6.1 amps to the right by 20 μsec, it coincides with the curve obtained at low currents; that is, the plasma density follows the same decay pattern, at least for densities below $10^{21} \text{ m}^{-3}$. 
We now turn to a discussion of the results of the amplitude measurements. It has already been shown that under some circumstances (low densities and long propagation distances) there is evidence from the phase shift that a single mode dominates the propagation. In some cases, however, the amplitudes of higher modes can be comparable to that of the lowest mode since interferences are observed.

In Fig. 4.16 are shown curves of amplitude (normalized to the instantaneous loop current) versus time corresponding to the 15 Mc phase data of Fig. 4.10. Similar measurements were made at each frequency investigated. The scatter in these measurements increases with frequency from about ± 10% at 15 Mc to ± 25% at 90 Mc, with perhaps double these uncertainties near interferences. By plotting the amplitude versus distance at fixed times on semi-log paper (Fig. 4.17) we see that except for the points at 4 in. the decay is very nearly exponential. The attenuation coefficient $\alpha$ is just the reciprocal of the distance in which the amplitude decays by a factor of $e$. As the frequency is raised it is found that the spatial decay of the wave is less closely approximated by an exponential so that a larger uncertainty must be assigned to the measured attenuation coefficients.

It should be emphasized that the determination of the attenuation factor $\alpha$ from the spatial decay rate does not depend on a knowledge of the excitation coefficients. The calculation of these coefficients in Section 2.6 was based on the assumption that the driving current was constant around the circumference of the loop. Since the wavelength in the plasma is usually smaller than or comparable to the loop diameter, this assumption is somewhat suspect; it
Fig. 4.16  Normalized Amplitude Curves at 15 Mc

Fig. 4.17  Amplitude versus Distance at 15 Mc
seems wise not to rely on it.

Once the attenuation factor has been determined, we may ask what plasma losses would account for the measured attenuation. Referring to Section 2.3 we see that the conductivity tensor and hence the attenuation is determined if in addition to the static magnetic field $B_0$ we know the neutral density $\rho_{\text{no}}$, ion density $\rho_o$, the ion-neutral collision frequency $v$, and the temperature. According to the estimate discussed following equation 2.12, the ion-neutral collision frequency is well below even the lowest wave frequency studied; we therefore expect the temperature (via the electron-ion collisions) to have the strongest effect on the attenuation. Accordingly, we assume the total density (ions plus neutrals) to be constant and equal to the value corresponding to 100% ionization of the neutral gas, and compute the ion-neutral collision frequency from $v = n_i \sigma v_{\text{nt}}$ with $\sigma v_{\text{nt}} = 6 \times 10^{-15} \text{m}^3/\text{sec}$ estimated (4) to be a reasonable value. Then taking for the ion density the value computed from the phase shift we find (by trial and error on a digital computer) the temperature which yields the observed attenuation factor. Temperatures computed in this fashion are displayed, together with the spectroscopic temperature measurements, in Fig. 4.18 (the error bars on the wave measurements include the uncertainty resulting from varying $\sigma v_{\text{nt}}$ from 3 to $9 \times 10^{-15} \text{m}^3/\text{sec}$). The wave data here corresponds to density measurements represented by the solid curves in Fig. 4.14, obtained

Fig. 4.18  Temperature Data from Wave and Spectroscopic Measurements
before the influence of the loop current on the plasma density was discovered. Hence we should not expect the agreement between temperature measurements at different frequencies to be very close. It must be noted, however, that the 15 Mc data was obtained in the low-current regime presumably corresponding to the conditions under which the spectroscopic measurements were made. Yet the temperatures inferred from the 15 Mc attenuation are lower than those found spectroscopically by a factor of about two. The discrepancy may be due to the fact that we have ignored electron-neutral collisions in our analysis. In the regime covered by the wave measurements (1 to 25% ionization) these may well be more important than the electron-ion collisions included by taking the temperature into account.

A comparison which tests all aspects of our interpretation of the experimental results is shown in Fig. 4.19. Here we have shown the normalized signal amplitude as a function of time. In addition to the experimental curve two theoretical curves are displayed. To compute these the total particle density was assumed to be $4.61 \times 10^{21} \text{m}^{-3}$, corresponding to 100% ionization; the ion density was taken to be that measured from the phase shift at the frequency for which the response is being calculated. Dissipation was taken into account by assuming a value of $6 \times 10^{-15} \text{m}^3/\text{sec}$ for $\sigma v_{nt}$ and taking for the temperature the values computed from the attenuation rate and shown in Fig. 4.18. Also shown is a curve in which a constant temperature of $10^4 \text{ K}$ was assumed. Dashed portions of the curves indicate regions where the temperature or density measurements were not available at the frequency in question so that spectroscopic data
Fig. 4.19 Measured Amplitude Curves (8 in. from loop) Compared with Computed Amplitude
or data taken at other frequencies had to be used. It should be remembered that because of the influence of the loop current on the ionization scheme, the four sets of curves in Fig. 4.19 do not correspond to the same plasma conditions.

In only one characteristic can the experimental and theoretical curves in Fig. 4.19 be said to be in quantitative agreement—the time at which cutoff occurs as evidenced by the final rapid drop in signal amplitude. As has been pointed out, this time is primarily a function of the plasma density and not of the dissipative mechanisms.

There is clearly no detailed agreement between the experimental and computed curves except near cutoff. However, the fact that the amplitudes of the curves computed from the measured temperature are within a factor of from two to five of the experimental values indicates that the computed magnitude of the excitation coefficient as well as the decay rate must be of the right order of magnitude. As pointed out previously, the assumption of a uniform current distribution in the exciting loop made in the calculation coefficients is probably not justified because the loop size is comparable to the wavelength. The disturbing effect of the loop itself on the plasma is another factor which has been neglected. Hence the detailed effects of interferences and reinforcements between modes cannot be predicted. The computed amplitude curves have enough qualitative similarity to the experimental ones to lend support to the thesis that such interactions between modes do occur.
5.1 Evaluation of Results

We have attempted to interpret the characteristics of compressional wave propagation in the hydromagnetic waveguide in terms of the most important parameters of the plasma—the ion density and the temperature—and to compare the results with independent measurements of these parameters. Our most important conclusions are that the phase shift and attenuation of the waves are relatively easy to measure at frequencies up to 100 Mc; the behavior of these parameters in a decaying plasma shows semi-quantitative agreement with the predictions of a simplified theory which assumes a uniform plasma and includes only electron-ion and ion-neutral collisions; and the agreement between the density determined from the wave measurements and that found spectroscopically is good enough to warrant the consideration of employing the waves as a diagnostic tool.

The rather simple relationship between the phase shift and the plasma density provided by the dissipationless theory is accurate and sensitive enough to detect a change of a factor of four in the density; it was by this means that it was found that the transmitter output affected our measurements. The results obtained at low loop currents indicate that the phase-shift density measurement method is capable of accuracies of the order of 25% over a wide range of plasma densities (note that the data in Fig. 4.14 covers a range of almost two decades).

In the case of the amplitude measurements it is not clear that the dissipation mechanisms included in the theory provide more than an
order-of-magnitude explanation of the experimental results. Because there is only a limited amount of spectroscopic data to compare with the results of the wave measurements and the excitation coefficients of the higher modes have not been measured, it is not possible to state where the difficulty lies. The one feature of the measured amplitude versus time curves which is accurately reproduced by the computed curves--the time at which the amplitude drops sharply--is determined primarily by the density and is little affected by the damping assumed.

The spectroscopic measurements, although performed principally for the purpose of affording an independent check on the results of the wave measurements, yielded some information of collateral interest. The radial density profile showed that although the density in the core of the plasma drops to 60% of the peak value, it is still considerably higher than had previously been reported. It was shown that the explanation for this discrepancy does not lie in the extent of field penetration into the electrode. The density and temperature at a particular radius are apparently not related by Saha's equation (assuming constant total particle density).

5.2 Comments on the Experimental Techniques

Before discussing possible extensions of our work, it may be of interest to discuss some improvements in techniques and apparatus which could add to the convenience and accuracy of the measurements.

It is clear that some means for eliminating the influence of the loop current on the plasma parameters should be provided. If
reducing the loop current is not always practical, switching the
transmitter on only after the plasma is formed is another possible
remedy. This problem, of course, is related to the particular ioni-
ization method we used.

The wide range of signal levels encountered in making the
spectroscopic measurements and in measuring the wave amplitude some-
times makes it difficult to find the best oscilloscope gain settings.
Logarithmic converters would eliminate this difficulty. In the case
of the photomultiplier outputs, it may be possible to use a junction
diode in place of the load resistor and make use of the fact that for
an ideal diode the voltage across the diode is proportional to the
logarithm of the current.

To permit extending the spectroscopic measurements to lower
densities it would be useful to increase the signal-to-noise ratio of
the photomultipliers, perhaps by cooling the tubes or increasing the
transmission efficiency of the light pipes.

It has been found that it is sometimes difficult to detect a
reversal in the slope of a phase decay curve if it takes place near a
time where the phase detector output is at either a maximum or a
minimum. One way to remove this difficulty would be to add a quadra-
ture channel to the phase detector, with a reference signal shifted in
phase by $90^\circ$. Then both $\cos \phi$ and $\sin \phi$ would be available. A
better method might be to use a type of phase detector which gives
some other function of $\phi$ as its output. One method which has been
used (1) is to follow the limiter with a discriminator whose output is proportional to $d\phi/dt$. This may be integrated to yield $\phi$ itself. This system, however, must be calibrated by means of a signal with known phase modulation; also it responds only to rapid variations in phase.

5.3 Suggestions for Further Work

In considering further work related to the subject of this investigation one should consider the results of work by others, all of which tend to show that the explanation of hydromagnetic waveguide propagation by means of the fluid equations is essentially correct. It should also be kept in mind that significant advances may require substantial increases in either the experimenter's control over and knowledge of the plasma parameters, or in the complexity of the theory or both. The following three areas would seem to offer the best hope for useful results.

(a) The use of compressional wave phase shift measurements as a tool for measuring plasma densities would be made more practical if several theoretical and experimental problems were solved. For example, one would like to know more clearly what ranges of plasma parameters are permissible for such measurements to be useful, how to interpret properly phase shift measurements made at a single distance, and whether excitation and detection schemes which do not require devices inserted into the plasma are possible.

(b) A better account of the damping of the waves may be possible. Refinements in the theory (such as the inclusion of electron-neutral collisions) or in the experiment (such as the use of a plasma with more accurately known properties) may be necessary.

(c) Some of the experimental techniques used here may be suitable for measurements in other situations. In particular the interferometric method, while certainly not new, does not seem to be widely used at frequencies below the microwave region. It may be useful in any problem involving constant or time-varying phase shifts between signals with frequencies below 30 Mc or which can be heterodyned to that region.
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An experiment is described in which a compressional hydromagnetic wave is observed in a hydrogen plasma-filled waveguide. The theory of a cold, partially ionized, resistive plasma in a magnetic field is described briefly and expressions are derived for the dispersion relation and transfer functions which include both the propagation and attenuation constants as a function of frequency. Measurements of the cutoff frequency are presented, which verify its linear dependence on the magnetic field, and they show good agreement with theory on the variation with the ion mass density. The impulse response of the plasma is studied, transformed into the frequency domain, and quantitative comparisons are made with the theoretical transfer function to determine the degree of ionization, the resistivity, and the ion-neutral collision frequency.

Results indicate that the degree of ionization varies over a range from 75% to 45% when the initial density varies from 1.3 × 10^6 to 1.4 × 10^10 atoms/m^2. The measured resistivity appears to increase with the magnetic field, with the mean value corresponding to a temperature of the order of 5 × 10^2 K. The average value of the product of the charge exchange cross section and the neutral thermal speed is found to be approximately (5.5 ± 1.3) × 10^{-14} m^2/sec.

I. INTRODUCTION

Hydromagnetic waves, which were first described by Alfvén in 1942, have been observed in recent years in gaseous plasmas. All of the above experiments have studied the waveguide mode which has a resonance at the ion cyclotron frequency, whereas Newcomb and others have shown that two distinct modes will propagate in a hydromagnetic waveguide. One of these has no resonance at the ion cyclotron frequency but does have a low frequency cutoff. The experimental observation of this latter mode, which we call the compressional mode, was only recently reported by Hooke et al., the authors, and by Jephcott. This investigation is an extension of the work reported by the authors.

In this paper the theory of a three-fluid model for a cold plasma in a magnetic field is first developed and solutions for hydromagnetic waves in a plasma filled waveguide are obtained. An experiment on the compressional hydromagnetic wave is then described which uses the geometry of Fig. 1 to test the adequacy of the plasma model and to determine
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\( p_\alpha = B^2/2\mu_0 \gg nkT \), or that the Alfvén speed is much greater than the sound speed. We consider only small perturbations from the steady state and assume \( \epsilon^{\text{rr}} \) time dependence so that we may use the linearized second moments of the Boltzmann equations with the time derivatives replaced by \( \imath \omega \).

Hence we may write

\[
\begin{align*}
\imath \omega m_n v_n &= -n_\epsilon (E + v_e \times B_\epsilon) + P^{\epsilon}, \\
\imath \omega m_i v_i &= n_{\epsilon i} (E + v_i \times B_\epsilon) + P^{\epsilon i} + P^{\epsilon s}, \\
\imath \omega m_n v_n &= P^{ni},
\end{align*}
\]

where the subscripts and superscripts \( e, i, \text{ and } n \) refer to electrons, ions, and neutrals respectively, and the \( P^{\epsilon i} \) represent the momentum per unit volume per second transferred from the \( j \)th to the \( i \)th species of the plasma due to collisions.

To obtain an expression for \( P^{\epsilon i} \), we assume that the charge-exchange cross section is dominant for ion-neutral momentum transfer, and that the neutrals are comprised principally of atoms. A charge exchange collision is effectively head-on, since little momentum is actually exchanged, in which case the momentum gained by a neutral atom per collision is very nearly \( m_n (v_i - v_e) \), since \( m_i \approx m_n \). \( P^{\epsilon i} \) is then given by the product of this term and the neutral particle density times the collision frequency \( \nu \) of a neutral with any ion. Hence we have

\[
P^{\epsilon i} = n_n m_n (v_i - v_n) \nu.
\]

Using Eqs. (2) and (1c) we may solve for \( v_e \) in terms of \( v_i \) and then use this result again in (2) to obtain an expression for \( P^{\epsilon i} \) in terms of \( v_i \). Since \( P^{\epsilon i} = -P^{\epsilon s} \), we may use this result in Eq. (1b), where, if we let \( m_e = m_n \), we may write the result in the form

\[
\imath \omega \nu n_i m_i \left[ 1 + \frac{n_s}{n_i (1 + \imath \omega /\nu)} \right] = n_\epsilon (E + v_i \times B_\epsilon) + P^{\epsilon i}.
\]

This result may be interpreted as the equation of motion for a pseudo-ion with mass \( \mu \), where

\[
\mu = m_i \left[ 1 + \frac{n_s}{n_i (1 + \imath \omega /\nu)} \right].
\]

If we consider the \( P^{\epsilon i} \) term to be proportional to the difference in average velocities of the ions and electrons, or to the current, and define the constant of proportionality by (where \( n_i = n_s = n \))

\[
\eta J = \frac{P^{\epsilon i}}{ne} = \frac{P^{\epsilon s}}{ne},
\]

then \( \eta \) corresponds to the resistivity as given by Spitzer.\(^{11}\) Using these expressions along with

\[
J = ne(v_i - v_n),
\]

we may solve the coupled equations for \( J \) in terms of \( E \), and if we assume \( B_\epsilon \) is in the \( z \) direction, the result may be summarized by writing an effective conductivity tensor \( \sigma \)

\[
\begin{bmatrix}
J_x \\
J_y \\
J_z
\end{bmatrix} =
\begin{bmatrix}
\sigma_1 & i\sigma_1 & 0 \\
-i\sigma_1 & \sigma_1 & 0 \\
0 & 0 & \sigma_2
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
\]

where

\[
\begin{align*}
\sigma_1 &= \frac{\sigma_1^0 + \eta (\sigma_1^0 - \sigma_2^0)}{1 + 2\eta \sigma_1^0 + \eta^2 (\sigma_1^0 - \sigma_2^0)^2}, \\
\sigma_2 &= \frac{\sigma_2^0}{1 + \eta \sigma_2^0}, \\
\sigma_3 &= \frac{\sigma_3^0}{1 + \eta \sigma_3^0},
\end{align*}
\]

We note that the effective conductivity tensor \( \sigma \) reduces to the \( \sigma' \) tensor when \( \eta \to 0 \), and that this tensor becomes the ordinary cold collisionless, two-fluid conductivity when \( \nu \to 0 \) so that the pseudo-ion mass \( \mu \) reduces to the ordinary ion mass \( m_i \).

We now wish to incorporate the current \( J \) in the Maxwell’s equation such that

\[
\nabla \times \bf{H} = J + \imath \omega_0 \bf{E} = \imath \omega_0 \bf{E},
\]

so we have

\[
\imath \omega_0 = \sigma + \imath \omega_0 \bf{I},
\]

and the effective dielectric tensor so defined contains all of the information about the plasma. Equation (11) is now to be solved along with

\[
\nabla \times \bf{E} = -\imath \omega_0 \bf{H},
\]

with the conducting cylindrical waveguide boundary condition.

III. DERIVATION OF DISPERSION RELATION

We restrict ourselves to circularly symmetric modes in the solution of Eqs. (11) and (13), although the general solution to these equations has been obtained.\(^{12}\) We may assume the fields to vary as \(e^{i(kz-\omega t)}\) since we are interested in propagation down the waveguide. Equations (11) and (13) may now be used to solve for the transverse components of the wave fields in terms of the longitudinal components and their derivatives, and finally a pair of coupled equations for \(H_z\) and \(E_z\) may be derived which are

\[ ia \frac{\partial}{\partial r} \left( r \frac{\partial H_z}{\partial r} \right) + i \omega \mu_\perp H_z + b \frac{\partial}{\partial r} \left( r \frac{\partial E_z}{\partial r} \right) = 0 \]  
\[ ic \frac{\partial}{\partial r} \left( r \frac{\partial E_z}{\partial r} \right) - i \omega \varepsilon E_z + b \frac{\partial}{\partial r} \left( r \frac{\partial H_z}{\partial r} \right) = 0 \]

where

\[ a = -\frac{\omega \mu_\perp \gamma_1}{\gamma_1 - \gamma_2}, \quad b = \frac{k^2}{\gamma_1 - \gamma_2}, \]

\[ c = \frac{\omega \varepsilon \gamma_1 + \omega \varepsilon \gamma_2}{\gamma_1 - \gamma_2}, \]

This solution of these coupled equations may be considered as the square of a transverse wave number \(T\), so we have

\[ T^2 = \frac{\omega \mu_\perp}{\alpha - iab} \]

and we write the quadratic equation implied above in terms of \(T^2\) instead of \(a\) with the result

\[ (\gamma_1^2 - \gamma_2^2) \left[ \left( \gamma_1 - \gamma_2 \right)^2 + \gamma_1 T^2 \right] + \frac{\varepsilon T^2}{\varepsilon_\perp} \left( \gamma_1 + \frac{\varepsilon T^2}{\varepsilon_\parallel} + T^2 \right) = 0. \]

The solution \(\gamma_1^2 - \gamma_2^2 = 0\) corresponds to the trivial solution \(\phi_0 = 0\), and we will not consider it further. The other factor yields the dispersion relation for the hydromagnetic waves, although \(T^2\) must be determined from Eq. (20) along with the boundary conditions. We note that Eq. (20) is quadratic in \(T^2\) so that there are two values of \(T^2\) for each value of \(\gamma_1\).

To construct the solutions of the differential equations we observe that solutions of Eqs. (18a, b), which are regular on the axis, are

\[ \phi_1(r) = AJ_x(T, \rho), \]
\[ \phi_2(r) = \tau AJ_y(T, \rho). \]

We now use these to construct the axial field expressions

\[ H_z(r, z, t) = A[J_x(T, \rho) + \tau J_y(T, \rho)]e^{i(kz-\omega t)}, \]
\[ E_z(r, z, t) = A[\alpha J_x(T, \rho) + \alpha_\tau J_y(T, \rho)]e^{i(kz-\omega t)}, \]

where \(\tau\) is determined by the boundary condition and \(A\) is an excitiation coefficient. Using Eqs. (22a, b) the expressions for the other field components may be derived.

If we now consider the plasma to be contained in a cylindrical conducting waveguide of radius \(a\) so that the tangential electric fields vanish at the wall, the boundary condition \(E_z(a) = 0\) leads to

\(\frac{\gamma_1 + \frac{\gamma_2 \kappa_2}{\varepsilon_\perp} + T_1^2}{\varepsilon_\perp} J_1(T_1)\)

\(+ \tau \left( \frac{\gamma_1 + \frac{\gamma_2 \kappa_2}{\varepsilon_\perp} + T_2^2}{\varepsilon_\perp} J_0(T_2) \right) = 0. \)

and it may be shown that the boundary condition \(E_\phi(a) = 0\) leads to

\(J_1(T_1)/T_1 + \tau J_1(T_2)/T_2 = 0. \)

Eliminating \(\tau\) from the above equations we obtain

\(\frac{\gamma_1 + \frac{\gamma_2 \kappa_2}{\varepsilon_\perp} + T_1^2}{\varepsilon_\perp} J_1(T_1, a) J_1(T_1, a) \)

\(= \left( \frac{\gamma_1 + \frac{\gamma_2 \kappa_2}{\varepsilon_\perp} + T_1^2}{\varepsilon_\perp} \right)^2 J_1(T_1, a) J_1(T_1, a). \)
which, along with Eq. (20), completely determines a set of values for $T_0$, $T_a$, and $k$, and the set characterizes a single mode for a given frequency and set of plasma conditions. In general, there exists an infinite set of modes which satisfies Eqs. (20) and (25), and, in fact, we can distinguish two distinct classes of modes, each of which contains an infinite number of modes. In the magnetohydrodynamic limit ($\omega \ll \Omega$) one of these classes, which we call the compressional modes, may be identified with the TF modes of Newcomb, while the other class of modes, which we call the torsional modes (and designate with primes), may be identified with his principal modes.

The general steady state solution is then given by a superposition of all these modes so we have for $H_0$, for example,

$$
H_0(t, z, \phi) = \sum_n \left( A_n J_0(T_n r) + \tau_n J_0(T_n z) \right) e^{i(\omega t - \gamma_n z)} + \sum_n A'_n J_0(T'_n r) + \tau'_n J_0(T'_n z) e^{i(\omega t - \gamma'_n z)}. \tag{26}
$$

IV. LIMITING CASES

The solution of Eqs. (20) and (25) has been obtained with an IBM 7090 digital computer using an iterative procedure. In order to find a starting point for this procedure, we consider $\omega \ll \omega_c < \omega_0$ and neglect damping, in which case it may be shown that $\epsilon_1/\epsilon_0$ is of the order of $(\omega/\Omega)^2 m_e/m_i$, which, for frequencies of the order of the ion cyclotron frequency, is of the order of $m_e/m_i$. If we neglect terms of this order, the dispersion relation becomes

$$
\gamma_1^2 - \gamma_2^2 + \gamma_3 T^2 = 0. \tag{27}
$$

This expression is not quadratic in $T^2$, so there is only one value of $T$ for each mode. Equation (26) also yields $\epsilon \ll 0$, so $E_0 = 0$, and now the boundary condition yields from $E_2/(\omega)$ that $J_0(T_\infty \phi) = 0$ for both classes of modes, so that the $T_0$ are given by $T_0 = 3.83, 7.01$, etc. It may be shown that $\tau_n$ in Eq. (26) approaches zero as $\epsilon_1/\epsilon_0$ approaches zero, so the term involving $T$ drops out of the field expressions. The dispersion relation for the two classes of modes is now given from Eq. (27) by

$$
k_n^2 = \omega^2 / \mu n_e - \frac{1}{4} T_n^2 \pm \left[ (1/4) T_n^2 + (\omega^2 / \mu n_e)^2 \right]. \tag{28}
$$

where the upper sign is associated with the torsional modes.

It may be shown, on the other hand, that at very low frequencies $\omega \ll \Omega, \ll \omega_i$, an appropriate approximation is to neglect $\epsilon_i$. This approximation decouples the differential equations (18a, b) so $H_0$ and $E_0$ may be expressed in terms of $E_0$, while $H_0$ and $E_0$ may be expressed in terms of $H_0$, and now there are separate differential equations for $E_0$ and $H_0$.

The modes which have the axial electric field may be identified with the torsional modes above, but now the boundary condition $E_2/(\omega) = 0$ leads to $J_0(T_\infty \phi) = 0$, so the $T_0$ values for this mode are different from their values at higher frequencies. This mode is nearly dispersionless at low frequencies, and in terms of the wave magnetic field, it consists of torsional waves (since only $E_0 \neq 0$) hence our designation as torsional modes. All of these modes travel essentially at the Alfvén speed.

The other modes may be identified with those characterized by the lower sign in Eq. (28) above, and the boundary condition leads to $J_0(T_\infty \phi) = 0$ again, so the $T_0$ values are unchanged at low frequencies. The dispersion relation for these modes after neglecting terms of order $\omega^2$, is

$$
k_n^2 = \omega^2 / \mu n_e - T_n^2. \tag{29}
$$

which is analogous to ordinary waveguide propagation except that the characteristic velocity is the Alfvén velocity. These modes exhibit the characteristic waveguide cutoff phenomena, and from equation (20) we find the cutoff frequency to be given by

$$
\omega_{cm} = T_m V_A, \tag{30}
$$

a result which does not depend on the fact that $\omega \ll \Omega$. Since these modes have a component of the wave magnetic field in the direction of the static magnetic field, the static field lines are alternately compressed and expanded, hence we have designated them compressional modes and the experiment is restricted to these modes only.

It should be noted that the cutoff phenomena may be thought of as being due to waves which travel in all directions and which reflect from the walls according to the boundary condition. At the cutoff frequency the waves travel only perpendicular to the magnetic field and the wave oscillates in phase down the entire waveguide. The wave which propagates across the field is often called a magneto-acoustic wave, but it is here a special case of compressional wave propagation.

In order to illustrate the exact behavior of the $T$ values, Fig. 2 shows the exact solution for the lowest torsional mode, where the change of $T_\infty$ from 2.405 to 3.832 is apparent, while Fig. 3 shows the deviation of $T_\infty$ from 3.832 for the lowest compressional mode.
V. IMPULSE RESPONSE FOR LOOP EXCITATION

Using orthogonality relations which have been determined by A. G. Lieberman, the excitation coefficient for a coaxial current loop of radius \( b \) in a waveguide of radius \( a \) (where we have considered \( A_m \) only, since it may be shown that \( A_m' \) is small for loop excitation) is given by

\[
A_m = -I_0 b \varepsilon_m(b) \left\{ 2 \int_0^a (\varepsilon_m R^2 + \varepsilon_m R' r) \, dr \right\}^{-1},
\]

(31)

where the current \( I = I_0 e^{-at} \) and the script notation denotes the field expressions without any excitation coefficient. With the excitation coefficient above, the steady state response is the Fourier transform of the response to an impulse, \( I = I_0 \delta(t) \) since the transform of \( I \) is \( I_0 \). Therefore the impulse response of the system is given by the inverse Fourier transform of the steady state response, or

\[
H_{r}(r, z, t) = \sum \int_{-\infty}^{\infty} A_m(\omega) \left[ J_m(T_{1m}r) + \tau_m J_m(T_{2m}r) \right] e^{-i(\omega t - \omega z)} \, d\omega,
\]

(32)

For the response to an arbitrary driving current we simply replace \( I_0 \) in (31) by the Fourier transform of the current \( I(\omega) \).

---

Fig. 3. \( T_a \) vs \( \omega \) for lowest compressional mode. (Same parameters as Fig. 2 except \( n = 0.7n_z \) and \( \gamma = 1.05 \times 10^4 \) radians/sec.)

VI. APPARATUS AND PLASMA PREPARATION

The basic geometry of the apparatus is similar to that of Wilcox, et al., and a schematic diagram is shown in Fig. 1. The waveguide and electrode were 304 stainless steel and the end plates were pyrex. Alumina probe sheaths and a pyrex encased circular loop were used. The magnetic field was pulsed, the current rising to its maximum in about 0.7 msec, so the field was within 15% of its maximum value for over 100 microseconds. A lumped constant delay line produced a \( 1.5 \times 10^4 \) A, 10-15 \( \mu \)sec discharge between the electrode and the tube wall which drove an ionizing wave through the tube at about 5 cm/\( \mu \)sec. The background pressure in the vacuum system was about \( 2 \times 10^{-6} \) Torr, to which a static atmosphere of hydrogen in the range 0.02-0.25 Torr was admitted just before the plasma preparation.

The plasma which is formed by the ionizing wave is known to be somewhat turbulent and nonuniform, having a core which is cooler than the annular region. The radial and longitudinal diffusion times should be 100 \( \mu \)sec or greater so that the plasma is quite steady during the wave experiment, which never lasts more than 2 msec.

The waves are excited by a coaxial loop with a critically damped RLC circuit supplying a current pulse about 40 msec in duration. The loop radius was chosen so as to minimize the excitation of the second circularly symmetric mode, but all other modes are excited.

The signals were detected by 10-turn magnetic probes and were passed through high pass filters before entering the dual beam oscilloscope to eliminate pickup from the slowly changing magnetic.

---

VII. EXPERIMENTAL RESULTS CUTOFF FREQUENCY ANALYSIS

For the compressional mode the lowest frequency at which the wave will propagate is the cutoff frequency \( \omega_c \), given by Eq. (30), and the group velocity approaches zero near this frequency. The group velocity for higher frequencies is always higher, so the last frequency to appear at the magnetic probe due to an impulse excitation is the cutoff frequency. This frequency can easily be measured approximately from the photographs of the received signals, and since \( \omega_c \) is proportional to the Alfvén speed, we can study the dependence of this quantity upon magnetic field and density. Measuring the cutoff frequency in this manner introduces a small systematic error, because the damping prevents the measurement from being made at very late times, but this error is usually small and always results in a measured frequency, which is slightly higher than the actual frequency. For each of more than 125 pictures, the last observable frequency was measured, generally by taking an average of the last three or four half cycles.

The results of this parameter study are shown in Figs. 4 and 5. Figure 4 shows the dependence of \( \omega_c \) upon the initial density for several values of the magnetic field. \( N_a \) here represents the assumed total particle density including ions and atoms and is deduced from the gauge pressure before the discharge. Since the ionizing wave may drive some of the original gas to the end of the tube, this may introduce a systematic error in our estimate of the degree of ionization and of the ion neutral collision frequency. Each point represents an average taken from two or three pictures. For the lowest magnetic field \( (B = 0.878 \text{ W m}^{-2}) \) only, a 100% ionization reference line is indicated for comparison purposes.

From the data of Fig. 4 we can estimate the maximum impurity ion mass density as follows. If the amount of hydrogen were progressively decreased, the Alfvén speed, and hence the cutoff frequency, would be determined ultimately by the impurity ion mass density, and a limiting cutoff frequency would appear. From the highest values of \( \omega_c \) in Fig. 4 and the fact that no limiting is apparent, we estimate that the ion mass density of the impurities is less than the ion mass density of hydrogen at \( n = 3 \times 10^{21} \text{ m}^{-3} \).

We also note that the observed cutoff frequencies are all above the values which would correspond to 100% ionization, which we interpret as meaning that the plasma is not fully ionized. In fact, with this interpretation, the data of Fig. 4 indicates that the percent ionization varies smoothly from about 75% \( \pm 5\% \) at the lowest initial densities to 95% \( \pm 3\% \) at the highest densities indicated.

With the same interpretation, the data of Fig. 5 may be taken to indicate that there is no systematic variation of the degree of ionization with magnetic field. If there were some systematic variation of the degree of ionization with magnetic field, one would
expect a straight line through the origin to be a poor fit to the data. However, a least squares analysis of the data shown, along with other data at different densities, indicates that the lines do extrapolate very closely to the origin. Hence, we find no evidence of a systematic variation of the percentage ionization with the magnetic field.

VIII. EXPERIMENTAL RESULTS-TRANSFER FUNCTION ANALYSIS

The most critical test of the adequacy of the plasma model involves the study of the dispersion relation for the compressional wave over the entire range of frequencies from below cutoff up to the vicinity of the ion cyclotron frequency. Since the plasma conditions are not highly reproducible from shot to shot, we have obtained the transfer function of the plasma for single shots by Fourier analysis of the impulse response. We define the transfer function \( G(\omega, z) \) as the ratio of the Fourier transform of the axial magnetic field at \( r = 0 \) to the transform of the loop current

\[
G(\omega, z) = e^{-ik'z} = \beta[I_0(t, z, t)]/I(\omega).
\]

(33)

From Eq. (32), \( G(\omega, z) \) is given by

\[
G(\omega, z) = \frac{1}{I(\omega)} \sum m A_m(1 + \tau_m)e^{-ik'mz}.
\]

(34)

In the analysis of the data the values of \( k' = \beta' - i\alpha' \) are evaluated on an IBM 7900 digital computer from oscillograms of the received and driving signals and compared with theoretical values computed from Eq. (34). An example of the oscillograms is shown in Fig. 6, where the impulse is shown in the upper trace (retouched because of faintness) for reference and the received signal is shown below.

![Fig. 6. A typical photograph of a received signal. The upper trace is the time derivative of the driving current as measured with a magnetic probe, and is displayed for timing reference (arbitrary amplitude). The lower waveform is the signal received from a magnetic probe which measures the time derivative of the axial component of the wave magnetic field on axis, 20 cm from the driving loop. The vertical sensitivity for the lower waveform is 20 Gauss/div. The horizontal scale is 0.2 usec/div.](image)

Over twenty such pictures covering a variety of magnetic fields and initial densities have been analyzed in detail.

The transfer function (phase and amplitude) of the signal shown in Fig. 6, computed as described above, is shown in Figs. 7 and 8 as an example of the type of information which may be extracted from such an oscillogram. Also included in Figs. 7 and 8 are the "best fit" theoretical transfer function phase and amplitude curves which were determined by a curve fitting procedure described below.

In the curve fitting procedure, the values of the magnetic field (calibrated to \( 2\gamma' \)), the initial density (McLeod gauge calibrated), and the dimensions of the system were assumed to be known exactly, but the resistivity \( \eta \), the ion-neutral collision frequency \( v \), and the percent ionization \( \gamma \) were treated as disposable parameters. The three disposable parameters were selected so as to minimize a weighted average error, computed from the differences between theoretical and experimental curves at about ten frequencies and weighted according to our estimates of the probable errors in the experimental curves at those points. The location of the minimum was determined to a few percent, but this does not at all guarantee the best fit values are accurate to that tolerance.
Several characteristic features of the experimental transfer functions are apparent in the example shown. We observe that the shape of the phase curve generally fits the theoretical curve very well except near and below cutoff and at high frequencies where the amplitude is very small. In many cases the fit was even better than in the example shown.

It is apparent that the experimental and theoretical amplitude curves do not fit quite as well as the phase curves, although the general features match well. Since the resistivity and the ion-neutral collision frequency are primarily determined from the amplitude curve, we may expect the errors to be somewhat larger in the determination of these quantities than for the degree of ionization which is primarily determined from the phase curve. One feature of the experimental amplitude curves is that there appears to be more evidence of higher modes than in the theoretical amplitude curves. We note that evidence of the second mode appears even though we designed the excitation loop to excite none of that mode. This may be due to the radial nonuniformity of the plasma, which can be expected to affect the excitation coefficients more than the propagation characteristics.

There is some evidence that the values obtained for $\eta$ and/or $\nu$ are too high. If the inverse Fourier transform of the best fit transfer function is taken to produce a time function, the amplitude of the theoretical signal is systematically lower than that of the experimental signal, and the envelope indicates a higher damping rate. The time function derived from the best fit curves of Figs. 7 and 8 is shown in Fig. 9 where these features may be seen from comparison with Fig. 6. It appears that if the curve fitting had been done in the time domain instead of the frequency domain, somewhat smaller values might have been obtained for $\eta$ and $\nu$. Since the phase agreement is quite satisfactory we expect the determination of the degree of ionization to be good.

Even though there may be some systematic errors in the determination of $\eta$ and $\nu$, we expect that trends should be apparent. The only one which was clearly observed was that the resistivity appeared to increase with the magnetic field. This trend is shown in Fig. 10 where the error bars are intended to show our estimate of the relative probable errors and indicate the range over which $\eta$ must be varied to double the weighted average error. A possible explanation of the variation of the resistivity with magnetic field is offered below.

In general the degree of ionization determinations showed the least uncertainties. Typically a 5% change in $\gamma$ would double the weighted average error. The value of $\gamma$ determined by curve fitting was $6\% \pm 12\%$ higher than that computed from the
measured cutoff frequency so both methods are believed to be consistent and give rather good estimates of the average ion density, although no independent measurements have been made.

There was considerable scatter in the value of the ion-neutral collision frequency determined from curve fitting, and the uncertainties indicated a variation of \( \nu \) by a factor of two would only double the weighted average error. No systematic trends were apparent, so we simply averaged the quantity \( \langle \sigma \nu \rangle \), where \( \sigma \) is the ion-neutral cross section and \( \nu \) is the neutral thermal speed, and we have assumed

\[ \nu = \gamma \nu_0 \langle \sigma \nu \rangle. \] (35)

The result is that \( \langle \sigma \nu \rangle = (5.5 \pm 1.3) \times 10^{-18} \text{m}^2/\text{sec} \).

We have made measurements of the radial dependence of the axial component of the magnetic field and found fairly good agreement with the theoretical profile as is shown in Fig. 11. The experimental profile supports our assumptions about the boundary condition, although some other assumption might lead to a similar profile.

IX. CONCLUSIONS

It is felt that the general agreement between theoretical and experimental phase curves indicates that the theory adequately describes the dispersion characteristics of the compressional waves in a waveguide. From this type of data the average degree of ionization can probably be determined within 5%, and from the cutoff frequency the error may be about 10%. A possible inadequacy of the theory is the variation of the resistivity with magnetic field, illustrated in Fig. 11. This effect may be due to some systematic error in the experiment of which we are not aware, or it may be due to a systematic change in the temperature with magnetic field. Both these possibilities seem unlikely, although no independent temperature measurements have been made.

We believe the trend may be due to an inadequacy of the theory, which assumes \( \eta \) to be a scalar quantity, whereas if \( \omega_c/\nu_0 \) is of the order of unity or greater, the resistivity is a tensor. Now \( \omega_c/\nu_0 \) is of the order of unity for the data of Fig. 10, and since the compressional wave is primarily dependent on the transverse resistivity, we may have simply observed the onset of the tensor character of \( \eta \). While all the data of Fig. 10 is at a constant density, we are presently trying to extend the range of the parameter \( \omega_c/\nu_0 \) by studying other ion densities to see if \( \eta \) becomes independent of \( \omega_c/\nu_0 \) at extreme values of this parameter as would be expected if this were the proper explanation of the effect.
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To express the transverse wave fields in terms of the longitudinal components we first write Maxwell's equations 2.29 and 2.30 in component form, making use of the assumed $z$-dependence $e^{-ikz}$ and the azimuthal symmetry.

\[ \begin{align*}
  i k E_\theta &= -i \omega \mu_0 H_r \\ 
  -ik E_r &= \frac{\partial E_z}{\partial r} = -i \omega \mu_0 H_\theta \\ 
  \frac{1}{r} \frac{\partial}{\partial r} (r E_\theta) &= -i \omega \mu_0 H_z \\ 
  i k H_\theta &= i \omega (\varepsilon_\perp E_r + \varepsilon_\theta E_\theta) \\ 
  -ik H_r &= \frac{\partial H_z}{\partial r} = i \omega (\varepsilon_\perp E_r - \varepsilon_\theta E_\theta) \\ 
  \frac{1}{r} \frac{\partial}{\partial r} (r H_\theta) &= i \omega \varepsilon_\perp E_z
\end{align*} \]

Using the $r$- and $\theta$-component equations the desired representations of the transverse fields may be found. For example, solving equation B.1 for $E_\theta$ and equation B.2 for $E_r$ we have

\[ \begin{align*}
  E_\theta &= -\frac{\omega \mu_0}{k} H_r \\ 
  E_r &= \frac{\omega \mu_0}{k} H_\theta + \frac{i}{k} \frac{\partial E_z}{\partial r}
\end{align*} \]

Substituting these expressions into equation B.5 we obtain
or, using the notation of Section 2.4,

\[ \gamma_1 H_r - i \gamma_2 H_\theta = ik \frac{\partial H_z}{\partial r} - \omega \epsilon_2 \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.10)

If equations B.7 and B.8 are used in B.4 there results

\[ \gamma_1 H_\theta + i \gamma_2 H_r = i \omega \epsilon_1 \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.11)

From the last two equations we can find expressions for \( H_r \) and \( H_\theta \). These are

\[ H_r = \frac{ik \gamma_1}{\gamma_1 - \gamma_2} \frac{\partial H_z}{\partial r} - \frac{i\omega (\gamma_1 \epsilon_1 + \gamma_2 \epsilon_1)}{\gamma_1 - \gamma_2} \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.12)

and

\[ H_\theta = \frac{k \gamma_2}{\gamma_1 - \gamma_2} \frac{\partial H_z}{\partial r} + \frac{i\omega (\gamma_1 \epsilon_1 + \gamma_2 \epsilon_2)}{\gamma_1 - \gamma_2} \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.13)

which accomplishes the desired result for the transverse wave magnetic field components. In similar fashion expressions for \( E_r \) and \( E_\theta \) may be found. They are

\[ E_r = \frac{\omega \mu_0}{\gamma_1 - \gamma_2} \frac{\partial H_z}{\partial r} + \frac{ik \gamma_1}{\gamma_1 - \gamma_2} \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.14)

\[ E_\theta = -\frac{i\omega \mu_0 \gamma_1}{\gamma_1 - \gamma_2} \frac{\partial H_z}{\partial r} + \frac{k \gamma_2}{\gamma_1 - \gamma_2} \frac{\partial E_z}{\partial r} \]  \hspace{1cm} (B.15)
The differential equations for $H_z$ and $E_z$ are obtained by using equations B.13 and B.15 to eliminate $E_\theta$ and $H_\theta$ from equations B.3 and B.6. The results are given by equations 14 and 15 of Appendix A.

From the solutions for the longitudinal field components (equations 22a and 22b, Appendix A) application of equations B.12 and B.13 yields the expressions for $H_r$ and $H_\theta$ given in equations 2.81 and 2.82. To simplify the expressions the dispersion relation (equation 2.61 or equation 20, Appendix A) and equation 19 of Appendix A have been used. Note also that our assumption $J_1(Ta) = 0$ eliminates the second term appearing in the solutions for $E_z$ and $H_z$. 