Discrimination of form in images corrupted by speckle
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The problem investigated is that of a human observer having to distinguish between certain specified geometrical forms corrupted by speckle—an idealization of the problem of a scientist studying a synthetic aperture radar map. Specifically, the cases of two simple alternative forms and of two and four orientations of a simple form have been considered. A theoretical model is developed for the observer's decision process by analogy with optimal receiver theory, and the probability of a correct decision is related to form parameters like size, contrast, and looks. These calculations are verified by psychophysical experiments using computer-simulated pictures.

I. Introduction

The phenomenon of speckle\textsuperscript{1–3} in coherent systems and the degradation of picture quality caused by speckle\textsuperscript{4–6} have long been known. The work described here was motivated by the problem of picture degradation by speckle in synthetic aperture radar (SAR) systems,\textsuperscript{7–9} which are coherent high-resolution radar systems used for terrain mapping; however, the results are applicable to other systems where speckle obscures desired detail in pictures. In particular, recent and proposed SAR systems, such as those in the JPL missions SEASAT, VOIR, SIR-A, will provide oceanographers and geologists with land and ocean maps. In all these cases, the pictures are viewed by a human observer who often tries to identify forms in the picture. Usually, the identification problem can be thought of as one in which the observer has various possible alternatives in mind, and he believes some feature he has detected in the picture to be one of these alternative forms. In this paper, we consider some simple cases of this idealized form identification problem.

In another paper,\textsuperscript{10} we have considered the problem of detecting a feature in a speckled background; here we assume that the feature has already been detected and focus on the internal structure of the feature rather than on the whole picture. For this reason, we neglect the effect of the background by assuming that the form to be identified is set in a completely dark background.

Specifically, we consider three cases of discrimination, i.e., discriminating between two possible forms, two possible orientations of a given form, and four possible orientations of a given form. Our aim here is to try to relate the parameters of the possible alternatives to their distinguishability. To make theoretical calculations, we have chosen simple geometrical forms. However, the techniques used here can be used for more complex forms as well. We use techniques analogous to those for the optimal reception of signals in noise.\textsuperscript{11} This kind of technique has previously been applied by Bernard\textsuperscript{12} to the problem of discriminating forms in additive white Gaussian noise, which is even closer to the communications problem mentioned above.

We verify our predictions with simulated pictures and psychophysical experiments.

II. Picture Parameters

It is well known that speckle effects decrease with an increase in the number of looks \( L \), i.e., the number of independent estimates of each pixel intensity that are averaged together to form a pixel in the final picture. These looks are obtained in SAR systems by various techniques such as the use of different carrier frequencies, aspect angles, or polarizations. Each of these techniques increases the complexity of a digital SAR processor required to achieve a given resolution cell size.

We will specifically consider forms that, in the absence of speckle, can be described by two levels of intensity. We denote the fractional difference in intensity of these two levels by \( b \). Thus we can denote the two levels by \( P_0(1 + b) \) and \( P_0 \). We will refer to these two levels as the bright and dark levels, respectively.
Experiments showed that the absolute intensity $P_0$ does not noticeably influence form discriminability, provided the brightness corresponding to $P_0$ lies well within the range of brightness sensitivity of the observer's visual system. Hence $P_0$ will not figure in our results and is only defined for the sake of generality of analysis. However, it is clear that increasing the contrast ratio $(1 + b)$ between bright and dark portions of a form should increase its distinctiveness and hence its discriminability with respect to another form. To see why $(1 + b)$ is important, consider the processing of raw SAR data to produce an image. This involves a 2-D matched filtering of the signal return, and the autocorrelation function of the filter impulse response is not, in practice, the ideal $\delta$ function. An increase in the integrated side-lobe ratio (ISLR) of this impulse response reduces the contrast between a feature and its surroundings. Reducing the ISLR while meeting other SAR specifications requires careful system design.

These considerations show the desirability of performing a trade off between $L$ and $(1 + b)$ required to achieve a desired level of form recognizability.

Other parameters that can affect the discriminability of a set of forms are the size and shape of the forms. Each form that we will consider is derived from a $D \times D$ square (where we will always specify size in pixels) consisting of nine smaller squares, each of size $J \times J$, with $D = 3J$. One or two of these nine smaller squares are dark, while the others are all bright. The forms are shown in Figs. 1 and 2. The cases of Figs. 1(a) and (b) will be treated identically as explained below. The distinction between the cases of Figs. 1 and 2 is that, in Fig. 1, the possible alternatives differ in shape, while in Fig. 2, they are merely different orientations of the same form.

III. Discrimination Model

Our discrimination model for the observer's eye-brain combination is based on the following assumptions:

(a) Previous work has demonstrated, as one would expect, that two forms become more easily discriminable as the difference between them increases. To characterize this difference, we assume that each form can be represented in terms of nine orthogonal spatial components, each component representing the total power reflected by the $J^2$ pixels of one of the nine squares of size $J \times J$. The justification for neglecting the fine structure within each of these nine squares is that the observer is told exactly what the forms are, so that his brain will examine the nine squares of size $J^2$ as nine units. The observer gets an idea of how large the $J \times J$ squares are by examining a low-noise version of the same forms before making decisions on a test case. This method also provides an equivalent of a training period for the observer.

We then assume that the observer's visual system performs a spatial summation over each of the $J^2$ pixels in every unit of the form. This assumption of summation is supported by previous work provided the $J \times J$ squares subtend less than $\sim 10$ min of arc at the eye.

Fig. 1. Forms used in two alternative forms experiments: (a) set 1: $U$ vs $O$; (b) set 2: $O$ vs $S$.

Fig. 2. Forms used in (a) two alternative orientations experiments = set 3; (b) four alternative orientations experiments = set 4.

(b) In the case of Fig. 1(a) or (b), we assume that the observer looks at a particular component that we call $C$ and decides if it is bright or dark. In Fig. 1(b), this component $C$ is the central square of the form; in Fig. 1(a) it is the central one in the top row. We assume that the observer derives his standard of bright and dark from the squares that he knows to be bright or dark and from his knowledge of $(1 + b)$.

In the case of Figs. 2(a) and (b), there is no need for an absolute judgment of bright or dark; the observer merely has to decide which of two or four relevant components is the darkest. In all cases, he behaves as an optimal maximum likelihood detector would.

Further justification for this model is given elsewhere.

IV. Theoretical Calculations

A. Case of Two Alternatives of Fig. 1(a) or (b)

Although the two shapes may be characterized by nine orthogonal components, they differ only in one of components $C$ so that, to calculate the probability $p_c$ of correct decision, only this component $C$ need be considered. This component $C$ can be either $P_0M$ or $P_0(1 + b)M$, where $M = LJ^2$ if perfect integration over all the
Table I. Two Alternative Forms; Set 1 ($U$ and $O$)

<table>
<thead>
<tr>
<th>(1 + $b$) dB</th>
<th>$L$</th>
<th>$J$</th>
<th>$M = (a) LJ$</th>
<th>$M = (b) LJ^2$</th>
<th>No. of samples</th>
<th>Theoretical $\rho_c$</th>
<th>Experimental $\rho_c$</th>
<th>Bounds on $\rho_c$ Lower, Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>30</td>
<td>150</td>
<td>81</td>
<td>0.76</td>
<td>0.78</td>
<td>0.67, 0.66</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>45</td>
<td>64</td>
<td>135</td>
<td>91</td>
<td>0.78</td>
<td>0.91</td>
<td>0.63, 0.75</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>48</td>
<td>64</td>
<td>288</td>
<td>98</td>
<td>0.79</td>
<td>0.86</td>
<td>0.81, 0.97</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>49</td>
<td>49</td>
<td>243</td>
<td>96</td>
<td>0.79</td>
<td>0.86</td>
<td>0.73, 0.94</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>50</td>
<td>81</td>
<td>250</td>
<td>96</td>
<td>0.79</td>
<td>0.86</td>
<td>0.75, 0.92</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>51</td>
<td>256</td>
<td>153</td>
<td>92</td>
<td>0.79</td>
<td>0.86</td>
<td>0.81, 0.90</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>60</td>
<td>256</td>
<td>180</td>
<td>94</td>
<td>0.82</td>
<td>0.78</td>
<td>0.72, 0.83</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>52</td>
<td>144</td>
<td>208</td>
<td>95</td>
<td>0.79</td>
<td>0.82</td>
<td>0.75, 0.88</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>100</td>
<td>81</td>
<td>500</td>
<td>99</td>
<td>0.87</td>
<td>0.91</td>
<td>0.82, 0.96</td>
</tr>
<tr>
<td>34</td>
<td>3</td>
<td>102</td>
<td>356</td>
<td>306</td>
<td>98</td>
<td>0.88</td>
<td>0.83</td>
<td>0.79, 0.87</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>100</td>
<td>25</td>
<td>96</td>
<td>0.78</td>
<td>0.85</td>
<td>0.76, 0.91</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>6</td>
<td>256</td>
<td>18</td>
<td>93</td>
<td>0.80</td>
<td>0.88</td>
<td>0.83, 0.92</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>24</td>
<td>256</td>
<td>72</td>
<td>95</td>
<td>0.95</td>
<td>0.98</td>
<td>0.96, 1.0</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>24</td>
<td>144</td>
<td>96</td>
<td>99</td>
<td>0.95</td>
<td>0.98</td>
<td>0.94, 1.0</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>25</td>
<td>81</td>
<td>125</td>
<td>99</td>
<td>0.95</td>
<td>1.0</td>
<td>0.96, 1.0</td>
</tr>
<tr>
<td>34</td>
<td>3</td>
<td>102</td>
<td>100</td>
<td>306</td>
<td>99</td>
<td>0.99</td>
<td>1.0</td>
<td>0.96, 1.0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>160</td>
<td>1</td>
<td>70</td>
<td>0.70</td>
<td>0.67</td>
<td>0.59, 0.74</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>192</td>
<td>4</td>
<td>78</td>
<td>0.70</td>
<td>0.78</td>
<td>0.71, 0.84</td>
</tr>
</tbody>
</table>

Table II. Two Alternative Forms; Set 2 ($O$ and $S$)

<table>
<thead>
<tr>
<th>(1 + $b$) dB</th>
<th>$L$</th>
<th>$J$</th>
<th>$M = (a) LJ$</th>
<th>$M = (b) LJ^2$</th>
<th>No. of samples</th>
<th>Theoretical $\rho_c$</th>
<th>Experimental $\rho_c$</th>
<th>Bounds on $\rho_c$ Lower, Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>30</td>
<td>150</td>
<td>100</td>
<td>0.76</td>
<td>0.84</td>
<td>0.75, 0.91</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>50</td>
<td>100</td>
<td>250</td>
<td>92</td>
<td>0.79</td>
<td>0.92</td>
<td>0.71, 0.87</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>51</td>
<td>256</td>
<td>153</td>
<td>92</td>
<td>0.79</td>
<td>0.92</td>
<td>0.77, 0.96</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>500</td>
<td>99</td>
<td>0.87</td>
<td>0.92</td>
<td>0.85, 0.97</td>
</tr>
</tbody>
</table>

The intersection of these two pdf curves gives us a threshold intensity $x_t$, above which the brighter alternative is chosen and below which the darker one is chosen. By direct calculation, we find

$$x_t = P_0 \left[ M \ln(1 + b) \right] \left( \frac{1 + b}{b} \right).$$

The probability of error given that the brighter alternative is actually present is

$$p(e|b) = \int_0^{x_t} p_B(x) dx,$$

and similarly the probability of error given the darker alternative is

$$p(e|d) = \int_{x_t}^{\infty} p_B(x) dx.$$
likely forms,

\[ p(e|d) = \int_{x_t}^{\infty} p_d(x)dx. \]  

The probability of correct decision is then, for equally likely forms,

\[ p_c = 1 - \frac{1}{2} [p(e|d) + p(e|b)]. \]  

In Fig. 1(a), the brighter alternative corresponds to form \( O \), while in Fig. 1(b), the brighter alternative corresponds to form \( S \).

The value of \( p_c \) can be calculated from the above equations using either computer integration or \( \gamma \) distribution tables. Since the usual \( \gamma \) distribution tables are not extensive enough for our purposes, we used numerical integration. For large \( M \), we can use the Gaussian approximations for the pdfs involved and then use normal distribution tables that are quite extensive. For \( M \geq 25 \), we found by direct evaluation that the Gaussian approximation gave errors of less than \( \pm 0.02 \), so this is the technique we use for \( M \geq 25 \). Tables I and II give theoretical and experimental results. The bounds shown on the experimental results are 95% confidence intervals obtained by the standard statistical methods\(^\text{21}\) for estimating percentages.

The use of the Gaussian approximation, along with a further approximation for \( b \ll 1 \), leads to the following useful quick approximation to the values of the threshold level \( x_t \) and \( p_c \):

\[ x_t \approx P_0M[1 + (b/2)], \]  

\[ p_c \approx 1 - \frac{1}{2} \left[ Q \left( \frac{b\sqrt{M}}{2(1 + b)} \right) + Q \left( \frac{b\sqrt{M}}{2} \right) \right], \]  

where

\[ Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp(-z^2/2)dz \]  

is the usual \( Q(\cdot) \) function.

These results are very similar to the ones obtained for an optimal receiver for two binary antipodal signals.\(^\text{11}\)

**B. Case of Two Orientations [Fig. 2(a)]**

Here the observer has to decide which of two components \( C_1 \) or \( C_2 \) is brighter. In Fig. 2(a), \( C_1 \) and \( C_2 \) are for the top central square and the right central square. We can see that

\[ p_c = \int_{0}^{\infty} p_b(x)dx \int_{0}^{\infty} p_d(y)dy, \]  

with \( p_b(x), p_d(x) \) as before. By numerical evaluation we can obtain \( p_c \). For \( M > 25 \), we can use the Gaussian approximation for \( p_b(x) \) and \( p_d(x) \) and obtain the approximation

\[ p_c \approx 1 - Q \left( \frac{b\sqrt{M}}{2[1 + (1 + b)^2]} \right). \]  

We find agreement to within \( \pm 0.02 \) using this equation for all \( M > 25 \). The experimental and calculated results are shown in Table III.

Equation (11) resembles what would be obtained for the optimal detection of two orthogonal signals\(^\text{11}\) in noise, and therefore the \( p_c \) for given \( b \) and \( M \) is a little higher in this case than in the case of the Fig. 1 forms, which resemble binary antipodal signals.

**C. Case of Four Orientations [Fig. 2(b)]**

In this case, the observer decides which of four basis squares (top center, bottom center, left center, or right center) is darkest. The probability of correct decision is

\[ p_c = \int_{0}^{\infty} p_d(x) \left[ \int_{0}^{\infty} p_b(y)dy \right]^3 dx. \]  

These \( p_c \) were numerically evaluated for various \( b, L, J \), and the results are shown in Table IV along with the experimental results.

In all cases, the results were calculated assuming both \( M = LJ \) and \( M = JL^2 \).

**V. Simulations and Experiments**

Computer-simulated speckled patterns that were equally likely to be one of the allowable alternative forms were photographed using an on-line image generator (Dichomed). Each pixel of the speckle-corrupted picture was generated by averaging the squares of \( 2L \) independent, identically distributed Gaussian pseudorandom variables with variances proportional to the intensity \( P_0 \) or \( P_0 (1 + b) \) of the corresponding unspeckled pixel. The justification for this technique is given by Guenther \textit{et al.},\(^\text{22}\) who use it in simulating fully developed speckle passed through a linear filter whose transfer function represents temporal averaging.

Each picture simulated had a large number of patterns of fixed \( b, L, J \) values. The patterns were then shown to the observer one at a time through a hole in a black mask, and he had to decide between the specified

---

**Table III. Two Orientations; Set 3 (U and R)**

<table>
<thead>
<tr>
<th>( (1 + b) ) dB</th>
<th>( L )</th>
<th>( J )</th>
<th>( M = ) (a) ( LJ )</th>
<th>No. of samples</th>
<th>Theoretical ( p_c )</th>
<th>Experimental ( \hat{p}_c )</th>
<th>Bounds on ( \hat{p}_c ) Lower, Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>30</td>
<td>100</td>
<td>0.81</td>
<td>0.85</td>
<td>0.76, 0.91</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>100</td>
<td>0.977</td>
<td>0.977</td>
<td>0.975, 0.98</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>5</td>
<td>51</td>
<td>250</td>
<td>0.87</td>
<td>0.86</td>
<td>0.85, 0.89</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>5</td>
<td>52</td>
<td>144</td>
<td>0.98</td>
<td>0.87</td>
<td>0.80, 0.92</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0.99</td>
<td>1.0</td>
<td>0.96, 1.0</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9998</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table II. Two Orientations; Set 2**

<table>
<thead>
<tr>
<th>( (1 + b) ) dB</th>
<th>( L )</th>
<th>( J )</th>
<th>( M = ) (b) ( LJ^2 )</th>
<th>No. of samples</th>
<th>Theoretical ( p_c )</th>
<th>Experimental ( \hat{p}_c )</th>
<th>Bounds on ( \hat{p}_c ) Lower, Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>30</td>
<td>100</td>
<td>0.81</td>
<td>0.85</td>
<td>0.76, 0.91</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>100</td>
<td>0.977</td>
<td>0.977</td>
<td>0.975, 0.98</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>5</td>
<td>51</td>
<td>250</td>
<td>0.87</td>
<td>0.86</td>
<td>0.85, 0.89</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>5</td>
<td>52</td>
<td>144</td>
<td>0.98</td>
<td>0.87</td>
<td>0.80, 0.92</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0.99</td>
<td>1.0</td>
<td>0.96, 1.0</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9998</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
alternatives. Before each change of $J$ and $b$, he was shown unspeckled versions of the forms allowed, which he was told were equally likely (as they were).

The experimental probability of correct decision $\hat{p}_c$ was estimated by the fraction of correct responses made by the observer. These are shown in Tables I–IV along with the theoretical results.

Figure 3 shows some examples of the simulated pictures and demonstrates the improvement in discriminability with looks. In both pictures shown in Fig. 3, we have $J = 3, b = 1$, but the picture with $L = 34$ has much more identifiable forms than the one with $L = 8$.

VI. Results

We find from our theory and experiments that (a) the $\hat{p}_c$ values obtained experimentally are almost always between the values calculated theoretically for the two cases $M = LJ$ and $M = LJ^2$; (b) the use of the Gaussian approximation leads to simple expressions for $p_c$, which are, for large $M$, very close to the values obtained using the exact $\gamma$ distribution and numerical integration.

VII. Extension to Other Forms

Theoretically, any set of alternative forms can be represented approximately by a finite set of orthogonal components, using the model given here, and $p_c$ can be represented as an integral. As the number of intensity levels allowed in the unspeckled forms increases from the value of 2 assumed here, we have a problem analogous to that of multilevel, as opposed to binary, quantization in communications, which makes $p_c$ harder to calculate. Also, of course, as the number of orthogonal components increases and the alternatives differ in more components, the integral for $p_c$ becomes harder to evaluate. However, the model, at any rate, is expected to be useful for forms of reasonable complexity other than the ones used here.

VIII. Conclusions

We have demonstrated that the model that we have assumed for discrimination gives results that agree with experiment for a wide range of parameters. The model can be applied to more complex forms than the ones considered here.
We may compare the relative difficulties involved in detecting a feature and identifying its shape as follows: We have shown elsewhere\(^{10,19}\) that, to detect a \(D \times D\) square in a \(100 \times 100, 12\)-look, 1-dB picture with 95\% certainty, we need \(D = 12\) even by the optimistic estimate that uses \(M = L I^2\).

This gives an idea of how much more stringent the system requirements are to obtain a system that gives an estimate that uses \(M = L I\) that we need \(J = 4\) or \(D = 12\) even by the optimistic estimate that uses \(M = L I^2\).

This gives an idea of how much more stringent the system requirements are to obtain a system that gives tolerable form discrimination as opposed to one that merely provides feature detectability.
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