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Abstract—An analysis of multimode waveguides where several modes are coupled via quasiperiodic perturbations is presented. The supermodes (or eigenmodes) of the structure are derived and orthonormality considerations are discussed. In addition, a new type of mode converter between copropagating modes is proposed, where mode conversion is mediated by a backward-propagating mode. Adiabatic and nonadiabatic coupling coefficients are considered and the supermode formalism is used to conveniently describe the mode of operation of the device.
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I. INTRODUCTION

The theory of coupled modes for guided wave optics [1] was developed for treating interactions between, mostly, confined modes of optical waveguides which are mediated by refractive index perturbation. Two of the most important examples are those of periodic index perturbation (distributed feedback (DFB) lasers [2] and Bragg fiber gratings [3]) and coupling via evanescent fields in parallel waveguide systems [4].

As a result of the perturbation, the modes of the structure are modified, and the propagating eigenmodes, the so-called supermodes, of the perturbed structure [4], [5] have to be found. For quasiperiodic perturbations, these are the Floquet–Bloch modes [6]–[8].

The use of Floquet–Bloch modes becomes a practical necessity in analyzing a new and emerging class of wavelength division multiplexed (WDM)-related devices [9] based on adiabatic transitions and/or where several waveguide modes might be involved.

Here we will derive formal expressions for the supermodes of systems with an arbitrary number of modes. The supermodes, in these cases, become the natural new building blocks in which to analyze phenomena and devices. A metric is derived from considerations of power flux conservation to ensure orthonormality of the supermodes. The usefulness of this approach will be demonstrated in the analysis of a new type of mode converter between copropagating modes mediated by a backward propagating mode. Adiabatic transitions will be considered.

II. GENERALIZED COUPLED MODE THEORY

The transverse modes of a dielectric waveguide, which form a complete orthonormal set, cease to be proper modes when a spatial modulation of the index of refraction or the gain (loss) is present, and the new eigenmodes, which we call supermodes, have to be determined.

The original modes of the unperturbed waveguide are used as an orthonormal basis set. Because of conservation of photon energy and momentum, a quasiperiodic perturbation couples usually a small number of modes, N. The electric field of the new mode is taken as a superposition of the orthonormal unperturbed waveguide modes [4], [10]

\[ \tilde{E}(x, y, z, t) = \sum_i A_i(z) \tilde{E}_i(x, y) e^{-i\beta_i z} e^{i\omega t} \]

with \( \beta_i > 0 \) for forward propagating modes, and \( \beta_i < 0 \) for modes propagating in the \( -z \) direction.

The orthonormality condition is expressed, in the transverse mode approximation, as [10]

\[ \int \int_{-\infty}^{\infty} \tilde{E}_i(x, y) \cdot \tilde{E}_j^*(x, y) \, dx \, dy = \frac{2\omega \mu}{|\beta_i|} \delta_{ij} \]

so that the power carried by the mode \( i \) is \( |A_i|^2 \). In an unperturbed waveguide the complex mode amplitudes \( A_i \) are arbitrary constants that are determined by the boundary conditions.

The mode amplitudes \( A_i \) are, in general, \( z \) dependent and obey the coupled mode equations [1]

\[
\begin{align}
\frac{dA_i}{dz} & = \sum_{j \neq i} A_j \delta_{ij} \exp \left[ -i \left( \beta_j - \beta_i + \frac{2\pi}{A_{ij}} \right) z \right] A_j \\
& = \sum_{j \neq i} -i \delta_{ij} \exp[i \Delta_{ij} z] A_j
\end{align}
\]
where \( A_i \) are the mode amplitudes, \( \beta_i \) the propagation constants and \( \kappa_{ij} \) and \( \Lambda_{ij} \) the amplitude and period, respectively, of the Bragg grating that couples modes \( i \) and \( j \). The detuning \( \delta_{ij} \) is defined as

\[
2\delta_{ij} = \beta_i - \beta_j - \frac{2\pi}{\Lambda_{ij}}.
\]  

(4)

The sign of the Bragg period \( \Lambda_{ij} \) is taken so that near the filter center frequency \( \omega_0 \) the detuning is small, \( \delta_{ij} \approx 0 \), i.e., the modes are strongly coupled. Thus, \( \delta_{ij} = -\delta_{ji} \). If the modes \( i \) and \( j \) propagate in the same direction, then \( \kappa_{ij} = \kappa_{ji}^* \), otherwise, if the modes propagate in opposite directions, \( \kappa_{ij} = -\kappa_{ji}^* \). It is convenient to remove the rapidly varying oscillatory term in the coupled mode equations (3) and use new mode amplitudes defined as

\[
\alpha_i = A_i \exp(-i\delta_{iz})
\]  

(5)

where the reference detunings \( \delta_i \) have yet to be determined. On substitution in the coupled mode equations (3), the new equations are given by

\[
\frac{d\alpha_i}{dz} = -i\delta_i\alpha_i - i \sum_{j \neq i} \kappa_{ij} \alpha_j \exp[i(2\delta_{ij} - \delta_i + \delta_j)z] \tilde{\alpha}_j.
\]  

(6)

By defining new coupling coefficients

\[
\kappa_{ij} \equiv \tilde{\kappa}_{ij} \exp[i(2\delta_{ij} - \delta_i + \delta_j)z]
\]  

(7)

the coupled mode equations become

\[
\frac{d\alpha_i}{dz} = -i\delta_i\alpha_i - i \sum_{j \neq i} \kappa_{ij} \alpha_j.
\]  

(8)

If the number of coupling coefficients, \( \kappa_{ij} \), different from zero is less than or equal to the number of modes, \( N \), which is always satisfied for bimodal or trimodal structures, the reference detunings, \( \delta_i \), can be chosen so that

\[
2\delta_{ij} - \delta_i + \delta_j = 0
\]  

(9)

and as a consequence, \( \kappa_{ij} \equiv \kappa_{ji}^* \). Otherwise, the new coupling coefficients \( \kappa_{ij} \) have a phase, which depends linearly on \( z \).

The coupled wave equations can be expressed in matrix form as

\[
\frac{d\alpha}{dz} = \begin{bmatrix} \delta_1 & \kappa_{12} & \cdots & \kappa_{1N} \\ \kappa_{21} & \delta_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ \kappa_{N1} & \cdots & \delta_N \end{bmatrix} \alpha = Ha
\]  

(10)

where \( \alpha = [a_1 \ a_2 \ \cdots \ a_N]^T \). If the coupling coefficients \( \kappa_{ij} \) do not depend on \( z \), or vary very slowly (as in an adiabatic transition), we can postulate that the field components evolve as

\[
a(z) = a(0) \exp(-i\gamma z)
\]  

(11)

which when used in (10) leads to

\[
\frac{d\alpha}{dz} = \gamma \alpha = Ha.
\]  

(12)

This is an eigenvalue equation that yields the (adiabatic) eigenvectors or supermodes and eigenvalues of the structure.

### III. On Supermode Orthonormality and Power Conservation

In the previous section, the supermodes of a grating-coupled multimode waveguide were derived. However, in order that any field can be easily expanded as a superposition of these modes, it is convenient that these supermodes are also orthonormal among themselves. However, if there are counterpropagating fields, under the commonly employed unitary inner product the supermodes are not orthogonal and power flux conservation is not obtained. In this section a new metric is derived from considerations of conservation of power flux that yields an orthonormality condition for both co- and contradirectional coupling.

We consider the general case of \( N_1 \) modes propagating in the \(+z\) direction and \( N_2 \) modes traveling in the \(-z\) direction. The amplitudes \( a_i \) of these modes form the vectors \( R \) and \( S \), respectively. Thus, we can define the vector \( a = [R^T \ S^T]^T \) and the matrix system (10) is then given by

\[
\frac{d}{dz} \begin{bmatrix} R \\ S \end{bmatrix} = \begin{bmatrix} \kappa_{RR} & \kappa_{RS} \\ -\kappa_{RS}^* & \kappa_{SS} \end{bmatrix} \begin{bmatrix} R \\ S \end{bmatrix}
\]  

(13)

where the superscript \( \dagger \) indicates hermitian conjugate. \( \kappa_{RR} \) and \( \kappa_{SS} \) are Hermitian matrices with dimensions \( N_1 \times N_1 \) and \( N_2 \times N_2 \), respectively.

When modes travel in different directions, the total power flow is given by

\[
P = a^\dagger Ka
\]  

(14)

where \( (a^\dagger)_{ij} = a_{ji}^* \) and

\[
K = \begin{bmatrix} I_{N_1} & 0 \\ 0 & -I_{N_2} \end{bmatrix}.
\]  

(15)

Here \( I_{N_i} \) is the identity matrix of dimension \( N_i \times N_i \). Thus, \( K \) is a parity matrix consisting of \( \pm 1 \) in the main diagonal. Equation (14) can be expressed as

\[
P = \langle a, a \rangle
\]  

(16)

where \( \langle a, b \rangle \) is an inner product defined as

\[
\langle a, b \rangle = a^\dagger Kb
\]  

(17)

and \( K \) is the metric. With the matrix \( K \) defined in (15), this is an improper product, i.e., \( K \) is indefinite, and the inner product can be a negative number. This would correspond physically to power flowing in the direction of negative \( z \).

The power flux is a conserved quantity, i.e., independent of \( z \). This requirement imposes a condition on the system matrix \( H \). Using (10) and (14), we get

\[
\frac{dP}{dz} = \frac{d\alpha}{dz}^\dagger Ka + a^\dagger K \frac{da}{dz} = \gamma a^\dagger (H^\dagger K - HK) a = 0.
\]  

(18)

Thus, \( H \) has to satisfy

\[
H = K^{-1}H^\dagger K \equiv H^\#.
\]  

(19)

In the equation above, \( H^\# \) is the adjoint of \( H \) in this metric, and the \( H \) satisfying \( H = H^\# \) are referred to as \( K \)-Hermitian.
matrices. By direct substitution, it can be shown that the $H$ in (13) with the metric in (15) is $K$-Hermitian.

It can be shown [13] that the eigenvalues, $\gamma_i$, of $K$-hermitian matrices are either real or else occur in complex conjugate pairs. If we denote $\gamma_i$, the eigenvalue associated with the eigenvector $x_i$, then $x_i$ is $K$-orthogonal to all the other eigenvectors, $x_j$, with eigenvalue $\gamma_j$ different from $\gamma_i$, that is

$$\langle x_i, x_j \rangle = 0 \quad \text{for all } j \text{ such that } \gamma_j \neq \gamma_i$$

$$\langle x_i, x_j \rangle \neq 0 \quad \text{for } j \text{ such that } \gamma_j = \gamma_i.$$  \hspace{1cm} (20)

Thus, in the case of a complex eigenvalue, orthogonality is defined in a different way. The eigenvector associated with the complex eigenvalue is orthogonal to itself but is not orthogonal to the eigenvector associated with the complex conjugate eigenvalue.

If the eigenvalues are not degenerate, then the eigenvectors form a complete set and any vector can be expressed as a linear combination of them. The coefficients of the linear expansion are obtained using (20).

As an application of these concepts, mode conversion between two copropagating modes mediated by a backward propagating mode is analyzed in the following section.

IV. MODE CONVERSION BETWEEN COPROPAGATING MODES

A mode converter is a device that converts light propagating in one mode of a waveguide to another mode. Mode conversion has been used in various applications such as optical sensors, rocking filters, and dispersion compensators. In previous works, mode conversion was achieved by coupling of copropagating modes using long-period gratings [14]. This has several drawbacks such as long devices and it is necessary to precisely control the length of the coupling region in order to achieve maximum coupling efficiency. This is, to our knowledge, the first time that a mode converter is proposed that is based on coupling of counterpropagating mode, and yet input and output modes travel in the same direction.

The structure of the mode converter is shown in Fig. 1. The device should be fabricated in a waveguide that supports three propagating modes. Coupling between two forward propagating modes, A and C, and a backward propagating mode, B occur due to two gratings, the first one couples, i.e., transfers power, between oppositely traveling modes B and C, whereas the second one couples oppositely traveling modes B and A. Modes A and C are not coupled directly by any of the gratings.

The principle of operation is as follows. When mode A is incident on port 1, it travels forward unaffected by the first grating. When mode A reaches the second grating, it is reflected back into mode B. Mode B then travels backward and reaches the first grating, where it is reflected back into mode C. Mode C travels forward along the second grating, which has no effect on it. As a result mode C emerges from port 2. In addition, if mode C were incident on port 1, it would be very strongly reflected.

The system matrix associated with this device is given by

$$H = \begin{bmatrix}
0 & \kappa_{cb} & 0 \\
-\kappa^*_{ab} & \delta_b & -\kappa^*_{ac} \\
0 & \kappa_{ac} & \delta_c
\end{bmatrix}.$$  \hspace{1cm} (21)

Here, we have set arbitrarily the reference detuning $\delta_a$ to zero, so that from (9)

$$\delta_b = -2\delta_{ab}$$

$$\delta_c = -2(\delta_{ab} - \delta_{bc}).$$  \hspace{1cm} (22)

In order to find the eigenvalues of $H$, the following characteristic equation has to be solved

$$\gamma^3 - \gamma^2(\delta_b + \delta_c) + \gamma(\delta_b \delta_c - |\kappa_{ab}|^2 + |\kappa_{ac}|^2) - \delta_c |\kappa_{ad}|^2 = 0.$$  \hspace{1cm} (23)

One of these eigenvalues, $\gamma_0$, is always real, whereas the other two, $\gamma_{\pm}$, can be complex conjugate, inside the so-called forbidden region, or both real, outside of the forbidden region. On the boundary the two supermodes $x_{\pm}$ are degenerate.

The eigenvectors are given by

$$x_i = \left[ \kappa_{ab} \gamma_i - |\kappa_{ab}|^2 + (\delta_b - \delta_c) \gamma^2_i \right]^{T}$$

where $i = 0, +, -$.  \hspace{1cm} (24)

In consideration of the discussion in the previous section, inside the forbidden region the eigenvectors $x_0$ and $x_{\pm}$ can be normalized so as to satisfy the following orthonormality relations

$$\langle x_0, x_{\pm} \rangle = 0, \quad \langle x_0, x_0 \rangle = 1$$

$$\langle x_{\pm}, x_{\pm} \rangle = 0, \quad \langle x_{\pm}, x_0 \rangle = 1$$  \hspace{1cm} (25)

whereas outside of the forbidden region

$$\langle x_0, x_{\pm} \rangle = 0, \quad \langle x_0, x_0 \rangle = 1$$

$$\langle x_{\pm}, x_{\pm} \rangle = 0, \quad \langle x_{\pm}, x_0 \rangle = 1.$$  \hspace{1cm} (26)

On the boundary, the eigenvalues are degenerate, and the eigenvectors do not form a complete set.

Although an analytic solution exists in the general case (see Appendix A), it is very involved and difficult to interpret. Here we will limit ourselves to the case of $\delta_c = -2(\delta_{ab} - \delta_{bc}) = 0$, which will be denoted as two-photon resonance. In this case, the eigenvalues are given by:

$$\gamma_0 = 0; \quad \gamma_{\pm} = \frac{\delta_b}{2} \pm \sqrt{|\kappa_{ab}|^2 + |\kappa_{ac}|^2} - \frac{(\delta_b)^2}{2}.$$  \hspace{1cm} (27)
We further confine ourselves to the region inside the forbidden gap, that is
\[ |\kappa_{ab}|^2 + |\kappa_{cd}|^2 > \left( \frac{\delta}{2} \right)^2 \] (28)
and assume that the coupling coefficients, \( \kappa_{ab} \) and \( \kappa_{cd} \), are real and positive. Normalized parameters can be defined
\[ \tau = \frac{\kappa_{bc}}{\kappa_{ab}}; \quad \Delta = \frac{\delta_b}{2\kappa_{ab}} \] (29)
so that the eigenvalues take the form
\[ \gamma_0 = 0; \quad \gamma_{\pm} = \kappa_{ab} \left( \Delta \pm i\sqrt{1 + \tau^2 - \Delta^2} \right) \] (30)
and the corresponding normalized eigenvectors satisfying (25) are
\[ x_0 = \frac{1}{\sqrt{1 + \tau^2}} \begin{bmatrix} \tau & 0 & -1 \end{bmatrix}^T \]
\[ x_{\pm} = \frac{1}{\sqrt{2 \cos \alpha \sqrt{1 + \tau^2}}} \begin{bmatrix} 1 \mp i\sqrt{1 + \tau^2} e^{\pm i\alpha} \tau \end{bmatrix}^T \] (31)
where
\[ \sin \alpha = -\frac{\Delta}{\sqrt{1 + \tau^2}}, \quad \alpha \in \left[ \frac{\pi}{2}, \frac{\pi}{2} \right]. \] (32)

We define a "canonical basis" in terms of the uncoupled waveguide modes
\[ c_a = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad c_b = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad c_c = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}. \] (33)

These three vectors are orthogonal and normalized to unity power flow, and correspond to the unperturbed waveguide modes A, B, and C. This is an unusual basis in the sense that the power flow associated with the second mode, \( c_b \), is negative, whereas modes \( c_a \) and \( c_c \), carry positive power flow. The eigenvectors can be expressed as a combination of these canonical modes
\[ x_0 = \frac{1}{\sqrt{1 + \tau^2}} (\tau c_a - c_c) \]
\[ x_{\pm} = \frac{1}{\sqrt{2 \cos \alpha \sqrt{1 + \tau^2}}} (c_a \mp i\sqrt{1 + \tau^2} e^{\pm i\alpha} c_b + \tau c_c). \] (34)

The analysis above enables us to predict the behavior of the device in the adiabatic regime. At the input, and according to Fig. 1, \( \tau \) tends to infinity, and if the canonical mode \( c_a \) is incident in the mode converter, then the supermode \( x_0 \) will be excited. The supermode \( x_0 \) corresponds to eigenvalue zero, so in the adiabatic approximation, if excited initially, it will propagate along the structure unperturbed. At the output, \( \tau \) tends to zero, and according to the expression of the supermode \( x_0 \) in (34), the canonical mode \( c_c \) will exit the device. Thus, we have achieved mode conversion from mode \( c_a \) to mode \( c_c \) with ideally no energy transfer to mode \( c_b \). The validity of the adiabaticity condition is discussed in Appendix B.

The validity of this analysis has been tested by solving the coupled wave equations (3) numerically. In Fig. 2, the mode amplitudes have been plotted as a function of device length for quasiadiabatic Gaussian-shaped coupling coefficients (shown in the inset) with several strengths. As expected, the backward mode, B, is hardly excited. As the magnitude of the coupling coefficient increases, the adiabaticity condition is more valid (as explained in Appendix B), and the energy transfer to this mode decreases substantially.

In the case of uniform coupling coefficients, an analytic solution can be obtained for the propagating field by using the supermodes previously derived. If the two gratings do not overlap completely, three regions are distinct, and the field is a superposition of the supermodes, where the coefficients are found by applying the boundary conditions. In Appendix A, we derive the equation for the boundary of the forbidden region, inside which some eigenvalues are complex. Inside the forbidden region, the reflection coefficient is expected to be uniform, whereas outside it, all the eigenvalues are real, and the reflection has an oscillatory behavior. This is shown in the contour plot in Fig. 3, where the reflection coefficient at the input of a device with two overlapping uniform gratings is plotted and as a function of the frequency deviations, \( \delta_a \) and \( \delta_c \). The boundary of the forbidden region is shown with a thick solid line. Near resonance for both gratings, the reflection coefficient decreases because part of the input mode A is converted into mode C. When the first grating that couples B and C is off resonance, there is a large reflection due to the second grating. When both gratings are off resonance, outside the forbidden region, the reflectivity decreases in an oscillatory fashion.

V. CONCLUSION

An analysis of multimode waveguides where the modes are coupled through quasiperiodic perturbations has been presented, which yielded the supermodes of the structure. An orthonormality condition has been derived using conservation of power flux, which is valid for both co- and contradirectional modes. As an example, a mode converter of forward propagating modes has been proposed where conversion from
one forward mode to another is mediated by a backward propagating mode. In the adiabatic regime, this backward mode, although required, is never excited. An analysis of the structure with adiabatic coupling coefficients has proved the usefulness of the supermode formalism for analyzing complex structures.

**APPENDIX A**

**GENERAL SOLUTION FOR THE EIGENVALUES OF THE MODE CONVERTER**

The characteristic equation (23) is a cubic equation that has an analytical solution [15]. If we define the parameters

\[ p = \frac{1}{3}(\delta_b + \delta_c) + |\kappa_{ab}|^2 + |\kappa_{bc}|^2 - \frac{1}{6}(\delta_b + \delta_c)^2 \]

\[ q = -\frac{1}{2}(\delta_b + \delta_c)^3 + \frac{1}{6}(\delta_b + \delta_c)(\delta_b \delta_c + |\kappa_{ab}|^2 + |\kappa_{bc}|^2) \]

\[ -\frac{1}{2} \delta_c |\kappa_{ac}|^2 \] (35)

then the discriminant is given by \( q^2 + p^3 \). If the discriminant is positive, then one root is real and two are complex conjugates. If the discriminant is zero, then there are three real roots, of which at least two are equal. If the discriminant is negative, then there are three unequal real roots. Thus, the equation \( q^2 + p^3 = 0 \) describes the boundary of the forbidden region.

The eigenvalues are given by

\[ \gamma_0 = \frac{1}{3}(\delta_b + \delta_c) + \lambda_+ \]

\[ \gamma_{\pm} = \frac{1}{3}(\delta_b + \delta_c) - \frac{1}{2} \lambda_+ \pm \frac{i}{2} \sqrt{3} \lambda_- \] (36)

where

\[ \lambda_{\pm} = \left(-q + \sqrt{q^2 + p^3}\right)^{1/3} \pm \left(-q - \sqrt{q^2 + p^3}\right)^{1/3} \] (37)

The eigenvalue \( \gamma_0 \) is always real whereas \( \gamma_{\pm} \) are complex conjugate inside the forbidden region, i.e., for \( q^2 + p^3 < 0 \), are real outside of it, and are equal at the boundary.

**APPENDIX B**

**VALIDITY OF THE ADIABATICITY CONDITION**

In the following, the adiabaticity condition is discussed. The system matrix (21) can be transformed from the canonical basis to the basis composed by the adiabatic supermodes. Defining the matrix \( X \) as

\[ X = \begin{bmatrix} x_+ & a_0 & x_- \end{bmatrix} \] (38)

the amplitudes of the eigenmodes, \( a_0 \) and \( a_{\pm} \), satisfy the equation

\[ i \frac{d}{dz} \begin{bmatrix} a_+ \\ a_0 \\ a_- \end{bmatrix} = H_{ad} \begin{bmatrix} a_+ \\ a_0 \\ a_- \end{bmatrix} \] (39)

where the adiabatic system matrix, \( H_{ad} \), is given by

\[ H_{ad} = X^{-1} H X - i X^{-1} \frac{d}{dz} X. \] (40)

The matrix \( X \) can be expressed in a more convenient way by defining the angles \( \theta \) and \( \varphi \) such that

\[ \sin \theta = \frac{1}{\sqrt{1+r^2}}, \quad \cos \theta = \frac{r}{\sqrt{1+r^2}} \]

\[ \sin \varphi = \frac{\alpha \sin \theta}{\sqrt{1 + \alpha^2}}, \quad \cos \varphi = \frac{\alpha \cos \theta}{\sqrt{1 + \alpha^2}}. \] (41)

Thus

\[ X = \begin{bmatrix} \sin \theta \sin \varphi & \cos \theta & \sin \theta \cos \varphi \\ -i \cos \varphi & 0 & i \sin \varphi \\ -i \sin \varphi & \cos \theta & \cos \theta \cos \varphi \end{bmatrix}. \] (42)

This is similar to a rotation with angles \( \theta \) and \( \varphi \). However, in this case \( \varphi \) is a complex angle, and the transformation is not \( K \)-unitary because, as mentioned above, the canonical modes are not all normalized to the same value.

Using the orthonormality relations (25), it can be shown that

\[ X^\dagger K X = \tilde{I} \] (43)

where

\[ \tilde{I} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}. \] (44)

Thus

\[ X^{-1} = \tilde{I} X^\dagger K \] (45)

and substituting \( X \) from (42) we get

\[ X^{-1} = \begin{bmatrix} \sin \theta \sin \varphi & i \cos \varphi & \cos \theta \sin \varphi \\ -i \cos \varphi & 0 & -i \sin \theta \\ \sin \theta \cos \varphi & -i \sin \varphi & \cos \theta \cos \varphi \end{bmatrix}. \] (46)

Then, substituting \( X \) and \( X^{-1} \) in (40), we obtain (47) shown at the top of the next page, where an overdot indicates the derivative with respect to \( z \).
On resonance the matrix above simplifies to

$$H_{ad} = i \begin{bmatrix} \kappa_{ab} & 0 & -\theta & 0 \\ -\theta & 0 & \theta & 0 \\ 0 & \theta & 0 & -\theta \\ -\theta & 0 & \theta & 0 \end{bmatrix} \begin{bmatrix} \sin \varphi \cos \theta - \phi \\ -\phi \sin \varphi \\ \sin \varphi \cos \theta - \phi \\ -\phi \sin \varphi \end{bmatrix} \begin{bmatrix} \kappa_{ab} \cos \varphi \sin \theta \\ -\phi \sin \varphi \\ \phi \sin \varphi \cos \varphi \sin \theta \\ -\phi \cos \varphi \end{bmatrix}$$

(47)

Adiabatic evolution takes place if the adiabatic supermode is effectively decoupled from the other two adiabatic supermodes and. According to (47), this will be the case if the nondiagonal elements involving \(\theta\) are small compared to the nonzero terms in the diagonal. On resonance the adiabaticity condition takes the simple form

$$|\phi| < \frac{\kappa_{ab}}{\sin \varphi}$$

(49)

or equivalently, substituting \(\theta\) and \(\dot{\theta}\) from (41)

$$\left| \frac{\dot{\kappa}_{cb}}{\kappa_{ab}} \right| \leq \frac{2^{2/3} \left( \frac{\kappa_{ab}}{\kappa_{cb}} \right)^{2/3} + \frac{\kappa_{cb}}{\kappa_{ab}}^{2/3}}{3^{1/2}}$$

(50)

It can be observed in the equation above that the adiabaticity condition is satisfied if the area of the coupling coefficient is large enough and the relative change with \(z\) is smooth enough. As the detuning increases the adiabaticity condition becomes more restrictive and the adiabatic approximation is increasingly less valid.
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