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Abstract—A formalism for treating interactions between optical modes in the presence of time-varying parameters is developed. The problems of parametric oscillation, frequency conversion, and internal laser modulation are treated, as well as a new class of interactions involving parametric modulation in the presence of negative losses.

I. INTRODUCTION

This paper is concerned with the study of parametric interactions in the optical region. The concept of parametric interactions is taken to mean the propagation, or oscillation, of electromagnetic waves in the presence of time-varying parameters [1], [2]. These parameters include not only reactive ones, but lossy ones, such as conductivity, as well.

The formalism developed below is relevant to a number of experimental situations that have been the subject of numerous recent investigations. Among these are the AM phase-locked laser of Hargrove et al. [3]; the FM laser proposed by Yariv [4], [10] and demonstrated by Peterson and Yariv [5] and by Harris and Targ [6]; and the optical parametric oscillator discussed by Kingston [7], Kroll [8], and demonstrated by Giordmaine and Miller [9].

Some of the results derived below have been used, without derivation, by the author in an earlier publication [10].

II. EXPANSION OF RESONATOR FIELDS

Since a great deal of the analysis that follows is concerned with parametric interactions inside optical resonators (or, in general, any resonator with typical dimensions large compared to the wavelength), it is worthwhile to derive first the spectrum of modes and their characteristic frequencies for the case of a passive resonator. These modes, considered as a complete orthonormal set, will be used to expand the electromagnetic fields inside the resonator, we can put

\[ \mathbf{E}(\mathbf{r}, t) = \sum_{a} \frac{1}{\sqrt{\epsilon}} p_a(t) \mathbf{E}_a(\mathbf{r}) \]  

\[ \mathbf{H}(\mathbf{r}, t) = \sum_{a} \frac{1}{\sqrt{\mu}} \omega_a q_a(t) \mathbf{H}_a(\mathbf{r}) \]  

where \( \mu \) and \( \epsilon \) have their customary definitions. For the moment, \( \omega_a \) is a scalar constant and \( p_a(t), q_a(t) \) represent the time-varying part of the mode fields.

The field Hamiltonian, i.e., the total energy, is given by (using mks units)

\[ \mathcal{H} = \frac{1}{2} \int \left( \mathbf{\mathcal{E}} \cdot \mathbf{\mathcal{E}} + \mu \mathbf{\mathcal{H}} \cdot \mathbf{\mathcal{H}} \right) \, dv. \]  

Substituting (6) and using (5) leads to a "harmonic-oscillator" form of the Hamiltonian

\[ \mathcal{H} = \frac{1}{2} \sum_{a} \left( p_a^2 + \omega_a^2 q_a^2 \right). \]  

In order to make some more definite statements about the modes, consider the interdependence of \( p_a(t) \) and \( q_a(t) \), it is necessary to substitute (6a) and (6b) into Maxwell's equations

\[ \mathbf{\nabla} \times \mathbf{\mathcal{E}} = -\frac{\partial \mathbf{\mathcal{B}}}{\partial t} = -\frac{\partial}{\partial t} \left( \mu \mathbf{\mathcal{H}} \right) \]  

\[ \mathbf{\nabla} \times \mathbf{\mathcal{H}} = \frac{\partial \mathbf{\mathcal{E}}}{\partial t} = \frac{\partial}{\partial t} \left( \epsilon \mathbf{\mathcal{E}} \right). \]
The result is
\[ p_a(t) = \frac{d}{dt}[q_a(t)] \tag{11} \]
and
\[ k_a = \omega_a \sqrt{\mu} \]
and similarly, from (10)
\[ \omega_d q_d(t) = -\frac{d}{dt}[p_d(t)]. \tag{12} \]
Solving (11) and (12) simultaneously yields
\[ q_a(t) = \text{Re} \left[ q_a(0)e^{i\omega_a t} \right] \tag{13} \]
\[ p_a(t) = \text{Im} \left[ \omega_d q_d(0)e^{i\omega_d t} \right]. \]
This identifies \( \omega_a \) and \( k_a \) as the characteristic (radian) frequency and wave number, respectively, of the \( a \)th-resonator mode.

III. THE NORMAL MODES

It is possible to carry out the analysis completely in terms of \( p_a \) and \( q_a \), but it is far more convenient, as will become clear in the next section, to introduce a new set of field coordinates \( c \) and its complex conjugate \( c^* \) which are defined by
\[ c^*(t) = (2a_\omega)^{-1/2}[\omega_a q_a(t) - jp_a(t)] \tag{14} \]
so that
\[ q_a = (2a_\omega)^{-1/2}[c^* + c_a] \tag{15} \]
\[ p_a = \sqrt{(a_\omega)^{-1/2}}[c^* - c_a]. \]
Expressing the total energy (8) in terms of \( c^*_a \) and \( c_a \) gives
\[ \mathcal{C} = \sum_a \omega_a c_a c^*_a. \tag{16} \]
The quantity \( c_a c^*_a/\hbar \) is equal to the total number of photons in the \( a \)th mode. This definition of normal mode amplitudes is a natural one in the study of parametric interactions, since the basic parametric mechanism can be viewed as a "collision" process in which an integral number of photons at certain frequencies are "annihilated" while a new set of photons of different energies are "created."

Expressing the interaction in terms of field coordinates, such as the \( c \)'s, which are related directly to the number of photons, introduces a desired measure of symmetry into the differential equations describing this process and facilitates their solution.

The equations of motion for \( c^*_a \) and \( c_a \) in a passive cavity are derived by substituting (15) into (11) and (12). This results in
\[ \frac{dc^*_a}{dt} = \pm j\omega_a c^*_a \tag{17} \]
\[ \frac{dc_a}{dt} = -j\omega_a c_a \tag{18} \]
so that
\[ c_a(t) = c_a(0)e^{-j\omega_a t} \tag{19} \]
\[ c^*_a(t) = c^*_a(0)e^{j\omega_a t}. \]
The total energy at time \( t \) is given by
\[ \mathcal{C} = \sum_a \omega_a c^*_a(t)c_a(t) = \sum_a \omega_a c^*_a(0)c_a(0) \]
and is thus a constant of the motion.

IV. DIELECTRIC MODULATION IN A RESONATOR

In this section we consider the case of a multimode resonator whose dielectric constant \( \varepsilon \) is modulated harmonically in time. The spatial variation of \( \varepsilon \) is arbitrary. The solution of Maxwell equations for this case can be expressed as a sum of characteristic solutions of the passive (nonmodulated) resonator with time-varying coefficients. These coefficients, taken at a given instant, describe the distribution of the total energy among the various modes.

Maxwell equations are written, in this case, as
\[ \nabla \times \vec{E} = -\mu \frac{\partial \vec{H}}{\partial t} \tag{20} \]
\[ \nabla \times \vec{H} = \vec{i} + \frac{\partial}{\partial t} [\varepsilon(\vec{r}, t)\vec{E}]. \]
Substituting (6) for \( \vec{E} \) and \( \vec{H} \) in the first equation of (20) gives
\[ p_a = \frac{\partial q_a}{\partial t}. \tag{21} \]
The same substitution in the second equation of (20) results in
\[ \sum_a \frac{1}{\sqrt{\mu}} \omega_a q_a k_a E_a = -\sum_a \frac{1}{\sqrt{\varepsilon}} \frac{\partial}{\partial t} [\varepsilon(\vec{r}, t)p_a] E_a \tag{22} \]
where we assume that no conduction current exists, i.e., \( \vec{i} = 0 \). The dielectric constant is taken as the sum of a constant term and a modulated term
\[ \varepsilon(\vec{r}, t) = \varepsilon + \varepsilon_i(\vec{r}, t). \tag{23} \]
Using (22) in (21) gives
\[ \sum_a \left( \frac{1}{\sqrt{\mu}} \omega_a k_a + \sqrt{\varepsilon} \frac{\partial p_a}{\partial t} \right) E_a = -\sum_a \frac{1}{\sqrt{\varepsilon}} \frac{\partial}{\partial t} [\varepsilon p_a] E_a. \]
Taking the scalar product of the last equation with \( E_a \) and integrating over the cavity volume gives
\[ \omega_a^2 q_a(t) = -\frac{d p_a(t)}{dt} - \sum_a \frac{d}{dt} (S_{ab} p_a) \tag{24} \]
where \( S_{ab} \) is defined by
\[ S_{ab} = \int_V \frac{\delta(\vec{r}, t)}{\varepsilon} E_a \cdot E_b \, dv. \tag{25} \]
The equations of motion for the normal-mode amplitudes are obtained by substituting (15) into (21) and (24). The result being

$$\frac{d}{dt} (c^*_a + c_a) = j\omega_a (c^*_a - c_a)$$

$$\frac{d}{dt} (c^*_a - c_a) = j\omega_a (c^*_a + c_a) - \sum_i \frac{d}{dt} \left[ S_{a\lambda} \sqrt{\frac{\omega_a}{\omega_\lambda}} (c^*_\lambda - c_\lambda) \right]$$

from which we get:

$$\frac{dc^*_a}{dt} = j\omega_a c^*_a - \frac{1}{2} \sum_i \frac{d}{dt} \left[ S_{a\lambda} \frac{\omega_a}{\omega_\lambda} (c^*_\lambda - c_\lambda) \right]$$ (26)

$$\frac{dc_a}{dt} = -j\omega_a c_a + \frac{1}{2} \sum_i \frac{d}{dt} \left[ S_{a\lambda} \sqrt{\frac{\omega_a}{\omega_\lambda}} (c^*_\lambda - c_\lambda) \right]$$

If the dielectric perturbation is time-harmonic it can be written as

$$\epsilon_i(\vec{r}, t) = \epsilon_i(\vec{r}) \cos(\omega t + \phi)$$ (27)

and using (25)

$$S_{ab} = \frac{1}{2} S^0_{ab} [\delta^{(u+\phi)} + e^{-j(u+\phi)}]$$ (28a)

where

$$S^0_{ab} = \int_{\mathbb{R}^3} \epsilon_i(\vec{r}) \mathcal{E}_a \cdot \mathcal{E}_b \, d\vec{r}.$$ (28b)

Equations (26) show that at the absence of dielectric modulation, $S_{ab} = 0$, the mode amplitudes vary as $c^*_a = c^*_a(0) \exp(-j\omega_a t)$. This suggests the substitution

$$c^*_a(t) = D^*_a(0) e^{j\omega_a t}$$

$$c_a(t) = D_a(t) e^{-j\omega_a t}.$$ (29)

Using (28) and (29) in (26) gives

$$\frac{dD^*_a}{dt} e^{j\omega_a t} = -\frac{1}{2} \sum_i \frac{S^0_{db}}{2} \sqrt{\frac{\omega_a}{\omega_b}} \left[ \delta^{(u+\phi)} + e^{-j(u+\phi)} \right]$$

$$\left( D^*_a j\omega_a e^{j\omega_a t} + \frac{dD^*_a}{dt} e^{j\omega_a t} + D_a j\omega_a e^{-j\omega_a t} - \frac{dD_a}{dt} e^{-j\omega_a t} \right)$$

$$+(j\omega_a e^{j(u+\phi)} - j\omega_a e^{-j(u+\phi)}) (D^*_a e^{j\omega_a t} - D_a e^{-j\omega_a t})$$ (30)

In the following analysis we will make the adiabatic approximation $D_a << j\omega a D_b$ and neglect the terms involving $D_b$ and $D^*_b$ on the right side of (30). We are now in a position to derive the equations pertaining to specific situations.

**FM Laser Oscillation**

Assume an optical resonator of length $L$ corresponding to a laser with characteristic resonance frequencies

$$\omega_a = a \frac{\pi c}{L}$$

where $a$ is the mode integer that is equal to $2L/\lambda$. The modulation radian frequency $\omega$ of the dielectric constant is taken as equal to the intermode spacing $\omega_{a+1} - \omega_a = \pi c/L$ i.e.,

$$\omega = \omega_{a+1} - \omega_a.$$ (31)

Using this condition in (30) and keeping on the right side only those terms that are multiplied by $e^{j\omega_a t}$ (the other terms are nonsynchronous and give no average interaction) results in

$$e^{j\omega_a t} \frac{dD^*_a}{dt} = -\frac{1}{2} \left\{ S^0_{a,a+1} \sqrt{\frac{\omega_a}{\omega_{a+1}}} (j\omega_{a+1} - j\omega) D^*_a e^{j((\omega_{a+1} - \omega) t + \phi)} \right.$$ (32)

$$+ S^0_{a,a-1} \sqrt{\frac{\omega_a}{\omega_{a-1}}} (j\omega_{a-1} + j\omega) D^*_a e^{j((\omega_{a-1} + \omega) t + \phi)} \right\}$$

which after using (31) becomes

$$\frac{dD^*_a}{dt} = -\frac{1}{2} \left( jS_{a,a+1} \sqrt{\omega_a \omega_{a+1}} e^{-j\omega_a t} D^*_{a+1} \right.$$ (33)

$$+ jS_{a,a-1} \sqrt{\omega_a \omega_{a-1}} e^{j\omega_a t} D^*_{a-1} \right)$$

Defining a coupling coefficient $\kappa_a$ by

$$\kappa_a = (\omega_a \omega_{a+1})^{1/2} \left( \frac{S_{a,a+1}}{2} = (\omega_a \omega_{a+1})^{1/2} \int_{\mathbb{R}^3} \epsilon_i(\vec{r}) \mathcal{E}_a \cdot \mathcal{E}_{a+1} \, d\vec{r} \right)$$ (34)

and approximating $\sqrt{\omega_a \omega_{a+1}}$ in the region of interest by $\omega_a$, (33) can be rewritten as

$$\frac{dD^*_a}{dt} = -j \frac{\kappa_a}{2} e^{-j\omega_a t} D^*_{a+1} + j \frac{\kappa_a}{2} e^{j\omega_a t} D^*_{a-1}.$$ (35)

These are the equations of motion for the normal mode amplitudes of an optical resonator modulated “on resonance” ($\omega = \omega_{a+1} - \omega_a$). Equation (35) is identified with a familiar Bessel function recursion formula so that its solution can be written directly as

$$D^*_a(t) = e^{-j\omega_{a+1}t/2} J_{a}(\kappa a t)$$ (36)

where $J_a$ is the ordinary Bessel function of order $a$. The solution including the $e^{j\omega_a t}$ term is thus

$$c(t) = \sum_{a} \frac{\kappa_a}{2} J_{a}(\kappa a t) e^{j(a+\gamma/2) \omega_a t}$$ (37)

and constitutes a transient FM oscillation mode with a modulation index $\gamma$ and a center frequency $\omega_a$. This mode of oscillation is discussed in Peterson and Yariv [5], Yariv [10], Harris and McDuff [13], and by Harris and McDuff [14] which takes into account nonlinear behavior and mode competition effects.

Another mode of FM oscillation results when the dielectric modulation frequency is nearly, but not quite, equal to the intermode spacing $\omega_{a+1} - \omega_a$ of the laser resonator. The deviation from resonance is taken as $\Delta \omega$ so that

$$\omega_{a+1} - \omega_a = \omega - \Delta \omega.$$ (38)

Using the substitution

\[ D^*_a(t) = G^*_a(t) e^{i \phi} \]

in (32) yields

\[ \frac{dG^*_a(t)}{dt} + j\omega G^*_a = \frac{-j\epsilon}{2} (G^*_{a+1} + G^*_{a-1}) \]

where we made use of (34) and neglected, again, the small dependence of \( \kappa \) on the optical frequency in the region of interest.

The steady-state solution of (40) is

\[ G^*_a = (-1)^a J_a \left( \frac{\kappa}{\Delta \omega} \right) \]

The complete optical field can be written as

\[ c(t) = \sum_{a=-\infty}^{\infty} c_a(t) = \sum_a (-1)^a J_a \left( \frac{\kappa}{\Delta \omega} \right) e^{j(\omega_1 + \Delta \omega) t + \phi} \]

and is to be viewed as the basic resonator mode in the presence of a modulated \( \epsilon, c(t) \) corresponding to (42), to an FM oscillation with a center frequency \( \omega_0 \) and a modulation index \( (\epsilon/\Delta \omega) \) [10], [13]. Frequency modulation of optical lasers in which the modulation of \( \epsilon \) is caused by modulating an electro-optic crystal inside the laser resonator was proposed by Yariv [4], [10]. Relevant experiments were performed by Peterson and Yariv [5] and by Harris and Targ [6]. Harris and McDuff [14] have extended the theory to the nonlinear region and considered the effects of gain saturation and mode competition. Some detailed FM laser experiments have been described by Amman et al. [18].

### Parametric Amplification and Oscillation

Another situation which may be treated as a special case of the formalism developed above is that of parametric oscillation (or amplification) in a multimode resonator. The starting point is, again, (30). We assume that the interaction is limited to two modes; a "signal" mode at \( \omega_1 \) and an "idler" mode at \( \omega_2 \). The dielectric modulation frequency \( \omega \) is equal to the sum of \( \omega_1 \) and \( \omega_2 \):

\[ \epsilon_1(f, t) = \epsilon_0(f) \cos(\omega t + \phi) \cos \phi \]

For the case of two modes (30) becomes

\[ \frac{dD^*_a}{dt} e^{i\omega t} = \frac{-i\omega_2}{4} S_{21} e^{i\omega t} D^*_2 + \frac{i\omega_1}{4} S_{12} e^{i\omega t} D^*_1 \]

where the "slow" terms involving \( \dot{D}_1 \) and \( \dot{D}_2 \) on the right side of (30) have been neglected. Using (43) gives

\[ \frac{dD^*_a}{dt} = -j \frac{\kappa}{2} D^*_a e^{i\phi} \]

The solution of (42) is

\[ D^*_a(t) = D^*_a(0) \cosh \frac{\kappa t}{2} + j \frac{\kappa}{\Delta \omega} D^*_a(0) \sinh \frac{\kappa t}{2} \]

Equations (45) describe the temporal buildup of oscillation in a lossless parametric oscillator.

To obtain an expression for the threshold of parametric oscillation we must take cognizance of the losses that, up to this point, have been neglected. This can be done formally by introducing an effective conductivity \( \sigma \) in the analysis with \( \sigma/\epsilon \) equal to the decay lifetime in the mod. This introduces an extra term \( \sigma/\epsilon \) on the right side of (26) which eventually shows up as

\[ \frac{dD^*_a}{dt} = -\frac{\omega_1}{2Q_1} D^*_a + j \frac{\kappa}{2} D^*_a e^{i\phi} \]

where the conventional substitution \( \sigma/\epsilon = \omega/\Omega \) has been made. The \( Q \) factors can now be considered as representing all the mode losses including that of external coupling.

The start-oscillation condition is derived by putting \( \frac{dD^*_a}{dt} = \frac{dD^*_b}{dt} = 0 \). The determinantal equation for nontrivial solution for \( D^*_1 \) and \( D^*_2 \) gives

\[ \frac{\omega_1 \omega_2}{Q_1 Q_2} = \kappa^2 \]

which using (34) with \( a = 1, b = 2 \), becomes

\[ \int_{r_1} \int_{r_2} \frac{e^{i\phi}}{2e} E_1 E_2 dv = \frac{1}{\sqrt{Q_1 Q_2}}. \]

This is the start-oscillation condition. It may be compared with the corresponding lumped-circuit expression for parametric oscillation that reads

\[ \frac{\Delta \phi_0}{2\sqrt{\alpha c_0}} = \frac{1}{\sqrt{Q_1 Q_2}} \]

where \( \Delta \phi_0 \) is the amplitude of the time-varying part of the circuit capacitance, \( c_1 \) and \( c_2 \) are, respectively, the capacitances in the signal and idler circuits.

In the optical parametric oscillator the modulation of the dielectric constant is brought about by applying an intense "pump" optical field \( E_p(f) \cos \omega t \) to a nonlinear crystal medium characterized by the nonlinear suscepti-
bility tensor elements $\chi_{ijk}$ [15], [17]. This modulation can be considered as an effective modulation of the dielectric constant $\varepsilon_i(\vec{r})$ according to $\varepsilon_i(\vec{r}) = \chi E_{\rho\sigma}(\vec{r})$ where $\chi$ is the appropriate $\chi_{ijk}$ element.

This point of view has been justified in a detailed analysis of the optical parametric oscillator [20].

It may be interesting to estimate the threshold requirements in terms of known materials and available pump powers. When the index matching conditions are fulfilled [19], [20], the spatial integral of (37) is equal to unity and the threshold condition becomes

$$\frac{\delta \varepsilon}{2 \varepsilon} = \frac{\chi E_{\rho\sigma}}{2 \varepsilon} \geq \frac{1}{\sqrt{Q_1 Q_2}},$$

since the nonlinear coefficients $\chi$ are usually quoted in cgs units we use the equivalent cgs-threshold expression

$$\frac{2 \pi \chi E_{\rho\sigma}}{\varepsilon} \geq \frac{1}{\sqrt{Q_1 Q_2}}.$$

In a typical optical resonator with a length of 5 cm, a loss per pass of one percent, operating at a frequency of $3 \times 10^{14}$ c/s (1 $\mu$), the quality factor $Q_1 \sim Q_2$ is of the order of magnitude of $10^6$. Choosing, as an example, KH$_2$PO$_4$(KDP) as the nonlinear crystal, the appropriate nonlinear constant is [21] $\chi_{xyz} \sim 3 \times 10^{-9}$. Substituting these values and $\varepsilon \approx 2.2$, into (48) gives

$$E_{\rho\sigma} \approx 2 \times 10^{-9} \varepsilon_{\text{su}}$$

for the threshold pump field. The corresponding power density is $5 \times 10^7$ watts/cm$^2$, a number easily attained with pulsed lasers. If instead of KDP we calculate the threshold pump field for a crystal such as LiNbO$_3$ with $\chi \approx 3 \times 10^{-8}$ esu [22], the result is

$$E_{\rho\sigma} \approx 2 \times 10^{-7} \varepsilon_{\text{su}}$$

which corresponds to a threshold power density of $\sim 50$ watts/cm$^2$. The last result indicates that a CW parametric oscillator is quite feasible. This power density is easily available inside the optical resonator of present day gas laser oscillators. This suggests incorporating the nonlinear crystal into the laser oscillator for parametric CW oscillation. A pulsed parametric oscillator using LiNbO$_3$ has been described by Giordmaine and Miller [9].

V. Loss Modulation

Another class of parametric interactions results when a lossy, rather than reactive, parameter is modulated harmonically. A form of loss modulation was employed by Hargrove et al. [3] who introduced an acoustic diffraction cell into the optical resonator of a laser oscillator. The working equations for this case and a discussion of their implication have been given by the author [10]. This section includes the derivation and some additional discussion.

The modulation of loss will be introduced by allowing the effective conductivity $\sigma$ of the resonator medium to vary in space and time so that Maxwell equations can be written as

$$\nabla \times \vec{H} = \sigma(\vec{r}, t) \vec{E} + \frac{\partial \vec{E}}{\partial t},$$

$$\nabla \times \vec{E} = -\mu \frac{\partial \vec{H}}{\partial t}.$$

Substituting for $\vec{H}$ and $\vec{E}$ their expansion according to (6) and using (3) results in

$$\sum \frac{1}{\sqrt{\mu_0}} \omega_0 q_\alpha E_\alpha - \sqrt{\epsilon} \sum p_\alpha E_\alpha = \sigma(\vec{r}, t) \int f \sigma(\vec{r}, t) E_\alpha E_\beta d\tau,$$

for the first equation of (49) and in

$$\dot{q}_\beta = p_\beta$$

for the second.

Taking the dot product of (40) with $E_\alpha$ and integrating over the cavity volume leads to

$$\omega_0 q_\alpha = -\sum S_{\alpha,\beta}(t) p_\beta - p_\beta,$$

where

$$S_{\alpha,\beta}(t) = \frac{1}{\varepsilon} \int f \sigma(\vec{r}, t) E_\alpha E_\beta d\tau.$$

Equations (51) and (52) are the equations of motion for the $p_\beta$'s and $q_\alpha$'s. By substituting for $p_\beta$ and $q_\alpha$ from (15), we obtain, after some rearrangement, the following equations for the normal mode amplitudes:

$$\frac{de^\alpha}{dt} = \dot{\alpha} \alpha^\alpha + \sum \kappa_{\alpha,\beta}(t) (c^\beta - c_\beta)$$

$$\frac{dc_\alpha}{dt} = -he^\alpha c_\alpha - \sum \kappa_{\beta,\alpha}(t) (c^\beta - c_\beta)$$

where

$$\kappa_{\alpha,\beta}(t) = \frac{1}{2} S_{\alpha,\beta}(t) \sqrt{\omega_\alpha \omega_\beta}.$$

Taking the conductivity as the sum of an average term and a harmonic perturbation

$$\sigma(\vec{r}, t) = \sigma_0 + \sigma_1(\vec{r}) \cos(\omega t + \phi),$$

the expression for $\kappa_{\alpha,\beta}(t)$ becomes

$$\kappa_{\alpha,\beta}(t) = \frac{\sigma_0}{2e} 2e \delta_{\alpha\beta} + \frac{\kappa_{\alpha,\beta}}{2e} \left[ e^{i(\omega t + \phi)} + e^{-i(\omega t + \phi)} \right]$$

$$\kappa_{\alpha,\beta} = \frac{1}{2e} \sqrt{\omega_\alpha \omega_\beta} \int f \sigma(\vec{r}) E_\alpha E_\beta d\tau.$$
and its complex conjugate for $\frac{dc}{dt}$. These are the main working equations.

Consider first the case when the modulation frequency $\omega$ is equal to the mode spacing (or a multiple thereof) of the optical resonator. It is further assumed that the resonance frequencies are equally spaced so that

$$\omega_{n+1} - \omega_n = \omega_{n-1} - \omega = \omega. \tag{58}$$

Substituting (58) into (57) and retaining on the right side only the synchronous terms, i.e., those having $\exp(j\omega t)$ time dependence, gives

$$\frac{dc}{dt} = \left(j\omega_n - \frac{\sigma_0}{2\epsilon}\right)c_n + \frac{k_{n+1}}{2} e^{j(\omega+n\omega)}c_{n+1}^* + \frac{k_n}{2} e^{j(\omega+n\omega)}c_{n-1}^*. \tag{59}$$

A substitution of

$$c_n(t) = D_n(t)e^{j(\omega+n\omega)t + \phi_n}/\sqrt{2\epsilon} \tag{60}$$

and taking $k_{n+1} = k_{n-1} = k$

$$\frac{dD_n}{dt} = \frac{k}{2} (D_{n+1} + D_{n-1}) \tag{61}$$

whose solution is [20]

$$D_n(t) = I_n(x(t)) \tag{62}$$

which upon substitution in (60) yields

$$c_n(t) = I_n(x(t))e^{j(\omega+n\omega)t + \phi_n}/\sqrt{2\epsilon} \tag{63}$$

where $\omega_0$ is the frequency of the reference mode, $a = 0$.

Another situation of practical importance, discussed in Yariv [10], results when the modulation frequency is slightly off resonance, i.e., when

$$\omega_{n+1} - \omega_n = \omega - \Delta \omega \tag{64}$$

where $\Delta \omega$ is the deviation from resonance. Defining the variable $D_n(t)$ by

$$c_n(t) = D_n(t)e^{j(\omega+n\omega+\Delta\omega)t + \phi_n}/\sqrt{2\epsilon} \tag{65}$$

and substituting into (59), using

$$\omega_{n+1} - \omega_n = \omega - \Delta \omega,$$

gives

$$\frac{dD_n}{dt} + j\alpha \Delta \omega D_n = j\frac{k}{2} D_{n+1}^* - j\frac{k}{2} D_{n-1}^*, \tag{66}$$

whose steady-state solution $(dD_n/dt = 0)$ is

$$D_n^* = I_n(x(t) \epsilon \Delta \omega) \tag{67}$$

so that $c_n^*(t)$ is given by [10]

$$c_n^*(t) = I_n(x(t) \epsilon \Delta \omega) e^{j(\omega+n\omega+\Delta\omega)t + \phi_n}/\sqrt{2\epsilon} \tag{68}$$

The new "super mode"

$$c(t) = \sum c_n(t) \tag{69}$$

where $c(t)$ is given by (64), corresponds to an optical field at $\omega$ whose envelope is made up of a train of pulses with a period of $2\pi/\omega$ [10], [23].

VI. PARAMETRIC OSCILLATION BY LOSS MODULATION

Since reactive parametric modulation can, as discussed in Section IV, give rise to oscillation, it is of interest to explore, at least on paper, the possibility of oscillation via loss modulation.

The starting point is (57) with the modulation frequency $\omega$ put equal to the sum of two resonance frequencies that are taken as $\omega_1$ and $\omega_2$

$$\omega = \omega_1 + \omega_2. \tag{65}$$

After substituting (65) in (57) and defining $D_n^*(t)$ by

$$c_n^*(t) = D_n^*(t)e^{j(\omega+n\omega)} \tag{66}$$

the synchronous part of (57) becomes

$$\frac{dD_1^*}{dt} = -\frac{\sigma_{01}}{2\epsilon} D_1^* - \frac{k_{1,2}}{2} D_2^* \tag{67}$$

$$\frac{dD_2^*}{dt} = -\frac{\sigma_{02}}{2\epsilon} D_2^* - \frac{k_{1,2}}{2} D_1^*$$

so that $D_1^*$ couples to $D_2$ and vice versa. The steady-state oscillation condition results in a determinantal equation

$$\kappa_{1,2} = \frac{\sigma_{01} \sigma_{02}}{\epsilon} \tag{68}$$

Under ordinary conditions when $\sigma_{01}$ and $\sigma_{02}$ represent the passive losses of modes "1" and "2", respectively, (68) cannot be fulfilled. This follows from (56), which shows that $\kappa_{1,2} \leq (1/2\epsilon) \sqrt{\omega_1 \omega_2 \epsilon}$, and from the fact that the modulated part of the conductivity $\sigma_1$ must satisfy the condition $\sigma_1 < \sigma_0$, where $\sigma_0$ is the average conductivity. Equation (68) can be satisfied, however, when the average losses of mode "1" (represented by $\sigma_{a1}$) or of mode "2" ($\sigma_{a2}$) are reduced without a similar reduction in the modulated conductivity $\sigma_1$. This could be the case if the total conductivity of mode 1, for example, is given by

$$\sigma = \sigma_0 + \sigma_1 \cos (\omega t + \phi) - \sigma_0' \tag{69}$$

where $\sigma_0'$ represents the passive resonator losses at $\omega_1$ and satisfies the condition $\sigma_0' > \sigma_1(\tau)$. The term $\sigma_0'$ represents some gain mechanism at $\omega_1$, such as that due to an inverted laser population. Under these conditions $\sigma_{a1}$ in (68) is given by

$$\sigma_{a1} = \sigma_0 - \sigma_0' \tag{70}$$

and can, in principle, be made small enough so that the condition of (68) for parametric oscillation obtains.

In the case of reactive modulation it is well known that the numbers of photons generated at the various frequencies satisfy the Manley-Rowe relations [24]. In the case of the parametric oscillator this relation takes the form $P_1/\omega_1 = P_2/\omega_2$ where $P_1$ and $P_2$ are the total powers.
produced at the signal \((\omega_1)\) and idler \((\omega_2)\) frequencies, respectively. These relations are satisfied by (46).

In the case of loss modulation we get, directly from (67)
\[
\frac{d}{dt} [\omega_2 D_2^*(t) D_2(t)] = -\frac{\kappa_{2,1}}{2} \omega_2 (e^{-i\phi} D_2^* + e^{i\phi} D_2)
\]
(69)

According to (16) and (66) \(\omega_2 D_2^* D_2\) is the energy stored in the \(n\)th mode. The last term in each of the equations in (69) represents the power produced by the loss modulation. Since, according to (56), \(\kappa_{2,1} = \kappa_{1,2}\), these powers are equal and we can write
\[
P_1 = P_2
\]
where \(P_1\) and \(P_2\) are the powers generated by the nonlinear loss modulation at \(\omega_1\) and \(\omega_2\), respectively.

As pointed out in Louise11 et al. [2], the parametric equations in the time domain have the same form as the corresponding spatial equations. As an example consider (67). The spatial equivalent of these equations is
\[
\begin{align*}
\frac{dD_1^*}{dz} &= -\frac{1}{2} \alpha_1 D_1^* - \frac{c_{2,1}^*}{2} e^{i\phi} D_2^* \\
\frac{dD_2}{dz} &= -\frac{1}{2} \alpha_2 D_2 - \frac{c_{1,2}}{2} e^{-i\phi} D_1^*,
\end{align*}
\]
(70)
where \(\alpha_i = \frac{\alpha_i}{\kappa_{1,2}}\), \(c\) being the velocity of propagation, \(\alpha\) is the spatial attenuation constant, and \(c_{i,j}\) is related to \(\kappa_{i,j}\) by
\[
c_{i,j} = \kappa_{i,j}/\kappa
\]
when index matching [9] obtains. From (70) it follows that
\[
\frac{d^2D_1^*}{dz^2} = \left(\frac{\alpha_1^2}{4} + \frac{c_{2,1}^*}{4}\right)D_1^* + (\alpha_1 + \alpha_2) c_{2,1} e^{i\phi} D_2^*.
\]
(71)
Consider the special case when \(\alpha_1 + \alpha_2 = 0\), i.e., when the negative losses (gain) of one wave are equal in magnitude to the losses of the other. When this happens (71) has a simple solution given by
\[
\begin{align*}
D_1^*(z) &= D_1^*(0) \cosh (\gamma z) - \left[\frac{\alpha_1}{2\gamma} D_1^*(0) + \frac{c_{2,1}^*}{2\gamma} e^{i\phi} D_2^*(0)\right] \sinh (\gamma z) \\
D_1(z) &= D_1(0) \cosh (\gamma z) - \left[\frac{\alpha_2}{2\gamma} D_1(0) + \frac{c_{1,2}}{2\gamma} e^{-i\phi} D_1^*(0)\right] \sinh (\gamma z)
\end{align*}
\]
(72)
Taking the case of a single input at \(\omega_1\) so that \(D_2(0) = 0\) but \(D_1(0) \neq 0\), (72) becomes
\[
\begin{align*}
D_1^*(z) &= D_1^*(0) \cosh (\gamma z) - \frac{\alpha_1}{2\gamma} D_1^*(0) \sinh (\gamma z) \\
D_1(z) &= D_1(0) \cosh (\gamma z) - \frac{\alpha_2}{2\gamma} e^{-i\phi} D_1^*(0) \sinh (\gamma z)
\end{align*}
\]
(73)
Equations (73) describe how the amplitude of the input wave at \(\omega_1\) is amplified by a factor \(\sim (1 - \alpha_1/2\gamma) e^{i\phi}\) for \(\gamma z \gg 1\). In addition, a new wave at \(\omega_2 = \omega - \omega_1\) is generated so that the output can be taken at \(\omega_1\) or \(\omega_2\).

Equations (73) satisfy the condition \(P_1 = P_2\) derived in the preceding section. In this case it takes the form
\[
[D_1(z)D_1^*(z) - D_1(0)D_1^*(0)]\omega_1 = D_1(z)D_1^*(z)\omega_2.
\]

VII. PARAMETRIC FREQUENCY CONVERSION BY DIELECTRIC MODULATION

In the parametric frequency converter the modulation frequency \(\omega\) fulfills the condition
\[
\omega_2 = \omega + \omega_1
\]
(74)
so that it is equal to the difference of the two frequencies that it couples and not to their sum. When (74) applies, the synchronous part of (30) becomes
\[
\begin{align*}
\frac{dD_1^*}{dt} &= -\frac{\kappa}{2} e^{i\phi} D_1^* \\
\frac{dD_1}{dt} &= -\frac{\kappa}{2} e^{-i\phi} D_1
\end{align*}
\]
(75)
where \(\kappa\) is defined, as in (34), by
\[
\kappa = \kappa_{1,2} = \kappa_{2,1} = (\omega_1 \omega_2)^{1/2} \int_{V_1} \frac{\kappa_i}{2\kappa} E_i^* E_k dV.
\]
Equations (75) do not include losses. Their solution, as is well known, [2], [16], and [17], corresponds to a periodic exchange of energy between modes 1 and 2 described by
\[
\begin{align*}
D_1(t) &= D_1^*(0) \cos \left(\frac{\kappa t}{2}\right) - \frac{\kappa}{2} e^{-i\phi} D_1^*(0) \sin \left(\frac{\kappa t}{2}\right) \\
D_1^*(t) &= D_1^*(0) \cos \left(\frac{\kappa t}{2}\right) - \frac{\kappa}{2} e^{i\phi} D_1^*(0) \sin \left(\frac{\kappa t}{2}\right)
\end{align*}
\]
(76)
where, according to (16), the energy in a mode, say mode 1, is given by \(\omega_1 c_1 e_1^* = \omega_1 D_1 D_1^*\). It is of interest to investigate the effect of the inclusion of losses (positive and negative) on the behavior of the frequency converter. This is done by adding, phenomenologically, a dissipative term that accounts for the decay (or growth) of radiation density in each mode at the absence of coupling. Equation (75) is rewritten as
\[
\begin{align*}
\frac{dD_1^*}{dt} &= -\frac{\sigma_{01}}{2\epsilon} D_1^* - \frac{\kappa}{2} e^{i\phi} D_2^* \\
\frac{dD_1^*}{dt} &= -\frac{\sigma_{02}}{2\epsilon} D_2^* - \frac{\kappa}{2} e^{-i\phi} D_1^*
\end{align*}
\]
(77)
where $\sigma_0$ and $\sigma_a$ are the effective conductivities at $\omega_1$ and $\omega_2$. The determinantal equation resulting from the steady-state condition is

$$\frac{\sigma_0 \sigma_a}{\epsilon_1} = -k^2. \tag{78}$$

A steady-state oscillation is thus only possible when one of the two modes has (sufficient) negative losses. This can be accomplished, for example, by having one of the modes amplified by a laser transition simultaneously with the dielectric modulation.

VIII. Parametric Frequency Conversion by Loss Modulation

Assume that the frequency $\omega$ at which the losses are modulated is equal to the difference of the frequencies of the two resonances that are coupled by it, i.e.,

$$\omega_2 = \omega + \omega_1. \tag{79}$$

The synchronous part of (57) becomes

$$\frac{d\epsilon^1}{dt} = j\omega \epsilon^1 - \frac{\sigma_0}{2\epsilon} \epsilon^1 + \frac{\omega_1}{2} e^{-j(\omega + \omega_1)} \epsilon^2, \tag{80}$$

$$\frac{d\epsilon^2}{dt} = j\omega \epsilon^2 - \frac{\sigma_a}{2\epsilon} \epsilon^2 + \frac{\omega_1}{2} e^{-j(\omega + \omega_1)} \epsilon^1,$$  

which after substituting $\epsilon^1(t) = D^a(t) e^{j\omega_1 t}$ becomes

$$\frac{dD^a}{dt} = -\frac{\sigma_0}{2\epsilon} D^a + \frac{\omega_1}{2} e^{-j\omega} D^b, \tag{81}$$

$$\frac{dD^b}{dt} = -\frac{\sigma_a}{2\epsilon} D^b + \frac{\omega_1}{2} e^{j\omega} D^a.$$

The determinantal equation resulting from the steady-state oscillation condition is

$$\frac{\sigma_0 \sigma_a}{\epsilon_1} = k_1, k_{1,2}. \tag{82}$$

and is the same as that for the loss modulated parametric oscillator, (68). The argument following (68) applies, consequently, in this case and shows that in the presence of sufficient negative losses simultaneous oscillation at $\omega_1$ and $\omega_2$ can be sustained by "lossy" pumping at $\omega = \omega_2 - \omega_1$.

In a manner similar to that discussed in Section VI it should be possible to make a spatially distributed frequency converter for converting a "low"-frequency input at $\omega_1$ to an output wave at $\omega_2 = \omega + \omega_1$. This may be especially useful for converting a low-frequency (say infrared) signal to a visible (or near visible) one where it can be detected efficiently and with a fast response time with conventional photoemissive detectors.

IX. Conclusion

The equations of motion governing the interaction of optical modes in the presence of time-varying parameters have been derived. A formalism of normal modes is developed which results in concise and symmetric formulation of the problem. Two general types of modulation have been considered: 1) modulation of the dielectric constant and 2) modulation of the losses. In addition to treating some well-known cases such as parametric oscillation and internal mode-locking in laser oscillators, new interactions involving loss modulation and dielectric modulation in the presence of negative losses have been considered.

REFERENCES