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THERE is a widely spread misconception regarding the physical significance of the various tunneling times currently used to describe metal-insulator-metal tunneling phenomena. Using quantum mechanics, the transition time of an electron tunneling from a state on one side of the barrier to a state on the other side can be determined. This time is the period of interaction between the electron and the barrier, since before and after the transition, the electron is in a quantum state of one of the metals. Furthermore, the RC time constant of the sandwich-like device and the electron transition or interaction time are equivalent representations of the same physical parameter. But none of these times is the transition time, although this was clearly not his intention. In this communication we wish to point out that it is the (quantum mechanical) transition time which is the characteristic time of tunneling phenomena.

The transition time, and hence the interaction time, can itself be quite different depending on the particular tunneling phenomena, as we point out below. The actual duration of this interaction is important, for besides being the RC time constant, it can tell us what circumstances the free-space, the optical, and the low-frequency (static) dielectric constant should be used in representing the potential of the barrier region.

Let us first recall that tunneling is a phenomenon of quantum mechanical origin and has no classical counterpart. Consequently, we cannot expect to describe all aspects of tunneling completely, unambiguously by a classical model. However, this has not prevented the formulation and adoption of such models. These originated partially from misinterpreting comments such as those of Bohm. He has pointed out that the mathematical form of the transition time for tunneling out of a potential well may be factored into the product of the classical period of the electron in the well multiplied by the reciprocal of the quantum mechanical transmission coefficient through the barrier. (It must be stressed at this point that the transmission coefficient, the probability of transmission per encounter, is in no way related to Hartman's transmission time. The transmission coefficient is derived from the solution of a time-independent Schrödinger equation.) Hence it appeared that a ballistic model of tunneling could be conceived, and indeed it was. But as will be evident from what follows, such a model is only satisfactory in certain particular cases. In this model the electron is pictured as bouncing back and forth in the well until upon one encounter it penetrates the metal-insulator interface and traverses the insulating barrier during what is referred to as the transmission time. In this picture the interaction between the electron and the dielectric appears to occur only during this transmission time.

But quantum mechanically something quite different is going on. The electron is in fact interacting with the barrier during the entire transition. Pictured in a quantum mechanical manner we note that the wave function of the electron has a finite tail in the barrier region throughout the transition. If it did not, the matrix element of the transition would vanish and there would be no transition. Also \( \psi(t) \), where \( \psi(t) \) is the electronic wave function, is exponentially small in the barrier throughout the transition. Most of this electronic (probability) cloud is divided between the two metals, decreasing on one side of the barrier and increasing on the other side during the transition. The transition time or interaction time of the electron with the barrier is significantly different from the quasiclassical transmission time: the former is strongly dependent on barrier thickness, as is seen experimentally in the RC time constant and theoretically, as developed below; the latter is theoretically essentially independent of thickness and, experimentally, it corresponds to no measurable phenomenon. Viewed in this manner, the conclusion that the electron transition time is the physically meaningful and characteristic time of metal-insulator-metal devices is apparent. This is not to say that the classical model should be completely abandoned, for it may be used to determine the tunneling current, because the result of such a calculation is identical to the quantum mechanical solution. This is also not to say that transmission time is never physically meaningful for all barrier problems. An examination of three different tunneling situations will make this evident.

We begin with a tunneling phenomenon with a particularly well-defined transition time—the quantum mechanical resonance between the ground state (or any bound state) of well A and that of well B in Fig. 1. Restricting ourselves to these two levels, knowing initially that the electron is in well A (it is injected say at time \( t = 0 \)), it is straightforward to determine that in a time \( \tau = \sqrt{2M/k} \), the electron will have traversed the barrier and appear well-defined in well B. \( M \) is just the transition matrix element of Bohr's wave function in our simple case proportional to \( \exp[-k|0|x] \) (see Ref. 2), as computed by Harrison. Clearly the electron must interact with the barrier the entire time \( \tau \), for any attempt to follow the motion in between will start the experiment all over again. As a specific example, using a similar model, Feynman has calculated the Josephson tunneling current between two superconducting metals. The problem may be treated as a two-level system because in the superconducting state nearly all the electrons are in the ground state.

The phenomenon of tunneling between superconductors, normal metals must be treated differently. Near a given energy there are a large number of states from which an electron can tunnel, but we can never determine the actual pair of different initial and final states. Such problems are quite common. They owe their solution to Fermi's golden rule, which gives the transition probability per unit time for electron transition, the reciprocal of which is the mean time per transition, or just the mean time that the electron interacts with the barrier. Using the WKB approximation and this independent particle model, Harrison found a transition probability proportional to the time proportional to \( \exp[-2\sqrt{k}|0-x] \). Reciprocating gives a transition or interaction time proportional to \( \exp[2\sqrt{k}|0-x] \).

As a third example, Hartman studies the tunneling of a wave packet through a potential barrier. Here a well-defined electron packet is incident on the barrier and the time it spends interacting with the barrier, i.e., until the reflected and transmitted packets are formed, is calculated. But it is clear that to determine whether or not the electron was actually transmitted in this single encounter requires actually determining the initial and final state of the electron. For a barrier in free space using ballistic electrons this is easily performed. In the two metals as a tunneling device, however, this cannot be done because we cannot specify a priori which electron will tunnel, or a posteriori which electron has tunneled, or that it tunnels on one encounter with the barrier. In tunneling devices the electron is injected in some arbitrary manner into the metal on one side of the barrier. The eigenstates of the metal by itself have become virtual (metastable) states when the work function barrier was replaced by a tunnel barrier (Fig. 1). Bohm has discussed a similar case with ballistic electrons.

One consequence of interaction times longer than \( 10^{-12} \) sec is that the ions in the barrier can follow the electron through the transition. Therefore, the static dielectric constant of the barrier should be used to compute the strength of the image potential. An elegant model devised by Harrison of tunneling phenomena involving polarizable media also gives this result. This means for AlN and AlO, for example, that the correction to the potential of the oxide due to the image charge in the metal is reduced by
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a factor of about two from that obtained with the optical dielectric constant, and by a factor of about eight from that using the dielectric constant of free space.\textsuperscript{18,19} The latter corresponds to transit times shorter than $10^{-15}$ sec.\textsuperscript{20}

We hasten to point out that for tunneling near the top of the barrier, $E(0)$ and $x$ can be quite small, and one must check to see which dielectric constant is appropriate: $\tau > 10^{-15}$ sec, static; $10^{-12} \text{ sec} > \tau > 10^{-15}$ sec, optical; etc. For Schottky emission one uses the optical dielectric constant because the transit times clearly fall into this latter range.\textsuperscript{20,22}

The rigorous treatment of tunneling between normal metals involves taking account of the many-body states in the metals, and the lattice-modified electron propagators in the insulator. But because of the accuracy obtainable with the free electron theory of metals and the effective-mass theories of bandgap materials, and the characterization of the transition time, such refinements do not yet appear to be necessary.
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\textsuperscript{1} Charge the diode to a voltage $V$; open the circuit to measure the voltage decay $V(t)$ across the diode: $V(t) = V_0 e^{(-t/\tau)}$, where $\tau = \text{RC}$ and $V_0$ is the diode transition rate. Clearly $\tau = 1/\tau$ follows.

\textsuperscript{2} Recently Lewicki and Mead (Ref. 3a) have reported that the RC time constant for tunneling current in Al-AlN-Al sandwiches varies as $A \exp(-2k(0)x)$ from $10^{-5}$ sec to 1 sec with insulator thicknesses of 2$\times$10$^{-4}$ A. (Ref. 6b). Extrapolating to zero thickness, RC approaches $10^{-11}$ sec, and for a 10-$\AA$ layer, RC is about $10^{-14}$ sec.

\textsuperscript{3} For electron waves (Ref. 3a) have reported that the RC time constant for tunneling current in Al-AlN-Al sandwiches varies as $A \exp(-2k(0)x)$ from $10^{-5}$ sec to 1 sec with insulator thicknesses of 2$\times$10$^{-4}$ A. (Ref. 6b). Extrapolating to zero thickness, RC approaches $10^{-11}$ sec, and for a 10-$\AA$ layer, RC is about $10^{-14}$ sec.

\textsuperscript{4} (a) G. Lewicki and C. A. Moll, Phys. Rev. Letters 36, 936 (1971); (b) $\beta(0)$ is the average value of $k$ encountered in the tunneling path corresponding to an incident electron with zero transverse momentum and energy equal to the Fermi energy, $E_F$, and $x$ is the thickness of the insulator.

\textsuperscript{5} Thomas E. Hartman, J. Appl. Phys. 33, 5427 (1962). Transmission times of $10^{-12}$ sec are found, essentially independent of thickness.

\textsuperscript{6} For example, when an intermediate state. Great care must also be taken to determine what the initial and final states of the system truly represent.

\textsuperscript{7} David Bohm, Quantum Theory (Prentice-Hall Co., Englewood Cliffs, New Jersey, 1951), pp. 290-291, especially Eq. (74a).

\textsuperscript{8} The probability per unit time of transition through the barrier, i.e., the probability of transmission per encounter, is the transmission coefficient (probability of transmission per encounter), when expressed using reciprocals.


\textsuperscript{12} An extreme case is the decay in which the lifetime (or the reciprocal of the transition probability) is very long. And if one attempts to determine whether an atom has decayed or not (by weighing it for example) the counting of the time for decay must begin anew. Thus the particle may be viewed as interacting with the barrier for a long time indeed.


\textsuperscript{14} B. D. Josephson, Phys. Letters 1, 251 (1962).

\textsuperscript{15} With some liberty of expression, the difference between transition rates proportional to $\exp[-k(0)x]$ and $\exp[-2k(0)x]$ (which are just the transition matrix element $M$ and its square) is much like the difference between coherent and incoherent probabilities: $(1 + M^2)/(1 + M^2)$, respectively.

\textsuperscript{16} The charge-image approximation to the contribution to the potential in the dielectric barrier region due to the induced charges in the neighboring metals is only valid if the electronic wave function in the dielectric $\psi$ changes slowly with respect to the dielectric relaxation time of the metal (about $10^{-10}$ sec). (We are indebted to Richard P. Feynman for pointing this out.) This permits an adiabatic adjustment of the magnetic charge during transition. The amount by which this image potential is screened by the dielectric depends further on how rapidly $\psi$ changes with respect to the motion of the electronic and ionic charges. If $\psi$ changes during a period longer than $10^{-10}$ sec, it is clear that the ions as well as the electrons of the dielectric can respond. And if this is the case, the static dielectric constant must be used.

\textsuperscript{17} Walter A. Harrison (private communication).

\textsuperscript{18} In recent tunneling work (Refs. 1, 19) it has been possible to neglect the image force in analyzing the results. However, had the full image force due to a free-space dielectric constant entered, this would have been detected. In fact in some cases there were indications that the contribution might be less than that predicted by using the optical value. With more detailed work in this direction, one should be able to see the effect of the image force and determine its magnitude.


\textsuperscript{22} An 0.01-eV electron will cover 100 $\AA$ in about $10^{-12}$ sec.
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This note reports a change in lattice parameters of InSb when subjected to zinc closed-tube diffusions. The quartz diffusion ampoules were 18-cm long, 1-cm diameter and evacuated to $10^{-4}$ Torr range. The x-ray measurements were made by using Cu Ka lines on a flat back reflection Polaroid camera. [531] reflections were used for InSb and [644] reflections for InAs. The precision is believed to be $\pm 0.002$ $\AA$ on InSb and $\pm 0.003$ $\AA$ on InAs for lattice changes. The values given here are to three figures only, and are believed to be significant. The reproducibility of results for different diffusion runs is good. Typical results for InSb are given in Table I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Condition & $A_0$ ($\AA$) & Remarks \\
\hline
1 & 6.48 & Undiffused crystal from Cominco, $x$-type, tellurium-doped (10$^{-2}$ cm$^{-3}$) \\
2 & 6.48 & Cadmium diffusion, 64 h, 400°C, 8-10 mg, 90% In-10% Cd spheres \\
3 & 6.48 & Zinc diffusion, 3 h, 400°C, 6 mg Zn \\
4 & 6.47 & Zinc diffusion, 4 h, 410°C, 250 mg Zn \\
5 & 6.47 & Zinc diffusion, 16 h, 410°C, 2 mg Zn \\
\hline
\end{tabular}
\caption{Typical results for InSb diffusions.}
\end{table}

It is to be noted that a definite lattice change occurs in the case of zinc diffusion. This same trend was noticed in the case of InAs, but the results are not as conclusive. In conditions 3, 4, and 5, the temperature difference is not believed to be important. The lattice change appears to result when a large zinc source is used, or alternatively, when a small source and a long diffusion time is used.

No significant change was noticed in the case of cadmium diffusion in either InSb or InAs. The result given in condition 2 of the table is for a cadmium-indium alloy used as a source. When pure cadmium is used, care must be taken or the polished surface of the InSb will be damaged by alloying. However, no lattice change was found even when the cadmium source was large enough to cause some surface damage,